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Preface

Welcome to the ICCHP 2012 Proceedings

The information society is moving to-
wards eAccessibility and eInclusion around
the world, facilitated by better and user-
friendlier assistive technologies. Research
and development are important drivers in
moving the sector forward and also in im-
plementing accessibility as a key feature of
today’s mainstream systems and services.
Evidence of this trend can be seen in new
free and commercial products, such as screenreader software, working seamlessly
on all up-to-date smartphones, pads and tablets.

ICCHP is proud of being an active force in this process since the 1980s.
Scientific conferences, besides showcasing the newest ideas and developments,
facilitate exchange and cooperation. They are indispensable ingredients of inno-
vation and progress.

This year, as in the past, we are proud to welcome more than 500 participants
from over 50 countries from around the world; 112 experts selected 147 full and 42
short papers out of 364 abstracts submitted to ICCHP. They form the core of the
program of ICCHP 2012. Each paper was reviewed by three expert reviewers and
every submission was then further evaluated in a meeting of the international
Program Committee. The acceptance ratio of about 50% of the submissions
demonstrates our strict pursuit of scientific quality both of the program and in
particular of the proceedings in your hands.

The concept of organizing “Special Thematic Sessions” helped to structure
the proceedings and program. The process supports focusing on selected topics
of high interest in the field as well as bringing new and interesting topics to the
attention of the research community. This approach makes the 13th edition of
ICCHP proceedings a valued and interesting contribution to the state of the art
and a reference in our domain of study.

ICCHP, for the first time, features and includes the conference ”Universal
Learning Design (ULD)”. This part of the ICCHP program invites experienced
practitioners and users to present their ideas, problems, experiences and con-
cepts in an open forum, allowing us to learn from and advance our work based
on experience and best practice. Most of these contributions are of a practical
nature and are therefore included in a special publication of the ULD host-
ing partner Masaryk University Brno, Czech Republic. We recommend refer-
ring to them when reading these proceedings. With ULD, ICCHP will advance
more rapidly towards a platform facilitating the exchange and cooperation of a
diverse set of stakeholders allowing deeper and more sustainable impact.



VI Preface

ULD complements ICCHP very well. Together with the “Young Researchers
Consortium”, the “Summer University on Math, Science and Statistics for Blind
and Partially Sighted Students”, the finals of the international coding event“SS12
– Project:Possibility”, intensive workshops, meetings and an exhibition including
presentations and demonstrations of major software and assistive technology
producers and vendors, ICCHP will once again be the international meeting
place and center of advanced information exchange.

ICCHP 2012 is held under the auspices of Dr. Heinz Fischer, President of the
Federal Republic of Austria, an honorable Committee of Honor and under the
patronage of the United Nations Educational, Scientific and Cultural Organiza-
tion (UNESCO), and of the European Disability Forum (EDF).

We thank the Austrian Computer Society for announcing and sponsoring the
ICCHP Roland Wagner Award, endowed in 2001 in honor of Roland Wagner,
the founder of ICCHP.

Former Award Winners:

• Award 5: Handed over at ICCHP 2010 in Vienna to:
– Harry Murphy - Founder, Former Director and Member of Advisory

Board of the Centre on Disabilities, USA
– Joachim Klaus - Founder, Former Director of the Study Centre for the

Visually Impaired at Karlsruhe Institute of Technology (SZS - KIT),
Germany

• Award 4: George Kersher, Daisy Consortium, ICCHP 2008 in Linz
• Special Award 2006: Roland Traunmüller, University of Linz
• Award 3: Larry Scadden, National Science Foundation, ICCHP 2006 in Linz
• Award 2: Paul Blenkhorn, University of Manchester, ICCHP 2004 in Paris
• Special Award 2003: A Min Tjoa, Vienna University of Technology
• Award 1: WAI-W3C, ICCHP 2002 in Linz
• Award 0: Prof. Roland Wagner on the occasion of his 50th birthday, 2001

Once again we thank everyone for helping with putting ICCHP in place and
thereby supporting the AT field and a better quality of life for people with
disabilities.

Special thanks go to all our sponsors and supporters.

July 2012 Klaus Miesenberger
Arthur Karshmer

Petr Penaz
Wolfgang Zagler
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Visual Nouns for Indoor/Outdoor Navigation . . . . . . . . . . . . . . . . . . . . . . . . 33
Edgardo Molina, Zhigang Zhu, and Yingli Tian

Towards a Real-Time System for Finding and Reading Signs for
Visually Impaired Users . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Huiying Shen and James M. Coughlan

User Requirements for Camera-Based Mobile Applications on Touch
Screen Devices for Blind People . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Yoonjung Choi and Ki-Hyung Hong

A Route Planner Interpretation Service for Hard of Hearing People . . . . . 52
Mehrez Boulares and Mohamed Jemni

Translating Floor Plans into Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Martin Spindler, Michael Weber, Denise Prescher, Mei Miao,
Gerhard Weber, and Georgios Ioannidis

Harnessing Wireless Technologies for Campus Navigation by Blind
Students and Visitors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Tracey J. Mehigan and Ian Pitt



XII Table of Contents – Part II

Eyesight Sharing in Blind Grocery Shopping: Remote P2P Caregiving
through Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Vladimir Kulyukin, Tanwir Zaman, Abhishek Andhavarapu, and
Aliasgar Kutiyanawala

Assessment Test Framework for Collecting and Evaluating Fall-Related
Data Using Mobile Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Stefan Almer, Josef Kolbitsch, Johannes Oberzaucher, and
Martin Ebner

NAVCOM – WLAN Communication between Public Transport Vehicles
and Smart Phones to Support Visually Impaired and Blind People . . . . . 91

Werner Bischof, Elmar Krajnc, Markus Dornhofer, and Michael Ulm

Mobile-Type Remote Captioning System for Deaf or Hard-of-Hearing
People and the Experience of Remote Supports after the Great East
Japan Earthquake . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Shigeki Miyoshi, Sumihiro Kawano, Mayumi Shirasawa,
Kyoko Isoda, Michiko Hasuike, Masayuki Kobayashi, and
Midori Umehara

Handheld “App” Offering Visual Support to Students with Autism
Spectrum Disorders (ASDs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Bogdan Zamfir, Robert Tedesco, and Brian Reichow

Cloud-Based Assistive Speech-Transcription Services . . . . . . . . . . . . . . . . . 113
Zdenek Bumbalek, Jan Zelenka, and Lukas Kencl

Developing a Voice User Interface with Improved Usability for People
with Dysarthria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Yumi Hwang, Daejin Shin, Chang-Yeal Yang, Seung-Yeun Lee,
Jin Kim, Byunggoo Kong, Jio Chung, Sunhee Kim, and
Minhwa Chung

Wearable Range-Vibrotactile Field: Design and Evaluation . . . . . . . . . . . . 125
Frank G. Palmer, Zhigang Zhu, and Tony Ro

System Supporting Speech Perception in Special Educational Needs
Schoolchildren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Adam Kupryjanow, Piotr Suchomski, Piotr Odya, and
Andrzej Czyzewski

Designing a Mobile Application to Record ABA Data . . . . . . . . . . . . . . . . . 137
Silvia Artoni, Maria Claudia Buzzi, Marina Buzzi, Claudia Fenili,
Barbara Leporini, Simona Mencarini, and Caterina Senette



Table of Contents – Part II XIII

Assistive Technology, HCI and Rehabilitation

Creating Personas with Disabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Trenton Schulz and Kristin Skeide Fuglerud

Eye Controlled Human Computer Interaction for Severely Motor
Disabled Children: Two Clinical Case Studies . . . . . . . . . . . . . . . . . . . . . . . . 153

Mojca Debeljak, Julija Ocepek, and Anton Zupan

Gravity Controls for Windows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Peter Heumader, Klaus Miesenberger, and Gerhard Nussbaum

Addressing Accessibility Challenges of People with Motor Disabilities
by Means of AsTeRICS: A Step by Step Definition of Technical
Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

Alvaro Garćıa-Soler, Unai Diaz-Orueta, Roland Ossmann,
Gerhard Nussbaum, Christoph Veigl, Chris Weiss, and Karol Pecyna

Indoor and Outdoor Mobility for an Intelligent Autonomous
Wheelchair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

C.T. Lin, Craig Euler, Po-Jen Wang, and Ara Mekhtarian

Comparing the Accuracy of a P300 Speller for People with Major
Physical Disability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Alexander Lechner, Rupert Ortner, Fabio Aloise, Robert Prückl,
Francesca Schettini, Veronika Putz, Josef Scharinger, Eloy Opisso,
Ursula Costa, Josep Medina, and Christoph Guger

Application of Robot Suit HAL to Gait Rehabilitation of Stroke
Patients: A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Kanako Yamawaki, Ryohei Ariyasu, Shigeki Kubota,
Hiroaki Kawamoto, Yoshio Nakata, Kiyotaka Kamibayashi,
Yoshiyuki Sankai, Kiyoshi Eguchi, and Naoyuki Ochiai

Sign 2.0: ICT for Sign Language Users: Information
Sharing, Interoperability, User-Centered Design and
Collaboration

Sign 2.0: ICT for Sign Language Users: Information Sharing,
Interoperability, User-Centered Design and Collaboration: Introduction
to the Special Thematic Session . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Liesbeth Pyfers

Toward Developing a Very Big Sign Language Parallel Corpus . . . . . . . . . 192
Achraf Othman, Zouhour Tmar, and Mohamed Jemni

Czech Sign Language – Czech Dictionary and Thesaurus On-Line . . . . . . 200
Jan Fikejs and Tomáš Sklenák
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AAC Vocabulary Standardisation and Harmonisation: The CCF and
BCI Experiences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

Mats Lundälv and Sandra Derbring

Speaking and Understanding Morse Language, Speech Technology and
Autism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
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Francisco Javier Sánchez Maŕın
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Paloma Cantón, Ángel L. González, Gonzalo Mariscal, and
Carlos Ruiz

InStep: A Video Database Assessment Tool . . . . . . . . . . . . . . . . . . . . . . . . . 73
Fern Faux, David Finch, and Lisa Featherstone

SCRIBE: A Model for Implementing Robobraille in a Higher Education
Institution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Lars Ballieu Christensen, Sean J. Keegan, and Tanja Stevns

Identifying Barriers to Collaborative Learning for the Blind . . . . . . . . . . . 84
Wiebke Köhlmann
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Content on Smartphones

Lars Emil Knudsen and Harald Holone

Østfold University College, Halden, Norway
{larseknu,h}@hiof.no

Abstract. Mainstream smartphones can now be used to implement ef-
ficient speech-based and multimodal interfaces. The current status and
continued development of mobile technologies opens up for possibilities of
interface design for smartphones that were unattainable only a few years
ago. Better and more intuitive multimodal interfaces for smartphones
can provide access to information and services on the Internet through
mobile devices, thus enabling users with different abilities to access this
information at any place and at any time. In this paper we present our
current work in the area of multimodal interfaces on smartphones. We
have implemented a multimodal framework, and has used it as a foun-
dation for development of a prototype which have been used in a user
test. There are two main contributions: 1) How we have implemented
W3C’s multimodal interaction framework on smartphones running the
Android OS, and 2) the results from user tests and interviews with blind
and visually impaired users.

1 Introduction

This project has been created in relation to the SMUDI project. The project
looks at how Norwegian speech recognition can be used in a multimodal interface
to achieve universal design. The goal of the SMUDI project is to see how the
users perceive different interaction methods, with dyslectics, visually impaired
and mobility impaired users. The mobile multimodality project relates to the
SMUDI project in that it looks at some of the same subjects, i.e. multimodality
and disabled users. The main difference is that this project mainly focuses on
visually disabled and blind users, and multimodality on smartphones instead
of desktop. The SMUDI project is run by MediaLT, a company specializing in
universal access, innovation and education.

1.1 Multimodality

Modalities describe the different paths of communication between a human and
the computer. The term modality in human-computer interaction (HCI) refers
to the sensor or device with which a computer can receive input from a human,
for example touch, audio or visual. It also refers to a sensory perception of the
output a computer gives.

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 1–8, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Different modalities can be combined in a richer multimodal interface. For
example, visual output can be supplemented with audio (sound and/or speech),
while touch input can be augmented with spoken data with the use of automatic
speech recognition (ASR). There are also more advanced options available, like
gaze tracking or gesture recognition.

1.2 Multimodality and Smartphones

The smartphones have many different capabilities which can be used to create
multimodal interfaces where the users can choose between different input and
output methods depending on their abilities, context and preferences. By utiliz-
ing these possibilities, we can give people with different abilities the opportunity
to access information and services they might not have been able to before. With
the use of multimodality the user can be given the opportunity to choose the
most convenient interaction method available at any given time, which in turn
can help overcome challenges of having to use a small mobile device [9].

We have implemented a multimodal framework based on W3C’s Multimodal
Interaction Framework on the Android OS. Secondly we have created a prototype
of a multimodal interface on top of the framework, which have been tested
with four blind and visually disabled users. Each test consisted of a number of
predefined tasks, and were followed by interviews with each of the participants.

The rest of the paper is structured as follows. In the next section we present
related work. Section 3 describes background and our implementation of W3C’s
multimodal framework, and the method are presented in Section 4. The results
from the prototype evaluation is described in Section 5, and selected implications
are discussed in Section 6. We conclude the paper and suggest future work in
Section 7.

2 Related Work

In this section, we present some of the related work in the field of universal
access, multimodal interaction and mobile devices. According to Oviatt, given
the right context, temporal disability applies to everyone [7]. For example when
a person drives a car, he need to be focused on the road and what happens
around him.

A multimodal interface which makes it possible for him to be able to navigate
and use the phone with the use of speech input and output would enable him
to use the phone and drive at the same time, thus reducing the need to look at
the phone’s screen.

Kranjc et al. [3] studied how one can approach design of mobile applications
with a focus on visually impaired and blind users. Turunen et al. has conducted
a study of three different approaches to a mobile transport information services,
both speech based and multimodal [10], with visually impaired and blind users.
The evaluation looked at users preference, with regards to speech or tactile
interface, how age and gender influenced the expectations of the system and
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how the experience was compared to their expectations [11]. The conclusion of
the report states that multimodality generally improves performance, but that
it’s important to know that the users need training to be able to use the system,
these findings are also supported by Krüger et al. [4].

Several multimodal frameworks have been created as a result of different re-
search projects like MONA [1], MIRANDA [8], and others [5]. Most of these are
either server based, or for the desktop. Few, if any of these are currently avail-
able for Android, the platform of choice for development of our prototype. We
decided to adapt the W3C’s Multimodal Interaction Framework [13], together
with the use of EMMA1 [12]. EMMA is a description of a XML markup lan-
guage for representing the semantics and meaning of data, specifically made for
multimodal communication.

Users are adaptable. If they encounter errors when using an application, they
will typically try to solve them, by improvising or negotiating [2]. A multimodal
interface may help users to use a system more fluently. If an interaction method
doesn’t work, they have the opportunity to use another one which can enable
them to continue to use the system. A multimodal interface could also make the
application less error prone [6], since the different modalities can complement
each other.

3 Framework

The framework we have implemented is based on W3C’s Multimodal Interaction
Framework [13]. The framework consists of four main components. The recog-
nition component recognizes the user input and translates it to a form that’s
useful for later processing. The interpretation component takes care of the se-
mantic interpretation of the information sent from the recognition component.
The integration component takes care of combining the data received from the
different interpretation components. The interaction manager decides the appro-
priate output to give based on all the information gathered from the different
components, context and the status of the system.

An outline of the input components that W3C specifies can be seen in figure 1.
And the outline of our implementation can be seen in figure 2. The differentmodal-
ities has each been implemented through two different input components. The
first component is responsible for recognition of the user input. For example, the
speech recognition component will recognize the words “Oslo Monday Morning”
from the speech input given by the user. The second component takes care of the
semantic interpretation of the recognized words and converts them to the equiv-
alent EMMA notation. The interaction manager analyses and responds to the
data received from the input components and gives the appropriate output to the
user. The integration component has been implemented as part of the interaction
manager.

The system and environment component has not been implemented yet. An-
droid handles some of the tasks that the system and environment component

1 EMMA: “Extensible MultiModal Annotation markup language”.
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Fig. 1. Input Components specified p̊a W3C, source: http://www.w3.org/TR/

mmi-framework/

Fig. 2. Input Components - Our implementation

http://www.w3.org/TR/mmi-framework/
http://www.w3.org/TR/mmi-framework/


A Multimodal Approach to Accessible Web Content on Smartphones 5

usually should do, e.g. scaling for different resolution displays. The session com-
ponent is currently integrated in the interaction manager.

EMMA is a description of a XML markup language for representing the se-
mantics and meaning of data, specifically made for multimodal communica-
tion. It describes the markup for representing interpretations of user inputs.
EMMA [12] can be used as an output from the interpretation and integration
component. Our EMMA implementation has been implemented on a need to
have basis, and would have to be expanded to envelop all of the markup that
EMMA describes. We have used SimpleXML for serialization and deserialization
of objects and EMMA. SimpleXML is a framework that provides XML serial-
ization and revolves around adding annotations to classes to be able read and
write objects to and from XML. Each of the nodes in the EMMA has it’s own
class. To expand the implementation, one would have to create the new classes
needed based on the nodes, and SimpleXML would do the rest of the transition
to and from XML.

Based on our experience from this project, such an implementation is feasible,
also with new modalities. By adding the appropriate recognition and interpre-
tation components, the framework can easily be extended and used for new
applications and prototypes.

4 Method

To test our framework implementation and evaluate multimodal mobile inter-
faces, we have developed a prototype and tested it with a small user group. We
recruited users through MediaLT’s homepage2, and through contact in Norges
Blindeforbund (Norwegian Blind Association).

The tests were conducted with four blind and visually impaired users, and
consisted of two phases. One practical, where the user were given tasks to carry
out with the prototype, i.e. “Find the weather in Oslo on Wednesday evening”.
The second phase with each participant consisted of a semi-structured interview
where we focused on the users own experiences of the multimodal interface and
which modalitites they preferred. There were two test administrators present at
each test. One giving the users their tasks, as well as assisting the user with any
technical issues. The other test administrator which took notes and conducted
the semi-structural interview. The whole test was also recorded with sound and
later transcribed. The notes, transcriptions and observations of the user test
were used as a basis for the analysis.

Next, we give a description of the prototype and results from the prototype
evaluation.

5 Prototype and Evaluation

We have developed a prototype of a multimodal interface for the Android plat-
form. This prototype were built on top of, and in parallel to, the multimodal

2 http://www.medialt.no
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framework. It gives access to yr.no, a Norwegian weather service. The input
modalities available to the user are touch input, navigation keys, speech recog-
nition, touch gestures, orientation and acceleration gesture. The type of multi-
modality is uncoordinated simultaneous, the user has several input modalities
to choose from, but only one input modality is analyzed at a time, . Voice
recognition were available in Norwegian with the use of Nuances Dragon Mobile
SDK through their mobile development program. The user has the possibility
to search for a place, date and time of the day to get a weather forecast, ei-
ther with speech, or with a form and a touch keyboard. It was also possible to
search for weather in a given distance and direction, where, including the two
aforementioned modalities, direction could be given with both touch gestures
and orientation. With the acceleration gesture, the user could shake the phone
to get the information entered in one of the input fields read out to them.

The test consisted of a practical user test where the user was given different
tasks to perform with the prototype. After the practical test a semi-structured
interview was conducted.

What follows is a summary of findings for each of the modalities of the pro-
totype.

Speech input was preferred if the context allowed them to, because it was
perceived as faster and more convenient to use, even though the speech inter-
pretation wasn’t always correct.

Touch gestures and orientation were perceived as more fun than actually useful
by the users. But users are different and one of them saw gestures as very nice
way of giving direction. Another saw the potential in using touch gestures in an
extended form, where one could use them as shortcuts.

Acceleration gesture input was seen as simple to use, and as a good way to get
what’s in the input field. While one user wanted the content of the input field
to be read when it got focus, instead of having to use the acceleration gesture.

Touch keyboard was perceived as a nice, but slow way to interact when they
couldn’t use speech input. They especially liked that the letters were read out
when they touched them, and written when they let go.

The navigation keys were perceived as an OK method for navigating in the
user interface, but several of the users also wanted the ability to use the touch-
screen in a similar way as on the iPhone, where the label of the touched element
is read out.

All of the users gave examples of how context affected them, even though the
the user test took place in a controlled environment. They explained that they
preferred to use speech if the context allowed them to. If the context didn’t allow
them to use speech, they needed other usable input methods instead. Several of
them gave examples of sitting on the train or outside, where the use of speech
would either not work properly due to ambient noise, or be embarrassing and
interfering to use.
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6 Discussion

We have demonstrated that it is feasible to implement W3C’s Multimodal In-
teraction Framework, and use it as a foundation for making a multimodal ap-
plication on a smartphone with Android.

Some of the more technical users naturally wanted to see this kind of multi-
modal interaction for the whole platform, more like the way it works with iOS
and iPhone, where the accessibility and interaction is more closely integrated
into the OS. These observations make sense from a developers view as well.

A multimodal interface can help to support universal access. As one user said:
“with the help of a multimodal interface the user is given a feeling of accomplish-
ment when he’s able to use the system because of the universal access and being
able to use at least one, if not more of the input methods.”

Speech as an input method was preferred by all of the users, if the context they
were in allowed them to use it. They said that it was simplest to use speech for
the search. Speech was also perceived as faster than writing, although the users
also thought it was OK to use the touch keyboard as well. Users appreciated the
ability to have something to fall back on if the speech failed, or the context didn’t
allow them to use it properly. These findings correlate somewhat with those of
Turunen et. al. [11], although the focus of the evaluation is a bit different, with
different prerequisites. Turunen looked at how being introduced to a multimodal
interface as either tactile or speech based would influence their impression, how
age and gender influenced their expectations and how expectations differed from
the actual experience. The group using the tactile interface where more positive
towards speech, both in performance and interpretation, than they expected.
While the other group where disappointed with the speech only system, and felt
the system was slow, more so than the tactile group.

Our user test, interview and observations shows that multimodality on smart-
phones can help visually impaired and blind access web services with the help
of their smartphone. All the users where positive towards the multimodal inter-
face. They thought it could benefit them greatly if they had access to all the
web services and information they wanted through a multimodal interface.

7 Conclusion and Future Work

We have presented our implementation of W3C Multimodal Interaction Frame-
work on Android and smartphones, as well as the results from our user test of
a multimodal prototype for the Android platform, with blind and visually im-
paired users. Our implementation of the framework to develop an multimodal
application, and it should be possible to use it to make more multimodal appli-
cations. Based on our experience with the development, it is possible to make
a more complete implementation of both W3C Multimodal Interaction Frame-
work, and the integration of EMMA with SimpleXML in Java. A multimodal
interface can help to support universal access and it is beneficial for visually
impaired and blind users, since it enables them to adapt to the context their in
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by using fitting modalities, and handle errors in a better way. Speech input was
a well perceived modality, while touch gestures and orientation were perceived
as more fun than useful by the users.

We welcome anyone who want to do any further development with the source
code to send an email request to the lead author.
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Abstract. Mobile computer vision is often advocated as a promising
technology to support blind people in their daily activities. However,
there is as yet very little experience with mobile vision systems operated
by blind users. This contribution provides an experimental analysis of
a sign-based wayfinding system that uses a camera cell phone to detect
specific color markers. The results of our experiments may be used to
inform the design of technology that facilitates environment exploration
without sight1.

1 Introduction

There is increasing interest in the use of computer vision (in particular, mobile
vision, implemented for example on smartphones) as assistive technology for
persons with visual impairments [7]. Advances in algorithms and systems are
opening the way to new and exciting applications. However, there is still a lack
of understanding of how exactly a blind person can operate a camera-based
system. This understanding is necessary not only to design good user interfaces
(certainly one of the most pressing and as yet unsolved problems in assistive
technology for the blind), but also to correctly dimension, design and benchmark
a mobile vision system for this type of applications.

This paper is concerned with a specific mobile vision task: the detection of
“landmarks” in the environment, along with mechanisms to guide a person to-
wards a detected landmark without sight. Specifically, we consider both the
discovery and guidance components of this task. Consider for example the case
of a blind person visiting an office building, looking to find the office of Dr.
A.B. He or she may walk through the corridor (while using a white cane or a
dog guide for mobility), using the camera phone to explore the walls in search
of a tag with the desired information. This is the discovery phase of sign-based
wayfinding. Suppose that each office door has a tag with the room number and

1 The project described was supported in part by Grant Number 1R21EY021643-01
from NEI/NIH and in part by Grant Number IIS-0835645 from NSF. Its contents
are solely the responsibility of the author and do not necessarily represent the official
views of the NEI, NIH, or NSF.

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 9–16, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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the occupant’s name. The vision algorithm implemented in the camera phone
can be programmed to identify tags and read the text in each tag.

Once a target has been detected, and the user has been informed (via acous-
tic or tactile signal) of its presence, the user may decide to move towards the
target guided by the vision system. In some cases, only the general direction to
the target is needed (e.g., the entrance door to a building). In other cases, more
precise guidance is required, for example to reach a specific item on a supermar-
ket’s shelf, a button on the elevator panel, or to get closer to a a bulletin board
in order to take a well-resolved picture of a posted message which can then be
read by OCR. This guidance task calls for the user to maintain appropriate ori-
entation of the camera towards the target as he or she moves forward, ensuring
that the target remains within the camera’s field of view so that its presence
and relative location can be constantly monitored. Although trivial for a sighted
person, this operation may be surprisingly challenging for a blind person.

This paper presents a user study with eight blind volunteers who performed
discovery and guidance tasks using a computer vision algorithm implemented
in a cell phone. Specific “markers”, designed so as to be easily detectable by a
specialized algorithm, were used as targets. Since the goal of this investigation is
to study how a blind person interacts with a mobile vision system for discovery
and guidance tasks, the choice of the target to be detected is immaterial: sim-
ilar results would be obtained with a system designed to find other features of
interest, such as an informational sign, an office tag, or an elevator button. The
experiments described in this paper were inspired by a previous user study that
was run on a smaller scale [8]. These previous tests turned out to be inconclu-
sive, due to the small sample size and poor experimental design, which resulted
in experiments that were too challenging for the participants to complete. The
new user study presented here was more carefully designed: all participants were
able to complete all tasks, yet the tasks were challenging enough that informative
observations were obtained.

We note here that vision-based landmark detection is not the only technology
available for blind wayfinding. Other approaches considered include the use of

Fig. 1. Our color marker system, tested in the Env3 environment. The right image
shows the view from the viewfinder; the pie-shaped color marker is displayed in yellow,
signaling that detection has occurred.
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active light beacons such as TalkingSigns [4], GPS [2], indoor positioning systems
(e.g. Wi-Fi triangulation), inertial navigation [6] and RFID [5].

2 Experiments: Design and Outcomes

2.1 System Design

For our wayfinding tests, we selected the system proposed in [3] that uses care-
fully designed, pie-shaped color markers, easily detected by a camera phone with
a minimal amount of computation. We used the implementation of the color
marker detector for the Nokia N95 by Bagherinia and Manduchi [1]. Equipped
with an ARM 11 332 MHz processor, the Nokia N95 is certainly not a state
of the art platform; however, its processing rate (about 8 frames per second on
VGA-resolution images) was fast enough for our experiments. The system can
reliably detect markers with diameter of 16 cm at a distance of about 3.5 me-
ters, and is insensitive to rotations of the cell phone around the camera’s optical
axis by up to ±40◦. We observed virtually no false alarms during our tests. By
printing the same color marker with spatially permuted colors, we were able to
obtain a variety of markers with ID embedded in the color permutation.

The feedback provided by the detection system to the user is in the form of an
acoustic signal (a sequence of “beeps”). There are two distinct beeping rates: a
slower rate (about 2 beeps per second) at distances beyond 1 meter, and a faster
rate (about 5 beeps per second) at closer distances. The pitch of the beep is kept
constant, while its volume depends on whether the target is within the central
third of the image (higher volume) or in the left or right third of the image
(lower volume). This allows the user to figure out the approximate bearing angle
to a detected marker. In previous preliminary tests we experimented with richer
types of interface (e.g., multiple sound pitch), but the feedback we received from
blind users led us to select the simple and “minimalistic” interface described
above. Indeed, all participants to this user study commented positively on the
chosen interface. Finally, the cell phone vibrates if the user rotates the cell phone
by more than 30◦ around its optical axis. This provides a discreet warning and
reminds the user to keep the cell phone straight up.

2.2 Experiment Design

We considered three environments that were representative of a variety of real-
istic indoor situations. The first environment (Env1) was a wide (4 meters by 5
meters) hall opening onto a corridor with the markers attached to two opposing
walls. The starting position for each trial was in the middle of the open side of
the hall. Note that some of the markers could be detected (if aiming in the cor-
rect direction) already from the starting point. The second environment (Env2)
was a fairly wide corridor (about 2 meters in width), with markers placed flat
on just one wall at several meters of distance from each other (some but not
all located near office doors). The participants were informed of which wall the



12 R. Manduchi

Fig. 2. Bind volunteers during our experiments in the Env1 (left) and Env2 (right)
environments

markers were attached to. The starting position was at either end (alternating)
of a stretch about 20 meters long. Two markings (“fiducials”) were taped to the
floor at a distance of 3.25 meters from each other at one end of the test stretch,
defining a “probe” segment. The walking speed of each participant during the
tests was measured by recording the time at which he or she crossed each fiducial.
The third environment (Env3) was a narrower corridor (1.6 meters wide), with
markers attached by velcro strips so that they would jut out orthogonally from
the wall (see Fig. 1). Copies of the same marker were attached to both faces of a
piece of cardboard, allowing it to be seen in fronto-parallel view from either side
of the corridor. The participants were instructed to start walking from either
end (alternating) of a 15 meters long stretch. As in the previous case, fiducials
were placed on the floor to measure the participant’s walking speed.

Eight blind volunteers (two men and six women, aged 50 to 83) participated in
our experiments.Only oneof themwas congenitally blind; the others lost their sight
at various stages in life. All but one of the participants had only at most some light
perception; the remaining participant had enough sight to recognize a marker at
nomore than a few centimeters of distance. Two participants were already familiar
with the system, having tried it one year earlier, while the other six were new users.
Three participants used a guide dog during the experiments; everyone else used a
white cane, except for one who elected to walk without any assistance.

Each participant was read the IRB-approved informed consent form and was
given the opportunity to ask questions afterwards. The participants demographic
details were filled in by the investigators, and the participant signed the consent
form (which included permission to use pictures taken of them in scientific publica-
tions). After these preliminary instructions, the participant was taken to each one
of the chosen environments in turn (the order of the environments in the test was
chosen randomly for each participant). The participant was explained the correct
usage of the system and was given ample time to experiment with a test marker
at a known location within each environment. The participant then completed a
“dry run” sequence of at least eight trials. During the dry run, the participant was
allowed to ask questions; some general recommendations were also offered by the
investigator supervising the experiment. Each participant was allowed to continue
the dry run trials until he or she felt comfortable with the system.
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After the dry run phase, the official test began. Each test comprised eight
trials. In each trial, the participant was led by hand to the starting location for
the current environment and asked to search, using the cell phone, the camera
pointing forward, for one specific marker (whose location was unknown to the
participant). Rather than manually changing the location of the marker at each
trial, we placed five markers in different position of the wall at the beginning of
the experiment, and programmed the cell phone so as to only detect one specific
marker at each trial. The sequence of marker IDs to be detected during the trials
was chosen randomly for each environment (the same sequence was used for all
participants at that environment).

At each trial, the investigator used a stopwatch to record the time at which
the phone first beeped after detecting a marker, and the time at which the par-
ticipant touched the marker (which concluded the trial). The walking speed of
the participant during the trial was also measured in Env2 and Env3 using the
fiducials on the floor, as explained earlier. If a participant was not able to com-
plete a trial in Env1 within a period if five minutes, or walked past the designated
marker without finding it in Env2 or Env3, the trial was declared unsuccessful.
The total experiment (including initial training) took between three and four
hours per participant.

2.3 Results

Results from the tests are shown in Fig. 3 for the three different environments
considered. Each figure reports the median guidance time, defined as the time
between the first beep (when the system first detected the marker) and the time
at which the participant touched the marker. The number of unsuccessful trials
(if any) is also reported in each figure. For Env2 and Env3, we also reported the
average probe time, that is, the time it took to each participant to walk trough
the 3.25 meter probe.

One thing that results apparent from the plots is that the median probe time
was, in general, quite smaller than the median guidance time. Considering that
the target was detected at no more than 3.5 meters of distance, and often at
a shorter range2, it results clear that the participants walked faster during the
“discovery” phase (as measured by the probe time) than during the “guidance”
phase. In fact, guidance often proved to be a long and painstaking process.

Different environments called for different search strategies. In the case of
Env1, a few participants methodically explored all walls in the hall (keeping
at an approximate constant distance from the wall) until they came upon the
marker. Others participants would move towards the center of the room, slowly
rotating the camera to obtain a panoramic view of the space. One participant
(who did not use a cane or guide dog during the trials) experienced serious
difficulty in this environment, as she would soon get disoriented. Indeed, self-
location awareness is important for successful exploration and discover (as noted

2 This was especially the case for the case of markers placed flat on a corridor’s wall
(Env2), and thus seen from a slanted angle.
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Fig. 3. The median guidance time (black bars) and median probe time (white bars)
for the environments considered. The number of unsuccessful trials (if any) for each
participant is shown by a number on top of the bar.

in the post-test interview by two other participants). This seems to be less of
a concern during the guidance phase, in which case only one’s relative location
with respect to the marker needs to be controlled.

Env2 had markers only on one side of the corridor, placed flat on the wall.
Successful detection required walking at a specific distance to the wall, holding
the cell phone at an approximately constant angle. Due to the geometry of this
environment, the target was typically detected at a closer distance than in Env1
or Env3 (in which case the marker could be found facing the participant). This
explains why guidance time was in most cases smaller for Env2 than for the other
environments. One participant using a guide dog pointed out that maintaining
the desired location in the corridor was challenging, as the dog was trained to
walk at a specific distance from the wall. At the same time, this participant
remarked that the guide dog helped her maintaining a straight directions, often
a difficult task (even in a corridor) without sight.

Env3was considered themost challenging by five participants (while five partic-
ipants considered Env2 to be the easiest one). This came somewhat as a surprise,
as we originally thought that the fronto-parallel geometry of the marker place-
ment would simplify both detection and guidance. In fact, median guidance times
in Env3 were almost always higher than for the other environments (with a me-
dian value of 23 seconds, versus 18.25 seconds for Env 3 and 8 seconds for Env2).
The probe times in Env3 were also higher than in Env2 (with a median value of 6
seconds, compared to 4.12 seconds for Env2), showing that the participants pre-
ferred to walk slower in this environment. Part of the difficulty was that in Env3
the markers were found on both walls, and participants were asked to explore both
walls as they proceeded. This requiredmethodically scanning the scene by rotating
the cell phone around its vertical axis, an operation that several participants found
challenging. Once the cell phone beeped signaling a detection, some participants
had trouble understanding whether they should keep searching on the left or on
the right wall. This is not surprising, given the relatively large field of view of the
camera compared width the small width of the corridor.

From the answers to the post-test questionnaire, several common themes
emerged. Participants seemed to think that the system worked well for what
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it was supposed to do: on a scale from 0 to 5 (where 0 meant “did not work”
and 5 meant “worked perfectly”), the average score was 4.25. This was certainly
very encouraging. Two participants commented that they would prefer a wider
field of view. The need for rotating the cell phone to search for a target was
also commented negatively by some. These two aspects are clearly related: a
larger field of view would require less active interaction, since the marker could
be found without having to constantly rotate the phone. Several participants
commented positively on the fact that the markers were all at the same height.
Indeed, earlier experiments [8] with markers at different heights resulted in very
poor performance.

Several participants commented on the importance of keeping the phone at the
correct height and orientation. Indeed, we observed that at least two participants
had serious difficulty with holding the phone properly. For example, Participant 5
found that she had to hold the cell phone “locked” onto her shoulder (see Fig. 2),
and thus would rotate her whole body when looking for a target. Other partici-
pants, however, showed good wrist control, which enabled effective discovery and
guidance. Understanding the correct direction to a detected target was also chal-
lenging for some participants. For example, one participant observed that she was
constantly misestimating the location of the marker by two feet or so.

Finally, almost all participants commented positively on the chosen interface,
but noted that it may be impractical to use it if other people were nearby (who
could be annoyed by the beeping). Most participants appreciated the informa-
tion provided by the interface: approximate distance to the target (through the
beeping rate) and bearing angle (through beeping loudness). Indeed, when asked
to describe their guidance strategy in words, most participants said that they
tried to always aim the cell phone so that the beeping was loud (signaling that
the marker was seen straight ahead). However, at least two participants seemed
to confuse the role of two features (beeping rate and volume). This confirms our
previous observations that rich interfaces may easily become too complex, espe-
cially when one is already concentrated in other mobility tasks (e.g., avoiding
obstacles).

3 Conclusions

Our experiments have resulted in a number of interesting (and at times unex-
pected) observations, which may inform the design of future wayfinding systems
mediated by computer vision. We summarize our main conclusions below.

Field of view: The limited field of view of typical camera phones forces the
user to actively explore the environment in search of a target, an operation that
may be challenging for some people. A natural solution would seem the use of
shorter focal lengths (and thus wider field of view). It should be noted, however,
that a wider field of view reduces the angular resolution of each pixel and thus
the distance at which a target of given size can be found.

Camera placement: Several participants found the use of a hand-held camera
to explore the environment difficult, and some observed that they would prefer
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the camera to be attached to their body or their garment. Further investigation
is necessary to establish whether a wearable camera could be used for effective
exploration

Target location: Our experiments have shown that, even with an “ideal” sys-
tem with carefully designed targets, detection and guidance can be difficult and
time-consuming in some environments. This suggests that the environment lay-
out and target location have an important role in the success of vision-based
systems for information access and wayfinding without sight.
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Abstract. Signage plays an important role for wayfinding and navigation to as-
sist blind people accessing unfamiliar environments. In this paper, we present a 
novel camera-based approach to automatically detect and recognize restroom 
signage from surrounding environments. Our method first extracts the attended 
areas which may content signage based on shape detection. Then, Scale-
Invariant Feature Transform (SIFT) is applied to extract local features in the de-
tected attended areas. Finally, signage is detected and recognized as the regions 
with the SIFT matching scores larger than a threshold. The proposed method 
can handle multiple signage detection. Experimental results on our collected re-
stroom signage dataset demonstrate the effectiveness and efficiency of our pro-
posed method.  

Keywords: Blind people, Navigation and wayfinding, Signage detection and 
recognition. 

1 Introduction 

There were about 161 million visually impaired people around the world in 2002, 
which occupied 2.6% of the entire population according to the study of World Health 
Organization (WHO). Among these statistics, 124 million were low vision and 37 
million were blind [5]. Independent travel is well known to present significant chal-
lenges for individuals with severe vision impairment, thereby reducing quality of life 
and compromising safety. Based on our survey with blind users, detecting and recog-
nizing signage has high priority for a wayfinding and navigation aid. In this paper, we 
focus on developing effective and efficient method for restroom signage detection and 
recognition from images captured by a wearable camera to assist blind people inde-
pendently accessing unfamiliar environments. 

Many disability and assistive technologies have been developed to assist people who 
are blind or visually impaired. The voice vision technology for the totally blind offers 
sophisticated image-to-sound renderings by using a live camera [10]. The Smith-Kettle 
well Eye Research Institute developed a series of camera phone-based technological 
tools and methods for the understanding assessment, and rehabilitation of blindness and 
visual impairment [14], such as text detection [12], crosswatch [4] and wayfinding [8]. 
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To help the visually impaired, Everingham et al. [1] developed a wearable mobility aid 
for people with low vision using scene classification in a Markov random field model 
framework. They segmented an outdoor scene based on color information and then 
classified the regions of sky, road, buildings etc. Shoval et al. [13] discussed the use of 
mobile robotics technology in the Guide-Cane device, a wheeled device pushed ahead 
of the user via an attached cane for the blind to avoid obstacles. When the Guide-Cane 
detects an obstacle it steers around it. The user immediately feels this steering action 
and can follow the Guide-Cane's new path. Pradeep et al. [11] describes a stereo-vision 
based algorithm that estimates the underlying planar geometry of the 3D scene to gener-
ate hypotheses for the presence of steps. The Media Lab at the City College of New 
York has been developed a number of computer vision based technologies to help blind 
people including banknote recognition [7], clothing pattern matching and recognition 
[16], text extract [18], [19], and navigation and wayfinding [15], [17]. Although many 
efforts have been made, how to apply this vision technology to help blind people under-
stand their surroundings is still an open question. 

In this paper, we propose a computer vision-based method for restroom signage de-
tection and recognition. The proposed method contains both detection and recognition 
procedures. Detection procedure gets the location of a signage in the image. Recogni-
tion procedure is then performed to recognize the detected signage as ‘Men”, “Wom-
en”, or “Disabled”. The signage detection is based on effective shape segmentation, 
which is widely employed and achieved great success in traffic signage and traffic 
light detection [10]. The signage recognition employs SIFT feature-based matching, 
which is robust to variations of scale, translation and rotation, meanwhile partially 
invariant to illumination changes and 3D affine transformation.  

Our proposed method in this paper is one component of a computer-vision based 
wayfinding and navigation aid for blind persons which consists of a camera, a com-
puter, and an auditory output device. Visual information will be captured via a mini-
camera mounted on a cap or sunglasses, while image processing and speech output 
would be provided by a wearable computer (with speech output via a Bluetooth ear-
piece). The recognition results can be presented to blind users by auditory signals 
(e.g., speech or sound). 

2 Methodology for Restroom Signage Detection and Recognition 

2.1 Method Overview 

The proposed restroom signage recognition algorithm includes three main steps: im-
age preprocessing, signage detection, and signage recognition as shown in Fig. 1. 
Image preprocessing involves scale normalization, monochrome, binarization, and 
connected component labeling. Signage detection includes rule-based shape detection 
by detecting head and body parts of the signage respectively. Finally, the characteris-
tic of restroom signage (e.g., for “Men”, “Women”, or “Disabled”) is recognized by 
SIFT feature based matching distance between the detected signage region and re-
stroom signage templates. 
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extraction and representation contains two phases: (1) detect interest feature points 
and (2) feature point descriptor. 

First, potential feature points are detected by searching overall scales and image 
locations through a difference-of-Gaussian (DoG) function pyramid. The DoG is a 
close approximation to the scale-normalized Laplacian-of-Gaussian to find the most 
stable image features [6], [7]. Hence, the locations of the points correspond to these 
most stable features are identified as interest feature points. 

Second, the feature descriptor is created for each interest point by sampling the 
magnitudes and orientations of image gradients in a 16x16 neighbor region. The re-
gion is centered at the location of the interest point, rotated on the basis of its domi-
nant gradient orientation and scaled to an appropriate size, and evenly partitioned into 
16 sub-regions of 4x4 pixels. For each sub-region, SIFT accumulates the gradients of 
all pixels to orientation histograms with eight bins [9]. A 4x4 array of histograms, 
each with eight orientation bins, captures the rough spatial structure of the neighbor-
ing region. This 128-element vector, i.e. the feature descriptor for each interest point, 
is then normalized to unit length.  

Signage Recognition by SIFT Matching: In order to recognize the detected signage, 
SIFT-based interest points are first extracted from the template images of restroom sig-
nage patterns which are stored in a database. Then, the features of the image region of 
the detected signage will be matched with those from the template signage patterns 
based on nearest Euclidean distance of their feature vectors. From the full set of 
matches, subsets of key points that agree on the object and its location, scale, and orien-
tation in the new image are identified to filter out good matches. If two or more feature 
points in another image match a single point in the image, we assign the pair as the best 
match. In our method, two criteria are required for matching points (1) similar descrip-
tors for corresponding feature; and (2) uniqueness for the correspondence. 

Provided the number of matches between the signage template images and detected 
signage, the signage gets the maxima feature matches are selected as the most possi-
ble pattern. 

3 Experimental Results 

To validate the effectiveness and efficiency of our method, we have collected a data-
base which contains 96 images of restroom signage including patterns of “Women”, 
“Men”, and “Disabled”. There are total 50 “Men” signage, 42 “Women” signage, and 
10 images of “Disabled” signage. As shown in Fig. 4, the database includes the 
changes of illuminations, scale, rotation, camera view, perspective projection, etc. 
Some of the images contain both signage of “Men” and “Women”, or both signage of 
“Men” and “Disabled”, or “Women” and “Disabled”. 

Our method can handle signage with variations of illuminations, scales, rotations, 
camera views, perspective projections. We evaluate the recognition accuracy of the  
proposed method. As shown in Table 1, the proposed algorithm achieves accuracy of 
detection rate 89.2% and of recognition rate 84.3% which correctly detected 91 and rec-
ognized 86 signage of total 102 signage in our dataset. Some examples of the detected 
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We further verify the computation time of the proposed method. The experiments 
are carried on a computer with a 2GBHz processor and 1GB memory. The proposed 
algorithm is implemented in Matlab without optimization. The average time for de-
tecting and recognizing signage from 30 testing images is 0.192s. This ensures real-
time processing for developing navigation and wayfinding systems to help blind and 
vision impaired users. 

4 Conclusion and Future Work 

To assist blind persons independently accessing unfamiliar environments, we have 
proposed a novel method to detect and recognize restroom signage based on both 
shape and appearance features. The proposed method can handle restroom signage 
with variations of scales, camera views, perspective projections, and rotations. The 
experiment results demonstrate the effectiveness and efficiency of our method. Our 
future work will focus on detecting and recognizing more types of signage and incor-
porating context information to improve indoor navigation and wayfinding for blind 
people. We will also address the significant human interface issues including auditory 
displays and spatial updating of object location, orientation, and distance.  
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References 

1. Everingham, M., Thomas, B., Troscianko, T.: Wearable Mobility Aid for Low Vision Us-
ing Scene Classification in a Markov Random Field Model Framework. International 
Journal of Human Computer Interaction 15, 231–244 (2003) 

2. Hasanuzzaman, F., Yang, X., Tian, T.: Robust and Effective Component-based Banknote 
Recognition for the Blind. IEEE Transactions on Systems, Man, and Cybernetics–Part C: 
Applications and Reviews 41(5) (2011), 10.1109/TSMCC.2011.2178120 

3. Seeing with Sound – The voice, http://www.seeingwithsound.com/ 
4. Ivanchenko, V., Coughlan, J., Shen, H.: Crosswatch: A Camera Phone System for Orient-

ing Visually Impaired Pedestrians at Traffic Intersections. In: Miesenberger, K., Klaus, J., 
Zagler, W.L., Karshmer, A.I. (eds.) ICCHP 2008. LNCS, vol. 5105, pp. 1122–1128. 
Springer, Heidelberg (2008) 

5. Kocur, I., Parajasegaram, R., Pokharel, G.: Global Data on Visual Impairment in the Year 
2002. Bulletin of the World Health Organization 82 (2004) 

6. Lindeberg, T.: Scale-space theory: A basic tool for analyzing structures at different scales. 
J. Appl. Statist. 21, 224–270 (2004) 

7. Mikolajczyk, K., Schmid, C.: An Affine Invariant Interest Point Detector. In: Heyden, A., 
Sparr, G., Nielsen, M., Johansen, P. (eds.) ECCV 2002. LNCS, vol. 2350, pp. 128–142. 
Springer, Heidelberg (2002) 

8. Manduchi, R., Coughlan, J., Ivanchenko, V.: Search Strategies of Visually Impaired Per-
sons Using a Camera Phone Wayfinding System. In: Miesenberger, K., Klaus, J., Zagler, 
W.L., Karshmer, A.I. (eds.) ICCHP 2008. LNCS, vol. 5105, pp. 1135–1140. Springer, 
Heidelberg (2008) 



24 S. Wang and Y. Tian 

9. Matsui, Y., Miyoshi, Y.: Difference-of-Gaussian-Like Characteristics for Optoelectronic 
Visual Sensor. Signal Processing & Analysis 7, 1447–1452 (2007) 

10. Omachi, M., Omachi, S.: Traffic light detection with color and edge information. In: 2nd 
IEEE International Conference on Computer Science and Information Technology,  
Beijing, pp. 284–287 (2009) 

11. Pradeep, V., Medioni, G., Weiland, J.: Piecewise Planar Modeling for Step Detection  
using Stereo Vision. In: Workshop on Computer Vision Applications for the Visually Im-
paired (2008) 

12. Shen, H., Coughlan, J.: Grouping Using Factor Graphs: An Approach for Finding Text 
with a Camera Phone. In: Escolano, F., Vento, M. (eds.) GbRPR. LNCS, vol. 4538,  
pp. 394–403. Springer, Heidelberg (2007) 

13. Shoval, S., Ulrich, I., Borenstein, J.: Computerized Obstacle Avoidance Systems for the 
Blind and Visually Impaired. In: Teodorescu, H.N.L., Jain, L.C. (eds.) Invited chapter in 
Intelligent Systems and Technologies in Rehabilitation Engineering, pp. 414–448. CRC 
Press (2000) 

14. The Smith-Kettlewell Rehabilitation Engineering Research Center (RERC) develops new 
technology and methods for understanding, assessment and rehabilitation of blindness and 
visual impairment, http://www.ski.org/Rehab/ 

15. Wang, S.H., Tian, Y.L.: Indoor signage detection based on saliency map and Bipartite 
Graph matching. In: International Workshop on Biomedical and Health Informatics (2011) 

16. Yang, X., Yuan, S., Tian, Y.: Recognizing Clothes Patterns for Blind People by Confi-
dence Margin based Feature Combination. In: International Conference on ACM Multi-
media (2011) 

17. Yang, X., Tian, Y., Yi, C., Arditi, A.: Context-based Indoor Object Detection as an Aid to 
Blind Persons Accessing Unfamiliar Environment. In: International Conference on ACM 
Multimedia (2010) 

18. Yi, C., Tian, Y.: Text Detection in Natural Scene Images by Stroke Gabor Words. In: The 
11th International Conference on Document Analysis and Recognition, ICDAR (2011) 

19. Yi, C., Tian, Y.: Text String Detection from Natural Scenes by Structure-based Partition 
and Grouping. IEEE Transactions on Image Processing 20(9) (2011), PMID: 21411405 



K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 25–28, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

The Crosswatch Traffic Intersection Analyzer: 
A Roadmap for the Future 

James M. Coughlan and Huiying Shen 

The Smith-Kettlewell Eye Research Institute, San Francisco, CA 
{coughlan,hshen}@ski.org 

Abstract. The “Crosswatch” project is a smartphone-based system developed 
by the authors for providing guidance to blind and visually impaired pe-
destrians at traffic intersections. Building on past work on Crosswatch functio-
nality to help the user achieve proper alignment with the crosswalk and read 
the status of Walk lights to know when it is time to cross, we outline the direc-
tion Crosswatch should take to help realize its potential for becoming a prac-
tical system: namely, augmenting computer vision with other information 
sources, including geographic information systems (GIS) and sensor data, to 
provide a much larger range of information about traffic intersections to the 
pedestrian. 

Keywords: visual impairment, blindness, assistive technology, traffic intersec-
tion, pedestrian safety. 

1 State of the Art and Related Technology 

Crossing an urban traffic intersection is one of the most dangerous activities of a blind 
or visually impaired person's travel. Several types of technologies have been devel-
oped to assist blind and visually impaired individuals in crossing traffic intersections. 
Most prevalent among them are Accessible Pedestrian Signals, which generate sounds 
signaling the duration of the Walk interval to blind and visually impaired pedestrians 
[2]. In addition, Talking Signs® [4] allow blind travelers to locate and identify land-
marks, signs, and facilities of interest, at intersections and other locations, using sig-
nals from installed infrared transmitters that are converted to speech by a receiver 
carried by the traveler. 

However, the adoption of both Accessible Pedestrian Signals and Talking Signs® 
is very sparse, and they are completely absent in most cities. More recently, Bluetooth 
beacons have been proposed [3] to provide real-time information at intersections that 
is accessible to any user with a standard mobile phone, but like Talking Signs® this 
solution requires special infrastructure to be installed at each intersection. 

The current version of the prototype Crosswatch system provides information to a 
visually impaired traveler using computer vision to interpret existing visual cues, such 
as crosswalk patterns and Walk signal lights, which has the advantage of not requiring 
any additional infrastructure for each intersection. Experiments with blind subjects are 
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reported in [5,6], and also in a related project using a similar smartphone-based sys-
tem [1], demonstrating the feasibility of the computer vision-based approach for help-
ing visually impaired travelers find and align themselves to crosswalks and detect the 
status of Walk signals. 

2 Proposed Approach 

We propose extending the Crosswatch system to obtain a broader range of informa-
tion about traffic intersections, which may be categorized as “what”, “where” or 
“when” information: 

• “What” information includes not only the presence of crosswalks in an intersection 
and the type of intersection (e.g., four-way or T-junction) but also the presence of 
any signal lights (which may include traffic lights), important signs such as Stop 
signs, walk buttons, median strips and a variety of other important features.  

• “Where” information includes the location of any crosswalks or other features 
listed above, which can be obtained from smartphone sensors in absolute geo-
graphic terms (i.e., latitude/ longitude coordinates and bearing relative to North). 
To be useful to the traveler, it must be translated in terms relative to the user’s lo-
cation and bearing at each moment (e.g., to guide him/her to the entrance of the 
crosswalk). 

• “When” information specifies the real-time status of “Walk” lights or other traffic 
lights. 

Previous work on Crosswatch has attempted to answer some of the “what” and 
“when” questions on a smartphone platform using computer vision algorithms. How-
ever, many “what”-type features are extremely challenging to determine solely 
through computer vision alone. For instance, walk buttons appear in a great variety of 
forms: some are small, recessed buttons while others are large and protruding; the 
signs labeling them appear in different colors and may contain text, graphics or both. 
Similarly, a median strip is hard to discern without detailed knowledge of the three-
dimensional surface geometry (since the strip is elevated relative to the road surface 
but otherwise looks similar to the road surface), and failure to detect the median strip 
can cause gross confusion about the length of the crosswalk. We note that complex 
intersections pose the biggest challenge to visually impaired pedestrians – and these 
are also the intersections where assistive technology such as Crosswatch is most 
needed. Unfortunately, it is precisely these intersections that pose the biggest chal-
lenge to computer vision algorithms! 

Accordingly, we plan to focus on augmenting computer vision with other informa-
tion sources, especially geographic information systems (GIS), which associate data 
with a given geographic location, and sensor data. For instance, given the pedestrian’s 
current location (GPS specifies location with enough accuracy to determine the near-
est intersection) and bearing (indicated by the smartphone compass), a GIS can look 
up a host of information associated with that specific intersection, such as the inter-
section layout (including crosswalk lengths and directions), the presence and location 
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of signs, crosswalks, signals, walk buttons and median strips (or other specific fea-
tures). We are currently researching the types of GIS data already available about 
traffic intersections (e.g., through municipal/transit data sources, Google Maps and 
other commercial sources). Crowd-sourcing approaches may be the most practical 
way of adding to this data in the future, which would allow volunteers to contribute 
information about the intersections they are familiar with (and to focus on the inter-
sections that are the most challenging to navigate). 

Computer vision is still indispensable for certain information provided by the sys-
tem, specifically, the pedestrian’s orientation relative to the crosswalk (i.e., detailed 
location information which GPS resolution is insufficient to determine), and the status 
of a Walk (or traffic) light, for which no reliable non-visual cues exist. The detailed 
location information provided by computer vision can also be combined with GIS and 
sensor information to deduce information such as where the user is standing relative 
to the walk button, and thereby help the user find the button. 

3 Conclusion 

We propose to extend the functionality of Crosswatch to encompass a wide range of 
“what,” “where” and “why” information about traffic intersections. This information 
can be obtained by augmenting computer vision with other information sources, in-
cluding GIS and smartphone sensor data. Ongoing testing with blind and visually 
impaired volunteer subjects will be needed to devise effective user interfaces for ob-
taining the desired information, and for communicating it to users.  
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Abstract. The current GPS (Sirf 3) devices do not give the right heading when 
their speed is less than 10 km/h. This heading is also less reliable when the GPS 
is used in the big cities where it is surrounded by buildings. Another important 
problem is that the change of orientation of the visually impaired needs a long 
delay to be detected by the GPS due to the fact that the GPS must reach certain 
speed for obtaining the new heading. It can take from 2 seconds to 15 seconds 
depending on the GPS signal conditions. In order to avoid these problems, we 
have proposed the use of one GPS coupled to the IMU (inertial measurement 
unit). This IMU has one 3 axis compass, a one axis gyroscope and one 3 axis 
accelerometer. With this system, we can update the heading information every 
second. The user Interface is developed in the Smart Phone which gives the in-
formation of heading and distance to the destination. In this paper, we are also 
going to describe the advantages of using the heading and distance to the final 
destination, updated every second, to navigate in cities. 

Keywords: GPS, IMU, visually impaired, Smart Phone. 

1 Introduction 

Among the GPS devices for blind people, we have the Wayfinder system, the Trekker 
system, the Kapten system, the GPS Braille note etc. The Wayfinder system has not 
been specifically designed for blind people [1]. It is used with Symbian mobile 
phones and gives the same instructions as for cars [1]. The Trekker and the GPS 
Braille Note systems also reproduce the automatic path determination and guidance 
mode used for cars (the pedestrian mode do not take into account the prohibited direc-
tions for cars) [2]. The Kapten was developed for pedestrian navigation but not spe-
cifically for blind people [3]. 

The technology GPS Sirf 3 has some problems. We have conducted different tests 
that show the limitations. First of all, there is a strong dependence between the quality 
of the heading given by the GPS and the instantaneous speed. The heading is more sta-
ble when the speed is more than 10 km/h. On the other hand, the heading, in pedestrian 
navigation is not stable and more susceptible to interferences. Another main problem is 
that it is known that the person has to move for updating the information of the direc-
tion. This updating time is variable. It can take from 2 seconds when the signal GPS is 
not blocked to 12 seconds when the signal GPS is blocked or if the person walks slowly.  
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lot of different possible routes to join a point. With a good heading and distance in-
formation, the blind person can chose the intersections and the routes where he 
feels more confident. This way of giving information was appreciated by all the 
users, even by the two people who were currently using other GPS devices.  

• One system of recalibration in situ was programmed due to the fact that the com-
pass could be uncalibrated, if it is exposed to a strong magnetic field (for example 
a long metallic bridge). 

• The compass could give wrong information (direction) if it is not well placed on 
the right side of the belt. For solving this problem; extra information is giving to 
the user. For example; if it is not completely vertical, the system will say; <<ver-
tical position wrong>>; if it is not completely horizontal, the system will say <<ho-
rizontal position wrong>>. 

• The battery autonomy of the smart phone is about six hours and the battery auton-
omy of the IMU is about seven hours. 

5 Conclusions 

• The GPS system coupled to IMU is better because the heading is more stable in the 
pedestrian navigation and, the person does not have to walk for knowing the direc-
tion to go.  

• The information about heading and distance is important because it lends us to 
arrive to the final destination with only the coordinates GPS of the final destina-
tion. It also works even when the cartography of the place is not well elaborated 
because the person can take any direction and the system can guide him until the 
destination. It seems to be one reliable guiding system option for the blind people 
in the cities.  
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Abstract. We propose a local orientation and navigation framework based on 
visual features that provide location recognition, context augmentation, and 
viewer localization information to a human user. Mosaics are used to map local 
areas to ease user navigation through streets and hallways, by providing a wider 
field of view (FOV) and the inclusion of more decisive features. Within the  
mosaics, we extract "visual noun" features. We consider 3 types of visual noun 
features: signage, visual-text, and visual-icons that we propose as a low-cost 
method for augmenting environments.  

1 Introduction: Idea and Impact 

Local indoor and outdoor navigation and localization remains a challenging problem. 
Various solutions have been proposed with varying degrees of success. GPS and GPS 
combined with image registration works well outdoors and for large area localization, 
but can be problematic in dense urban environments and indoors since devices require 
a direct view of the sky. Augmented indoor positioning systems have been proposed 
[8] using RFID or sonar sensors. Such systems require extensive and expensive envi-
ronment augmentation, and can suffer from interference in noisy (from both radio-
frequencies and acoustic) environments and power restrictions. A vast amount of 
research has focused on robot navigation and SLAM (Simultaneous Localization And 
Mapping). A smaller subset of work has focused on adapting the research to human 
users, in particular users that are blind or low-vision. 

Here we propose a local orientation and navigation framework based on visual fea-
tures that provide location recognition, context augmentation, and viewer localization 
information to a human user. Although it seems counter-intuitive to use visual fea-
tures for blind and low-vision user navigation, we note that signs, icons, and text in 
images are among the most common ways of providing humans context information. 
The key is being able to perform object-recognition and text recognition from video 
reliably so that it can be communicated to a blind or low-vision user with text-to-
speech software. Furthermore, these features in the scene could also provide the user 
accurate location information in the 3D world. If we consider the image features  
traditionally used in robotics for localization: image edges, corners, SIFT/SURF  
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descriptors and so on, we realize that while they work well in algorithms it would 
have almost zero benefit to communicate such information to a human user.  

In Section 2 we review related work. In Section 3 we fully describe what visual 
nouns are. Section 4 presents our visual noun based algorithms. Section 5 shows ex-
periments and results. Conclusions and a discussion of further work are in Section 6. 

2 Related Work 

A lot of work has been done in object detection and recognition. For object detection 
a useful method has been the MSER blob detector [14]; it has been extended to handle 
color [12], and text [3]. Saliency maps are another method employed in detecting 
objects and areas of interest [1]. Both MSER and Saliency map methods provide re-
gions of interest that are consistent with characteristics we expect in visual features, 
such as signs and text, mainly because they highly contrast with their backgrounds. 
Object matching has been well studied, with simple methods such as template match-
ing, to machine learning based methods. Object detections can often be distinguished 
from one another readily, but to be truly informative to human users we must recog-
nize the sign from a labeled database to communicate its meaning to the user. 

We use the visual features to perform localization of the user in their environment. 
Methods such as 3D reconstruction [16] can be employed, or methods with a sparse 
set of features can also be used, such as the PnP algorithm [15]. The PnP algorithm 
requires some knowledge or mapping of the signs in 3D space.  

The typical camera view is not wide enough to cover enough visual features for a 
user to perform localization. A sighted user usually looks around to find recognizable 
features around them. Similarly the blind and low-vision do the same to get an under-
standing of sounds around them. Using a panorama of a user’s surroundings provides 
more visual features that can help localize the user. Visual navigation using panoram-
ic images have been studied by us [6] and others [5], and here we leverage our past 
experience and integrate visual nouns as local features for user localization using 
panoramic images. 

The system presented here differs from the typical SLAM approaches in that we 
are not interested in automatically mapping entire scenes, but rather providing salient 
local orientation and localization information to a human user, who is using their own 
cognitive abilities to make decisions. 

3 Visual Nouns in Context: Our Approach 

A primary goal in this work is to use and detect features that naturally provide human 
users context information, not only what they see, but also as to where they are in the 
3D world. Below we describe the 3 types of features we call Visual Nouns: 

Text appearance is a rarely used feature in video and image matching and retrieval 
applications. Traditionally, OCR algorithms reduce and map text in imagery to ASCII 
character codes, occasionally with some minimal formatting/layout information. Vi-
sually, text provides richer features such as: font styling, color/texture, its geometric 
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alignment, and size relative to other text. In addition, each text sign may contain 
unique markers due to age, weathering, damage, and vandalism. In outdoor and in-
door navigation scenarios, users encounter such text on storefronts, signs, postings, 
and doors. Since, typically these are static and on planar surfaces, we may wish to use 
visual text as fiducial features for localization. Recent work [2, 3] has presented me-
thods for extracting visual text for better performance in information retrieval and 
matching. The results in these works provide motivation to further extend the work in 
particular for 3D localization, when building visual navigation systems for the blind. 

In addition to aiding navigation, combining Text with other signage provides users 
(the blind especially) location context information. When combined with a text-to-
speech component, blind users can be alerted as they approach and arrive at known 
locations, such as health facilities, restaurants or friends and family homes. 

Visual-icons denote universal symbols that are in use throughout the world that 
convey a particular meaning. The Department of Transportation in the US has a set of 
vehicle and pedestrian symbols that are similar to those used in other countries to 
depict where a user can find a train, taxi, elevators, escalators, etc. Figure 1 shows 5 
sample icons. Such symbols are not universally standardized, but there are efforts to 
create databases of such symbols [9,10]. 

 

   

Fig. 1. Five Aiga & US DOT symbols from [9] 

Augmenting an environment with electronic positioning devices (RFID, NFC) is 
always a costly endeavor. Using symbols is more cost effective since they can be 
printed and only requires cameras for detection, which are already widely available. 
Additionally, these signs can be further augmented as the price of electronic tags and 
receivers fall. 

Signage as used in our paper refers to those signs that are not already covered by 
Text or Visual Icons. In general signs are natural for matching as they are found both 
indoors and outdoors. Signs contain logos, text, and symbols that in addition to serv-
ing as localization markers also provide contextual information. These especially 
become useful in recognition and verbal translation for the blind and visually im-
paired. Here we differentiate visual-icons as those we are matching against a known 
database of universal symbols, and we restrict it to binary image symbols. With sig-
nage we refer more generally to all signs (grayscale and colored), including previous-
ly unseen signage (not in a DB of symbols) and logos and brand marks, such as a 
pizza image outside of a pizzeria or car brand mark at a car dealership. 

4 Visual Noun Based Localization: Algorithms 

We propose the use of Visual Noun features to aide blind and low-vision users in 
orientation and navigation tasks. Our system considers a user with a wearable camera 
(either on the frame of glasses or on a cap). They arrive at a place that is new to them, 
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4.2 Visual Nouns Extraction 

Visual-noun features are extracted from images by locating areas where high contrast 
changes occur. The intuition being that signage, text, and icons used to alert users 
should have enough contrast so that they catch the viewer’s attention. In this work we 
have used the MSER blob detector [13] which performs well at segmenting regions 
with high contrast from their backgrounds, as proposed by Chen et. al. [3]. It was 
found that MSER does not deal well with blurry regions and so the Edge Enhanced 
Maximally Stable Extremal Regions (EE-MSER) algorithm was proposed in [3] to 
detect text in natural images. We found a sharpening procedure corrected some of the 
issues that occur due to motion blur in video. 

4.3 Localization 

By combining multiple visual nouns with known 3D locations, the viewer’s pose can 
be determined, using a typical pose estimation algorithm such as the PnP algorithm 
[4] we have used in multi-robots navigation tasks.  

A panorama view allows us to match both reliable visual-nouns and traditional fea-
tures that are common among multiple views. It may be the case that the visible visu-
al-nouns are not enough to perform localization using the PnP algorithm. In these 
cases we augment the visual-nouns with traditional features that are consistent with 
the panoramic view and with the projections of the visual-nouns. We use RANSAC to 
check that all features provide consistent projections onto the panorama. 

With the panoramic view we can take 3 algorithmic approaches to assist blind users. 

1. Through visual noun detection we can provide the user contextual information 
about their surroundings. (User can be told what resources/facilities are around 
them.) 

2. The panoramic view provides the user orientation information, which can be used 
to tell a user in which direction they should turn. (User can be told which sign they 
are facing.) 

3. When the visual noun locations are known and panoramas constructed we can lo-
calize the user in 3D space using the PnP algorithm. (User can be told how far 
from a sign they are.) 

5 Experiments and Results 

In our experiment we augmented an indoor hallway with 4 visual-icon printouts and 
we captured a 5 second video recording of the surroundings. Figure 3 shows 3 origi-
nal video frames. Few visual nouns are often seen in any single view. Figure 4 shows 
the result from registering the video frames and generating a wide field-of-view pano-
rama of the scene. The panorama contains many more visual-noun features which 
provide both context and allow us to localize a user. 



38 E. Molina, Z. Zhu, and Y. Tian 

 

Fig. 3. Three original frames from the 5 seconds of video 

 

Fig. 4. Wide field-of-view panorama generated from video 

Using the panorama we are able to identify signs and text markings across the en-
tire scene. We then use MSER to detect regions of high contrast. Figure 5 shows the 
resulting detections on various signs. Some false positives are also detected by the 
MSER algorithm, but can be reduced by matching against a database of visual-icons, 
and applying geometric text filters as described in [3]. 

 

Fig. 5. MSER results on signs 

Figure 6 shows a single view and a panorama with markings to the right of the fea-
tures used in the localization experiment. The red circle markings denote visual 
nouns, and the green square markings denote additional selected points. 

Table 1 shows the results from our localization experiment. The test video was 
captured with a hand held camera by a viewer at head height. For the single frame, the 
Estimated Pose row gives our manually measured camera pose. The Single View row 
shows the results of using the 4 marked features, showing that we were up to 3 feet 
off in any one axis, and a few degrees off from the estimate. Using the panorama 
(with the same reference frame as the single view) we located 8 features which gave 
us a better overall pose estimate. Using the 8 features from the panorama, our transla-
tion result was only 6 inches off from the estimated pose (along the Y axis, the dis-
tance to the wall). 
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Abstract. Printed text is a ubiquitous form of information that is inaccessible to 
many blind and visually impaired people unless it is represented in a non-visual 
form such as Braille. OCR (optical character recognition) systems have been 
used by blind and visually impaired persons for some time to read documents 
such as books and bills; recently this technology has been packaged in a porta-
ble device, such as the smartphone-based kReader Mobile (from K–NFB Read-
ing Technology, Inc.), which allows the user to photograph a document such as 
a restaurant menu and hear the text read aloud. However, while this kind of 
OCR system is useful for reading documents at close range (which may still re-
quire the user to take a few photographs, waiting a few seconds each time to 
hear the results, to take one that is correctly centered), it is not intended for 
signs. (Indeed, the KNFB manual, see knfbreader.com/upgrades_mobile.php , 
lists “posted signs such as signs on transit vehicles and signs in shop windows” 
in the “What the Reader Cannot Do” subsection.) Signs provide valuable loca-
tion-specific information that is useful for wayfinding, but are usually viewed 
from a distance and are difficult or impossible to find without adequate vision 
and rapid feedback. 

We describe a prototype smartphone system that finds printed text in clut-
tered scenes, segments out the text from video images acquired by the smart-
phone for processing by OCR, and reads aloud the text read by OCR using TTS 
(text-to-speech).  Our system detects and reads aloud text from video images, 
and thereby provides real-time feedback (in contrast with systems such as the 
kReader Mobile) that helps the user find text with minimal prior knowledge 
about its location. We have designed a novel audio-tactile user interface that 
helps the user hold the smartphone level and assists him/her with locating any 
text of interest and approaching it, if necessary, for a clearer image. Preliminary 
experiments with two blind users demonstrate the feasibility of the approach, 
which represents the first real-time sign reading system we are aware of that has 
been expressly designed for blind and visually impaired users. 

Keywords: visual impairment, blindness, assistive technology, OCR, smart-
phone, informational signs. 

1 Introduction and Related Work 

OCR is designed to process images that consist almost entirely of text, with very little 
non-text clutter, such as would be obtained from a picture (e.g., acquired by a flat-bed 
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image scanner) of a single page of a book. A growing body of research [2] has fo-
cused on the complementary problem of finding text in cluttered images, such as are 
encountered by a person searching for a sign, so that the text can be isolated in each 
image in order to be processed effectively by OCR. Some research [4] has specifically 
tackled the added challenge of finding and reading text on a portable device, and 
smartphone apps such as Word Lens (http://questvisual.com/) have been de-
veloped, which are able to find and read scene text at several video frames per second, 
but are intended for use by people with normal vision.  

A comparatively small amount of work has addressed the specific problem of find-
ing and reading signs or other non-document text for blind or visually impaired 
people. Yi and Tian [6] have focused on computer vision algorithms for finding text 
in complex backgrounds (e.g., found in typical indoor and outdoor urban scenes), 
training their algorithms on an image dataset collected by ten blind users, but have not 
yet addressed the formidable user interface issues posed by a full system that helps a 
visually impaired user find text and have it read aloud to him/her. The “Smart  
Telescope” SBIR project from Blindsight Corporation (www.blindsight.com) is a 
novel system to help a person with low vision find and read text by automatically 
detecting text regions in a scene acquired by a wearable camera and presenting the 
regions one at a time to the user, using a head-mounted display that zooms into the 
text to enable him/her to read it. Finally, [3] reports studies with three blind users of a 
real-time computer vision-based smartphone system for locating special “color mark-
er” signs, describing the strategies employed by the users to find each marker, walk 
towards it and touch it. While color markers are specially designed for ease of detec-
tion by the system, and are therefore much easier to find and read than the kinds of 
text signs considered in our application, the search strategies adopted by the users 
underscore the challenges of finding any kind of sign with a camera-based system. 

2 Finding Text in Images and Performing OCR 

The foundation of our prototype system is a processing pipeline that includes a com-
puter vision algorithm for finding text in images, followed by a standard OCR pack-
age run on the text regions identified by this algorithm.  

The text detection algorithm, which builds on previous work by the authors [5], 
processes a video frame (which has 640x480 resolution, see Fig. 1a) and converts it to 
grayscale for subsequent processing. “Blob”-like structures in the image (Fig. 1b) are 
detected in the image, one blob typically being extracted for each character of text (in 
addition to many other blobs corresponding to non-text clutter in the image). Blobs 
whose shape and/or size are incompatible with that of text characters are removed, and 
the remaining blobs are searched for groups of consistently sized ones that are aligned in 
a way that is consistent with a horizontal word or line of text. This procedure is applied 
to the image at both polarities (for detecting light text on a dark background and vice 
versa), yielding blob groups that are classified as text groups, which form candidate text 
regions demarcated by rectangles (Fig. 1c), referred to as “text boxes.” 
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(a)   (b)   

 (c)  

(d)  

Fig. 1. Main stages of text detection and recognition. (a) Sample indoor image taken by smart-
phone. (b) “Blob” regions detected in image (each blob is given a separate, random color for 
visibility). (c) Detected text region drawn as a “text box” (in yellow). (d) When this text region 
is input to OCR it is correctly read as “ELECTRICAL.”  

Each text box forms a cropped portion of the image that is sent to the Tesseract 
OCR engine (http://code.google.com/p/tesseract-ocr/), an open source OCR package 
that runs in real time on the smartphone (Fig. 1d). Some OCR output contains errors, 
either because it results from a false positive text box (i.e., it is reported incorrectly as 
a text region), or because the text box is valid but OCR is unable to process it correct-
ly. To reduce the number of spurious or incorrect OCR output strings to communicate 
to the user, we apply a simple filtering procedure to discard strings with unlikely cha-
racters or character combinations. 

3 System and User Interface 

Our software was programmed in C++ and implemented on an LG-P990 Android 
smartphone processing video frames using the smartphone's camera. After processing 
each video image frame as described above, we read aloud each text string using TTS. 
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If more than one text string is detected in an image, the text strings are read aloud in 
the following order: from the top of the image to the bottom of the image, and from 
left to right among strings that are at roughly the same height in the image. 

Depending on the complexity of the images and amount of text contained in them, 
the processing proceeds at a rate as high as one or two frames per second (for simpler 
images with small amounts of texture). After experimentation we chose a TTS setting 
that allows all text to be read aloud, before processing the next frame. The advantage of 
this setting is that scenes with longer strings of text are less likely to be cut off, but at the 
cost of sometimes delaying the processing of a new frame for a few or more seconds. 

The philosophy behind our user interface is that some errors are inevitable with any 
OCR system, especially one based on a handheld camera; the simplest way to overcome 
the errors is for the user to obtain multiple readings of each text sign over time and ar-
rive at a consensus among the readings. Specifically, spurious readings (e.g., due to 
false positives from background clutter) can be ignored because of their inconsistency 
over time; minor reading errors (e.g., a few misread characters in a word) can often be 
“repaired” by waiting for a correct reading (which is more likely to be read consistently, 
and usually makes more sense to the user in a given context, than an incorrect reading) 
or inferring the most likely word that gives rise to multiple misreadings. 

To improve the basic TTS user interface, we introduced three novel functions. 
First, we implemented a tilt detection function (similar to that in [1]), using the smart-
phone accelerometer to sense the direction of gravity, which allows the user to point 
the camera arbitrarily above or below the horizon and to the left or to the right, but 
issues a vibration warning if the camera is rotated clockwise or counterclockwise 
about its line of sight. This maximizes the chances that text appears roughly horizon-
tal in the image (as required for successful detection). Second, any text string that 
originates from a text box that is close to the border of the image is read aloud in a 
low pitch, to warn the user that important text may be cut off at the edge of the image. 
(For instance, a “No smoking permitted” sign may be detected as “smoking permit-
ted” if the first word falls outside of the image.) Finally, any text string corresponding 
to text that is sufficiently small in the image is read aloud in a high pitch, which warns 
the user that such text may be incorrectly recognized (and that the user should ap-
proach closer if possible to get a more reliable reading). 

4 Experimental Results and User Testing 

We explained the purpose and operation of the system to two completely blind volunteer 
subjects. Particular emphasis was placed on the importance of moving the camera slowly 
to avoid motion blur, ensuring the camera lens was not covered (e.g., by the user’s fin-
gers), and thoroughly sweeping the desired target region to accommodate the camera’s 
limited field of view. After a brief training session with a handheld sign, we took the 
subjects to a conference room in which ten text signs were posted along two adjoining 
walls. The signs were high contrast (black and white), of varying font, font size and po-
larity (i.e., dark text on light background or vice versa), and were placed at approximately 
chest level; they contained the type of text that might be expected in an office building, 
such as “Room 590” or “Main entrance.” The subjects were told to search both walls for 
an unknown number of signs, standing a few meters away from the signs (i.e., out of 
reach), and to tell the experimenter the content of each sign detected. 
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Fig. 2. Scene from experiment shows signs posted on wall with blind volunteer holding system 

The first subject took under six minutes to search for the signs, and reported six of 
them perfectly correctly. Of the remaining four signs, two were completely missed, 
the sign labeled “Dr. Samuels” elicited a TTS response of “Samuels” (which was 
audible to the experimenter but not the subject) and the “Meeting in Session” sign 
gave rise to the words “Meeting” and “section” (though they were not uttered togeth-
er). The second subject searched for the signs in about the same length of time, but 
only reported three of them perfectly, in part because he moved the camera quickly 
while searching for them. The pattern of errors he encountered among the other seven 
signs is telling: for instance, the sign labeled “Exam Room 150” was detected and 
read aloud correctly, but he was unable to understand the word “exam” (perhaps  
because there was no context to prepare him for it); and he reported “D L Samuels 
meeting in session” as a sign, which is an incorrect combination of two signs, “Dr. 
Samuels” (in which the system misread “Dr.”) and “Meeting in Session.” Of the three 
special user interface functions we devised, the tilt sensor appeared to be most consis-
tently useful to the subjects, while the situations requiring the use of the low/high 
pitch signals were less common. 

While the results show that the system needs to be improved substantially before it 
becomes practical, the study provides proof of concept of the approach and provides 
insight into the most important problems to be addressed. First, the main challenge in 
using the system was finding text in an unknown location, which required the user to 
patiently scan large areas. Slow processing speeds (especially on images of high-
texture regions), combined with motion blur (exacerbated by low lighting conditions 
where the experiment was conducted), forced the user to scan slowly. False positive 
text detections created a significant amount of spurious TTS responses, which further 
slowed down the process. Somewhat surprisingly, even when the system functioned 
perfectly, the TTS output was not always interpreted correctly by the user. Finally, the 
simple procedure we used for deciding the order in which to announce multiple text 
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lines was helpful, but did not address the need to announce the contents of each sign 
separately from the others. We discuss possible solutions to these problems, which we 
are currently implementing, in the next section.  

5 Conclusion 

We have demonstrated a novel smartphone system to find and read aloud text signs 
for blind and visually impaired users. A prototype system has been implemented on 
the Android smartphone, which includes special user interface features to help guide 
the search for text. We have conducted preliminary experiments with blind volunteers 
to test the system, demonstrating its feasibility. 

We are planning several future improvements and extensions to the system. First 
and foremost, speed and accuracy improvements to the text detection algorithm will 
make the system faster and create fewer false positive readings; a faster algorithm 
may also permit processing of higher resolution video images, which would enable 
signs to be detected from farther away. The ability to detect text that is poorly re-
solved (because of small size or motion blur) would also permit text detection in some 
cases when the text is not clear enough to be read. A more efficient user interface 
might then signal the presence of text with a brief audio tone, help the user center 
and/or approach the text and then have it read aloud. Multiple text lines will be clus-
tered into distinct sign regions, which will help both with centering of signs and intel-
ligibility of the TTS output, and the user will be able to hear the TTS output repeated 
for any given sign upon request. Eventually we envision a system that analyzes an 
entire scene as an image panorama (i.e., mosaic), acquired by panning the camera 
back and forth, which is able to seamlessly read lines of text that extend beyond the 
borders of any individual image frame. 
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Abstract. This paper presents user requirements for camera-based mobile ap-
plications in touch screen devices for blind people. We conducted a usability 
testing for a color reading application on Android OS. In the testing, partici-
pants were asked to evaluate three different types of interfaces of the applica-
tion in order to identify user requirements and preferences. The results of the 
usability testing presented that (1) users preferred short depth of menu hie-
rarchy, (2) users needed both manual and automatic camera shooting modes al-
though they preferred manual to automatic mode, (3) the initial audio help was 
more useful for users than in–time help, (4) users wanted the OS supported 
screen reader function to be turned off during the color reading, and (5) users 
required tactile feedback to identify touch screen boundary. 

Keywords: Accessibility, User Requirements, Camera-Based Mobile Applica-
tions, Visual Impairment. 

1 Introduction 

Touch screen-based mobile devices with cameras become increasingly prominent in 
the consumer market. Especially, camera-based mobile applications are very useful to 
blind people in their daily lives. The camera-based applications[1-4] such as color, 
patternand object reading typically consist of two different modes: the camera (main 
function) mode and the application setting/help mode. The main function mode usual-
ly consists of the following four steps: (1) focusing on the target object, (2) taking the 
snapshot, (3) identifying the designated properties and then (4) talking back the iden-
tified properties. The application setting/help mode includes the following three com-
ponents: (1) initial and in-time helps, (2) audio feedback controls, and (3) language 
selections. However, those applications are still inconvenient for blind people to oper-
ate independently. In this study, we examined the user requirements of those camera-
based applications for blind people based on a user study. 

2 Related Works 

There have been a lot of works [5], [6] to enhance accessibility of touch screen. Most 
of them focus on how to support accessible touch gestures to navigate list-based  
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information, how to make a selection among the listed items, and how to activate the 
selected item. Kane and colleagues [5] proposed the Slide Rule, which is a set of mul-
ti-touch gestures to enhance accessibility for list-based information applications such 
as e-mail, phone, and music selection. In this study, we put more focus on the access-
ible usage flow than the accessible touch gesture of the camera-based applications. In 
the setting/help mode, accessibility of camera-based applications depends mostly on 
the screen reader function embedded in OS such as iOS’s Voice Over and Android’s 
Eyes-free (Talk-back). Using OS supported accessibility functions for camera-based 
applications is uncomfortable since the simultaneous audio feedbacks from OS and 
the application especially from step (4) of the main function are mixed up frequently.  

3 User Study 

3.1 Participants 

In order to identify accessible user interface requirements for camera-based mobile 
applications on touch screen devices, we conducted a user study in which 5 blind 
people (3 female and 2 male) participated. All participants had used a mobile device 
on a daily basis. But only one of them had an experience of using a touch screen de-
vice (iPhone). All participants had used a screen reader function on their PCs for more 
than 8 hours a day. 

 

Fig. 1. (a) is three interface for user study and (b) is front side of typical mobile de-
vice.Procedures 

For the user study, we implemented two different interfaces (I1 and I2 as shown in 
Fig.1(a)) for a color reading application on an Android mobile device. Each of them 
provided their own initial help message to explain how to operate the application. The 
main difference between these two interfaces was the way to change modes (i.e., from 
the main function to the setting/help mode.) In I1, users use a long touch (tab and hold 
more than a specific time period) to move from main function mode to the set-
ting/help mode presented on the same screen, thus users can select one of the modes 
using their finger navigation on the screen. With these two interfaces, we prepared 3 
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usage scenarios - two scenarios (I1a and I1b) from I1 and one scenario from I2. After 
playing the initial help message (it might be skipped depending on the application’s 
setting), I1a presented the main function (camera) mode as a default, while I1b 
presents the setting/help mode as a default. 

In the camera mode, each interface had two different shooting methods: automatic 
and manual. In the automatic shooting mode, the camera took snapshots automatically 
at a predefined time-interval. On the other hand, in the manual shooting mode, the 
camera took a shot only when the user tabbed on the screen. 

3.2 Results : User Requirements Analysis 

After each participant performed 6 tasks (3 scenarios and 2 manual/automatic modes) 
twice using a Samsung Galaxy Player, all participants were asked to answer a ques-
tionnaire to identify user requirements and preferences. Based on the results of the 
questionnaires and the user performance observations, we found the following acces-
sibility requirements for camera-based applications. 

Table 1. Preference priorities 

Preference Priority First Second Third 
I1a 0 2 3 
I1b 1 2 2 

I2 4 1 0 

• Prefer I2. : Four participants selected I2 as the most preferable interface (Table 1). 
They felt uncomfortable for explicit change of modes. The shorter depth of menu 
hierarchy the interface had, the more comfortable people felt.  

• Prefer manual mode to automatic mode, but want to support both. : All partici-
pants preferred manual to automatic shooting mode, but they mentioned that the 
automatic shooting mode would be useful in some situations. 

• Initial audio help message are more important than in-time help. : All participants 
were satisfied with the initial audio help message. We also provided in-time help 
for each menu. The color reading application was relatively simple to use, so the 
compact but specific initial audio help was sufficient for users to use the applica-
tion. 

• Turn off the OS supported screen readers. : Most camera-based applications have 
their own audio feedback. If the OS supported screen reader is running simulta-
neously with the applications, users hardly recognize the sound from the applica-
tions be-cause audio feedbacks from both the OS supported screen reader and the 
applications are mixed up frequently. 

• Require tactile feedback for touch screen boundary. : There is no physical boun-
dary between the touch screen and the frame area on almost all smart devices, and 
that is the major barrier for blind people to use the smart devices. Usually, there are 
three buttons (“Menu”, “Home”, and “Previous”) at the bottom of the Android de-
vices. “Menu” and “Previous” buttons cannot be identified by blind people  
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(see Fig. 1(b)) without tactile or auditory feedback. Eventually, participants made 
many unwanted selections of these buttons during the navigation of (menu) items 
on the screen. 

4 Conclusion and Future Work 

Through this study, we found important user requirements of camera-based mobile 
applications for blind people. We are currently designing a new user interface for 
people who are blind by applying the results of this study, and we have a plan to con-
duct a usability testing for the new interface. 

Acknowledgments. This work was supported by the Technology Innovation Program 
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Abstract. The advancement of technology over the past fifteen years has 
opened many new doors to make our daily life easier. Nowadays, smart phones 
provide many services such as everywhere access to the social networks, video 
communication through 3G networks and the GPS (global positioning system) 
service. For instance, using GPS technology and Google maps services; user 
can find a route planner for traveling by foot, car, bike or public transport. 
Google map is based on KML which contains textual information to describe 
streets or places name and this is not accessible to persons with special needs 
like hard of hearing people. However, hearing impairment persons have very 
specific needs related to the learning and understanding process of any written 
language. Consequently, this service is not accessible to them. In this paper we 
propose a new approach that makes accessible KML information on android 
mobile devices. We rely on cloud computing and virtual agent technology sub-
titled with SignWriting to interpret automatically textual information on the 
map according to the user current position. 

Keywords: Android, SignWriting, Cloud Computing, Virtual Agent, Google 
map, GPS. 

1 Introduction 

In the world, there are around 70 million people with hearing deficiencies (infor-
mation from World Federation of the Deaf http://www.wfdeaf.org/). Most of 
them prefer to communicate with sign language rather than with words [11] because 
they have many difficulties related to the learning process [8]. Consequently, all  
services based on textual information are not accessible to them. In our context, we 
focused on the route planner information based on the Google map service. We use 
this service to find a route planner for traveling by foot, car, bike or public transport. 
However, the Google map service1 gives us the route information as textual form  
                                                           
1 KML is a file format used to display geographic data in an Earth browser such as Google 

Earth, Google Maps, and Google Maps for mobile. 



 A Route Planner Interpretation Service for Hard of Hearing People 53 

(as shown in Figure1) to be used by developers to place markers, to draw the route 
path on the map and to give us the route planner as audio indication. Consequently, 
hearing impairment persons cannot use this kind of services. 

In order to make this service accessible to the hearing impairment persons, we built 
a solution that allows android devices users to use a route planner based on sign lan-
guage interpretation. In this context, this paper presents a new approach that allows an 
automatic interpretation of the KML route planner information using sign language. 
We rely on virtual agent technology [1] as artificial signer with a SignWriting [9] 
subtitling for automatic interpretation of textual information.  

This paper is organized as follow: the next section is dedicated to the previous works. 
The section 3 is devoted to describe the benefits of our automatic sign lan-guage inter-
pretation service. In section 4, we describe our contribution, the approach used and the 
architecture of our system. Finally, we give a conclusion and some perspectives. 

 

Fig. 1. Part of KML route planner information from Edinburgh to Sunderland United Kingdom. 

2 Previous Works 

Up today, there are many works for people with special needs. For example, a mobile 
navigation and orientation system for blind users in a Metrobus Environment [7]. This 
is a mobile assistant to spatially locate and orient passengers of a Metrobus system in 
the city of Mexico. In our context, we are interested on hearing impairment people. 
However, most of previous works on sign language interpretation are based on two 
main techniques: pre-synthesized animation and generated animation. The first one 
relies on motion capture pre-recorded animation using avatar technology or video 
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interpretation [4 - 5]. For example, Mathsigner or DIVA framework [2], are based on 
pre-recorded animation using virtual agent technology. This approach depends on 
expensive material to build signs and decreases the user interactivity to create new 
signs according to the chosen community. Also there are some works deployed on 
mobile phones which use video support such as ASL dictionary application or sign 
language idioms application on android OS which includes 70 idioms/phrases and 
sentence examples in American Sign Language to teach sign language. 

 The second one consists on automatic and real-time generation of animations. In 
this area there are some works as eSIGN, signSMITH [10]. ESIGN (see Fig1B) is 
based on synthetic signing works by sending motion commands in the form of written 
codes for the Avatar to be animated. SignSMITH provides a gesture builder to create 
signs with elementary movement. In general, these works are not dedicated to inter-
pret automatically written text on mobile devices. In other words, there are no mobile 
services which provide an automatic sign language interpretation of textual infor-
mation as the route planner. Consequently, if we want to interpret the route planner 
information, we must purchase dedicated devices such as GPS Ranger gadget. This 
gadget provides a GPS touring in American Sign Language ASL; it allows a way 
finder and directional information in Austin, Texas based on video support. This kind 
of gadget is expensive and depends on specific sign language interpretation such as 
ASL. Therefore, for example French or Arabic hearing impairment persons cannot 
use this kind of devices. 

3 The Benefits of Our Automatic Sign Language Interpretation 
Service 

Our automatic sign language interpretation service is based on WebSign project  
developed on our laboratory. This is a Web application that relies on virtual agent 
technology to interpret automatically written text to sign language. However, this 
approach uses a dictionary of words and signs saved on Sign modeling language SML 
format (as shown on Figure 2b) [6]. The SML is created to describe the gesture se-
quence and to create signs to be saved on dictionary. The dictionary can be made in 
an incremental way by users who propose signs corresponding to words. The original-
ity of our approach is the collaborative approach used to enrich our multiple-
community dictionary. 

3.1 Multi-community Approach 

As the primary communication means used by members of deaf community, sign 
language is not a derivative language. It is a complete language with its own unique 
grammar [3]. However, some specific words are interpreted differently from commu-
nity to another. Consequently, if users share a global dictionary the interpretation lost 
the truth information meaning. To resolve this problem, we introduced the concept of 
community. A community is a group of users that can build and share a common sign 
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4.2 Web Service Interpretation System 

Our approach relies on a web service interpretation system using cloud computing 
technology and android client application. Cloud computing refers to the on-demand 
provision of computational resources (data, software) via a computer network, rather 
than from a local computer. This approach is adapted to be used by minimal computa-
tional resource. Users or clients can submit task to our service provider without know-
ing either the location or the type of background processing.  

In our context the computational resource are dedicated to sign language computa-
tional processing. However, our service depends mainly on 3D rendering and this 
kind of processing is closely related to CPU computing power. As shown in Figure 4, 
this approach gives us opportunity to use mobile device as a client and to take advan-
tage of computing power offered by this service. However, the idea is based on tex-
tual information extracted from KML file. The android client detects automatically 
the user current position using GPS. User introduces the destination address in 
SignWriting format to be converted in textual information and submitted to our web 
service. This service sends a request to the Google map web service to obtain the 
KML file. The received response will be parsed and generated as a GIF animation 
format  subtitled with SignWriting. The generation process is based on the conver-
sion of SML animation to GIF 3D rendering format. However, the output animation 
will be sent to the client as a GIF animated file which integrates the sign language 
virtual agent interpretation subtitled with SignWriting. Figure 4 shows also that user 
can create signs using Web Sign and SignWriting creation interfaces to be stored in 
data bases. 

4.3 Android Client 

We developed a mobile client application under android operating system. This appli-
cation uses mainly the GPS service to detect the current user position. As shown in 
figure 4, our application interprets the route planner information received from our 
service using HTTP protocol. We use the Google map technology to draw the path 
from the current to destination position. Our sign language interpretation changes 
according to the current user position.  

The virtual agent allows a real time interpretation of the nearest next position to  
in-form user that he must turn right or left etc. Our application allows also a finger 
spelling interpretation of places name if there is no sign language translation. Fur-
thermore, this solution chooses automatically the community according to the local 
mobile phone language and offers a virtual agent interpretation subtitled with 
SignWriting to improve the translation meaning. 

5 Conclusion and Future Works 

In this paper we presented a system to make a route planner information accessible to 
hard of hearing persons with low English literacy. This system is based on a real time 
interpretation service that allows a virtual agent interpretation subtitled with sign  
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writing. We showed that our solution offers the possibility to create signs from our 
WebSign interface and SignWriting interface. We have tested this system in our la-
boratory and we have succeeded to introduce a set of signs in the dictionary according 
to some places in Tunisia. During the evaluation of our work, we have seen that we 
need to add other signs and some new functionalities. In particular, we can improve 
the 3D rendering quality. Also we can optimize the HTTP interactions between the 
mobile solution and the web service to reduce the bandwidth use. In future work, we 
will focus on improvement of the virtual character quality to support facial and body 
expression and we will develop other client versions on other mobile operating sys-
tems such as Iphone OS and Black Berry OS. 
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Abstract. Project Mobility supports blind and low-vision people in exploring 
and wayfinding indoors. Facility operators are enabled to annotate floor plans to 
provide accessible content. An accessible smartphone app is developed for pre-
senting spatial information and directions on the go, regarding the user’s posi-
tion. This paper describes some of the main goals and features of the system 
and the results of first user tests we conducted at a large airport. 

Keywords: accessibility, blind, low-vision, indoor, localization, directions, 
floor plans, annotation, mobile, Mobility. 

1 Introduction 

Project Mobility1 addresses blind and low-vision people and their need for more inde-
pendence in indoor exploration and wayfinding. Within unfamiliar public buildings, 
such as unknown airport terminals, large train stations, hotels or administrative build-
ings, vision impaired visitors need an adequate knowledge supply as they can't read 
posted signs and floor plans. Our goal is to offer a solution for users who, besides fol-
lowing routes to reach destinations, want to understand the arrangement of areas and 
interior in public buildings to discover more possibilities were to go and what to do. 

Spatial information is valuable for all visitors as it helps to get an overview of di-
rections and major facilities within buildings. Other research projects like BAIM2 
have shown that especially mobility impaired people need more and better data about 
stations, like detailed interchange maps [1]. But blind and visually impaired people 
face even more challenges due to lack of appropriate GIS data and insufficient acces-
sibility of maps or floor plans or relevant applications. Many blind people do not even 
know the layout of the cities and streets they live in, a problem that also applies to 
indoor areas. Although many graphical digital floor plans for large buildings are  

                                                           
 1 http://www.mobility-projekt.de 
 2 http://www.baim-info.de 
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offered for download, most of them are inaccessible for the blind. As a first approach, 
graphical floor plans could be converted to tactile floor plans. In interviews we con-
ducted [2], blind users liked the idea of exploring tactile floor plans in theory but in 
practice it took a long time to gather an understanding of a graphical tactile represen-
tation and it was even more difficult to mentally map virtual to real world perception 
on the way. This approach may need much training to be effective. Furthermore, the 
manual translation of detailed graphical content to more abstract tactile graphics with 
braille captions is very time-consuming. Also, new revisions have to be printed and 
delivered when construction or furniture changes. 

Timely map production and digital delivery is an approach that benefits from web 
technologies. WCAG recommends the development of alternative descriptions for 
images in order to make them accessible to blind people. Until now, it remains  
difficult to provide an alternative description for images showing maps as the devel-
opment of orientation or formation of routes is an activity based on the graphical  
representation. Some early notes on accessibility of SVG [3] refer to some useful 
techniques, but still nearly no assistive technology supports SVG. A new framework 
for tagging indoor areas is also provided by Google, which allows overlying their 
existing maps with bitmaps and place tags3. Currently, this approach is in beta state 
and requires a long-lasting approval of Google. The floor plans themselves are not 
accessible for blind and low-vision users as they are just raster images. 

Mobility supports facility operators in making floor plan information easily access-
ible by adding annotations and storing the data on a web server. A web application, 
based on SVG, is provided for this purpose. 

Former approaches like HapticRiaMaps already investigated how to provide tactile 
and multimodal exploration of online digital maps with audio-tactile feedback [4]. But 
the usage of specialized and expensive hardware-supported systems is usually not appro-
priate for mobile applications. Mass-market smartphones are affordable and easy to carry 
and natural language is easy to understand. The Mobility project focuses on presenting 
floor plan data as textual or spoken descriptions, comparable to audio guides, but more 
dynamic and interactive. Our accessible client is a smartphone application (app) that 
processes relevant spatial annotations into directional descriptions for a certain area, 
which is selected by indoor localization methods. As a second client a web-app provides 
access for desktop and tablet PC users, e.g. for preparing a visit in advance. 

2 Mobile Client User Requirements 

The Mobility smartphone app is under development following a user-centred design 
method [5]. Requirements of blind users were analysed in a first study to identify 
needs for appropriate route description and for the app's functionality and usability. 
For that purpose literature research, user profile analysis, environment analysis, mo-
bility training with a professional mobility coach and interviews with blind users were 
conducted. The resulting requirements were verified in pilot tests with blind users. 
                                                           
 3 http://google-latlong.blogspot.de/2011/11/new-frontier-for-

google-maps-mapping.html  
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For example, the system has to summarize routes to present an overview, respect the 
user's preferences in how to transfer between levels when selecting routes and it has 
to declare changes in direction in an intuitive way like "left" and "right" when follow-
ing routes [2]. 

In a next step, annotations for a common real world scenario in Frankfurt Airport 
(Germany), Terminal 1, were prepared as a basis for upcoming evaluations (see sec-
tion 5). Subjects had to get from the adjacent railway station to the security zone in 
Terminal 1, including multiple intermediate destinations within different parts of the 
complex of buildings. The scenario was reviewed with help of a blind expert in a 
Wizard of Oz experiment in which descriptions and directions were read aloud  
manually, depending on the expert’s location. This provided helpful feedback for 
enhancing the annotations and also resulted in further requirements that had to be 
verified in the user tests. We identified three priority levels for annotations: 

1. Essential, security relevant annotation. 
2. Helpful annotation to get one's bearings within the environment. 
3. Optional annotation for situations in that people feel uncertain. 

This supports an adaptation of presenting annotations to the user. For example, a per-
son who already knows the building may only want to know a minimum of informa-
tion, while a first time visitor is interested in much more explanations. 

Also, the order of detailed information at a certain position should follow their  
importance: 

1. Name and type of the point of interest (POI) reached or region entered. 
2. Overview when entering a region (dimensions, shape, position ... of the interior). 
3. Primary directions to other areas (if relevant) or directions to the next significant 

waypoint when following a route. 
4. Special characteristics, e.g. environmental patterns, provided guidance etc. 

3 Indoor Localization 

Currently most smartphones enable localization due to an onboard GPS receiver. This 
is e.g. used by the Haptimap4 project, which intends to provide a navigator for visual 
impaired people in outdoor domains [6]. In indoor environments, where hardly any 
GPS signals can be retrieved, current state of the art solutions, as offered by Skyhook5 
or Fraunhofer’s awiloc6, allow this on the basis of Wi-Fi signals, which are received 
by a smartphone’s onboard Wi-Fi receiver. The mobile device utilizes a database of 
pre-collected fingerprints, that represent stored Wi-Fi signal strengths at a position, 
and computes its position, by comparing it’s on the fly received Wi-Fi signals  
with the ones of the database and finally triangulating the best matching database’s 
fingerprints’ positions. Mobility makes use of these indoor localization possibilities, 
                                                           
 4 http://www.haptimap.org 
 5 http://www.skyhookwireless.com 
 6 http://www.awiloc.de 
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to allow rough localization features, which support a user on the go and to provide 
navigation instructions, specifically in case, one walks into certain wrong or critical 
areas. The Wi-Fi accuracy heavily depends on the Wi-Fi access points, their number 
and their signal strengths, which differ in larger buildings. Current tests in Frankfurt 
Airport indicate an accuracy level of approximately 3 to 15m. 

4 Spatial Descriptions 

Mobility intends to provide spatial descriptions to various different user groups, such 
as blind, low-vision or elderly people. Due to the limitations of Wi-Fi positioning 
methods, one cannot provide step-by-step instructions (as provided by common navi-
gation solutions), but those would anyhow limit the freedom while walking in an (un-
)known area. E.g. imagine a visually impaired person having to listen to direction 
instructions on the go, which would disturb their own navigation methods (e.g. listen-
ing to acoustic sounds of the environment). That is why Mobility addresses the need, 
to provide spatial descriptions of the current targeted environment, with some indica-
tions on how to walk through this area to reach a specific desired point. 

5 Annotation 

To benefit blind users with spatial information, some clues can be extracted from 
graphical floor plans (SVG) if modelling rules for the plan are known. In the best case 
this helps to collect information about how rooms, walls or doors are situated, with 
the advantage of keeping the correct map scale, which allows mapping graphical 
items correctly to real world conditions. More content information about areas, certain 
POIs with labels, descriptions and attributes, as well as the connectivity of rooms and 
buildings have to be added by manual annotation. 

A GUI-based web application is under development to assist sighted operators in 
doing so. It outputs XML data containing structured annotation that references graphical 
elements in an SVG floor plan. Since the client is developed with user centred design 
methods, early testing in mock-up stages caused the need for annotated data with loca-
tion references way before a new productive annotation tool could be provided. To 
overcome this issue, available software was looked for, that produces output in a format 
that could be processed afterwards for first annotations. The software tool had to offer 
the abilities to work with floor plan images, map them to real world geo coordinates, 
place areas and POI markers within these plans graphically and to add some descrip-
tions to annotated elements. Google Earth7 complies with these requirements. 

In areas, in which no original floor plans are available escape and evacuation plans 
following ISO 23601 [7] that are posted at the walls all over public buildings are 
simply photographed, allowing enough accuracy for our purposes. They are cut out 
with ordinary photo software, saved as raster graphic and then graphically aligned to 
satellite photos in Google Earth, providing georeferenced floor plans (see Figure 1). 

                                                           
 7 http://www.google.com/earth 
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a) Escape plan. b) Google Earth screenshot. 

Fig. 1. A Photo of an escape plan (a) and a Google Earth screenshot (b), showing the escape 
plan as ground overlay image and some manually annotated POIs 

With the help of XSL processing, annotated data (areas, POIs) exported from 
Google Earth in the open KML8 format can be transformed directly into the DAISY 
XML format DTBook [8], containing all names and descriptions and encoding geos-
patial references too. Another converter was built for extracting SVG images and 
XML annotation data from KML, allowing annotations made in Google Earth to be 
imported into our Mobility annotation web-app later, for further editing and structur-
ing. A final conversion, still under development, will allow transforming the struc-
tured XML annotation data into DTBook content by dynamically generating text 
phrases out of the structured data and the current mobile context (position, direction, 
route...).  

6 Client Presentation of Directions 

Our multimodal interactive smartphone app presents the spatial descriptions of envi-
ronment and directions, utilizing text to speech (TTS), audio signals and vibration 
patterns. The user can browse information via gestures and through the smartphone's 
default screen reading features to access the platform's widget toolkit. The first proto-
type is implemented as an Android app. DAISY9 is a well-proven accessible document 
standard and multiple smartphone apps are already available10 for reading DAISY 
books. Besides other purposes the Digital Talking Book format can also be used for 
tour guides. It may fit our goal of presenting indoor overview and directions. Yet two 
major issues have to be overcome. The first thing to consider is that descriptions of 
areas and POIs have to be related to their spatial location. Therefore the standard  
either is extended or a third format can be used to add geo-references to DTBook-Items 
[9]. By adding elements from a custom XML namespace, geographical position  

                                                           
 8 http://www.opengeospatial.org/standards/kml 
 9 http://www.daisy.org/daisy-standard 
10 http://www.daisy.org/tools/mobile-applications 
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and even shape can be coded directly into the DAISY book to be interpreted by the 
Mobility Client, while sustaining compatibility with standard DAISY players. For 
predefined tours - as most important routes in a building - this is sufficient to offer a 
talking tour guide which was used in our prototype tests based on the Frankfurt Airport 
scenario. 

7 Evaluation 

To get some feedback on the style and level of detail of our annotations, a pilot study 
with six blind subjects (aged from 29 to 54, five female / one male, one with guide 
dog / five with white cane) was conducted. Their task was to use our first smartphone 
app prototype with the generated DTBook, based on annotations following the afore-
mentioned user requirements. The corresponding description of an area was read to 
the subjects via speech output, followed by directions to the next significant waypoint 
or region. At the time of testing the output was not initiated automatically by location, 
but manually by the test supervisor (wizard of Oz technique). Our scenario in Frank-
furt Airport consisted of 34 descriptions (1 summary, 18 areas, 15 route sections). The 
test included two different types of triggering output: either the description of an area 
was presented when entering the area, or already on the way towards the area. Our 
experimental setup was as follows: the test supervisor handled the smartphone to 
trigger TTS output and warnings. The output was logged and transmitted to the sub-
ject via a Bluetooth headset. To support the subsequent analysis of the subject's 
movement, a spy cam was attached to the headset. In addition, the whole scene was 
recorded by an external camera and a manual protocol was written. 

The rating of our prototype, based on post-test interviews, is shown in Table 1. In 
Table 2 the measured behaviour of the subjects is summarized. In general, the sub-
jects stated to approve our application as the given descriptions allowed a good im-
agination of the areas. However, the amount of information was rated too high. Most 
of the subjects would prefer to get more details on demand only. Since orientation and 
mobility skills already mean a lot of mental load for blind people, four of the subjects 
would prefer to get the descriptions not until reaching an area, which implies to stop 
walking and listening before entering areas with much annotated information. In our 
scenario such intermediate stops took about 36% of the total time (see Table 2). Pre-
senting the route information as soon as possible and minimizing the length of the 
area description would be beneficial. Another requirement pointed out in interviews is 
that descriptions of route sections should contain distances (especially on long sec-
tions without new landmarks) and also information on significant hazards to increase 
the user's confidence. The test has also shown insufficient feasibilities for some route 
instructions, leading to difficulties, especially when crossing large halls with only few 
clear orientation points. In such cases, a more accurate description of the route was 
necessary, for example indications like floor cover, airstream or even smell informa-
tion can be helpful. Otherwise, the description should be as short as possible and it 
should not contain too many orientation points at once. If there are no unique land-
marks for describing a clear route description from point A to point B, a position 
based announcement should be given when arriving at B. 
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Table 1. Average rating of the our prototype (5 = very good, 1 = very bad) 

rating criterion Average 
standard 
deviation 

general rating of the app 4.2 0.8 

area description 
level of detail 3.7 1.0 
precision 4.1 0.7 
way of description 3.8 1.1 

route description 
level of detail 3.7 1.2 
precision 3.5 0.5 
feasibility 3.5 0.8 

Table 2. Analysis of subject behaviour 

measuring factor average 
standard 
deviation 

duration of the scenario 25min 23s 4min 19s 
duration of intermediate stops (listening) 9 min 22s 2min 57s 
count of intermediate stops (listening) 18 4.6 
count of repeating an announcement 3 2.7 
count of self-correction a route 1 ‒ 
count of correction a route with help 3 2.5 

 
As shown in Table 2, subjects sometimes lost their way and had to correct their 

route. In most of these cases help of the test conductor was necessary. Thus, our sys-
tem needs an appropriate backup strategy in future revisions. As part of our test, we 
provoked such a situation two times with each participant, offering more or less op-
tions how to get back to the route. The less options were listed and the less interaction 
was necessary, the better it was accepted by our blind subjects. Furthermore, in con-
trast to the results of our requirement analysis [2], some subjects preferred to get more 
detailed direction angles (not only simple left/right orientation, but also a clock-based 
or degree system). Therefore a configurable presentation of orientation seems useful 
to meet the needs of all users. 

8 Conclusion and Outlook 

The ongoing Mobility project is still a work in progress but has proven to be well 
accepted by our test participants. Our next prototype will enable users to operate more 
independently on the move, instead of strictly following predefined routes. Informa-
tion will be selected and sorted more dynamically, therefore the DAISY book con-
tents has to be generated based on the user's position and direction, classes of POIs 
the user is interested in and the user profile. Still, a predefined route can be used, es-
pecially when using the web client at home to gather information in advance. 

Extensive user tests with more subjects will follow this year. In these studies we 
want to learn more about intermediate stops to increase the efficiency of our  
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descriptions. For example, we will analyse the user's behaviour of listening to the 
descriptions and how he interacts independently with the application. Therefore we 
will measure the time from starting an announcement till the user stops for listening. 
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Abstract. Navigating around a university campus can be difficult for visitors 
and incoming students/staff, and is a particular challenge for vision-impaired 
students and staff. University College Cork (UCC), like most other universities 
and similar institutions worldwide, relies mainly on sign-posts and maps (avail-
able from the college website) to direct students and visitors around campus. 
However, these are not appropriate for vision-impaired users. UCC's Disability 
Support Service provides mobility training to enable blind and vision-impaired 
students and staff to safely and independently navigate around the campus. This 
training is time-consuming for all parties and is costly to provide. It is also 
route-specific: for example, if a blind student who has already received mobility 
training is required to attend lectures in a building they have not previously vi-
sited, they may require further training on the new route. It is not feasible to 
provide this kind of training for blind/visually-impaired visitors.  A potential 
solution to these problems is to provide navigation data using wireless and mo-
bile technology. Ideally this should be done using technologies that are (or will 
shortly be) widely supported on smart-phones, thus ensuring that the system is 
accessible to one-time visitors as well as regular users.  

A study was conducted in order to identify user-requirements. It was  
concluded that there is no off-the-shelf system that fully meets UCC's require-
ments. Most of the candidates fall short either in terms of the accuracy or relia-
bility of the localization information provided, ability to operate both indoors 
and outdoors, or in the nature of the feedback provided. In the light of these 
findings, a prototype system has been developed for use on the UCC campus. 
This paper describes the development of the system and ongoing user-testing to 
assess the viability of the interface for use by vision-impaired people. 

Keywords: Accessibility, Navigation, HCI & Non-Classical Interfaces, Design 
for All, User Centered Design and User Involvement. 

1 Introduction and Background 

Navigating around a university campus can be difficult for visitors and incoming 
students/staff, and is a particular challenge for vision-impaired students and staff. 
Most universities and similar institutions worldwide rely on sign-posting and maps to 
direct students and visitors around campus. However this is not appropriate for vision-
impaired users. UCC's Disability Support Service provides mobility training to enable 
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blind and vision-impaired students and staff to safely and independently navigate 
around the campus. This training is time-consuming for all parties and is costly to 
provide. It is also route-specific: for example, if a blind student who has already re-
ceived mobility training is required to attend lectures in a building they have not pre-
viously visited, they may require further training on the new route. It is not feasible to 
provide this kind of training for blind/visually-impaired visitors. 

A potential solution to these problems is to provide navigation data using wireless 
and mobile technology. Ideally this should be done using technologies that are (or 
will shortly be) widely supported on smart-phones, thus ensuring that the system is 
accessible to one-time visitors as well as regular users. 

1.1 Review of User Requirements 

In order to develop an understanding of the needs of vision-impaired students navigat-
ing the UCC campus, a series of interviews and walkabouts were undertaken. The 
students involved were studying a range of courses and had varying levels of familiar-
ity with the campus - some were newly-arrived whilst others were in their final year. 
The group included both guide-dog and white-cane users. An interview and campus 
walkabout with UCC’s mobility trainer was also conducted. Participants were asked 
to comment both on general issues regarding navigation around campus, on issues 
associated with particular routes, and on the strengths and weaknesses of existing 
mobility training and support. During the walkabouts, participants were asked to de-
scribe their thought processes and the cues and techniques they used to determine 
their position and orientation at each stage of the journey.  

The study highlighted differences between the long-cane users, who need to check 
and correct their position every few steps, and guide-dog users, who require less fre-
quent position checks but must be able to identify route decision-points with great 
accuracy if they are to instruct the dog to follow a route with which it is not familiar. 
It also illustrated the extent to which both groups make use of environmental sounds 
either as a primary means to determine position or to confirm information obtained 
through other means. For example, many of those interviewed reported using man-
holes as route-markers: they were able to distinguish aurally between the different 
manholes (silence, various degrees of water flow, etc.), whilst walking across a man-
hole is easily distinguishable from walking over solid ground. The river which flows 
through campus also provides a useful auditory cue for many. Most participants re-
ported that the area which causes them most difficulty is the Honan Plaza, a large, 
open space with little variation in terrain and few useful sources of sound.  

1.2 Review of Previous Work 

There have been a number of attempts in recent years to develop efficient and cost-
effective systems that enable blind and vision-impaired pedestrians to safely and in-
dependently navigate spaces with which they are not familiar. These include the 
Drishti system [5], and other care-giving monitoring systems for location-based  
information such as that proposed by Tee et al [9]. Researchers have developed  
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navigation solutions tailored for use at exhibitions [1], museums [8], and universities 
[9]. Several commercial systems are also available, such as the Trekker Breeze GPS 
System [6] and the Mobile Geo [3]. 

Most of these systems are based on one or more of the following technologies: Ra-
dio Frequency Identification (RFID) [4], Bluetooth, Dead–Reckoning systems using 
accelerometer devices, and Global Positioning Systems (GPS). Nokia Research Labs 
have developed a high-accuracy indoor positioning system delivered via Bluetooth 
4.0 [7].  

As an example, Bellotti et al [1] developed a tour-guide system for exhibitions, using 
RFID tags to identify the user's location, transmitting the information to a PocketPC 
handheld device which provides Text-to-Speech (TTS) feedback. The information pro-
vided includes the generalities of the exhibition, the guide itself, and available services. 
Descriptions of the selected interest points are also provided in an event-driven fashion. 
The User Interface (UI) provides a four level structure including an extended title of an 
exhibit, a description of the points of interest, extended descriptions and information, 
and spatial guidance to exhibits.  The UI also provides the user with information about 
service areas, for example restaurants etc.  Users are supported in developing mental 
maps of their surroundings through the inclusion of reference points within descriptions, 
for example: you are near (here) and the identification of key decision points. Visual 
information is also provided for sighted users including animations and static images. 
Device control for the UI is via hardware buttons. 

Considering these and similar systems in the light of the review findings, it was con-
cluded that there is no off-the-shelf system that fully meets UCC's requirements. Most 
of the candidates fall short either in terms of the accuracy or reliability of the localiza-
tion information provided, ability to operate both indoors and outdoors, or in the nature 
of the feedback provided by the interface. There are also issues with power-drain and 
battery life. While some of the experimental systems mentioned above have been shown 
to offer improvements over earlier systems, it is clear that there are still significant prob-
lems, e.g., in successfully conveying an impression of terrain and environment via hear-
ing and touch. Most of these systems use TTS to provide navigation cues to users, and 
there are problems in providing the information in ways that don’t overload sensory 
channels or conflict with other demands on these channels. There are issues concerning 
the use of such systems alongside other mobility aids, such as a long cane. In many 
cases these systems are cumbersome and can isolate the user. 

2 Developing the ‘WayFinding’ Navigation System 

In view of the review findings, we are currently developing a system that has two 
distinct layers - a navigation layer that obtains data on position and orientation, and an 
interface layer that makes this information available to the user. Separation of the two 
layers allows development to proceed independently, and will also make it easier to 
upgrade or replace one layer at a later date without unnecessarily affecting the other.  
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2.1 The Navigation Layer 

The navigation layer will initially be based on ULP Bluetooth 4.0 [2] combined with 
Wireless Inertial Measurement Units (WIMU). Bluetooth 4.0 offers many benefits 
over technologies such as RFID.  It is aimed at the same application-area as RFID, in 
that it can be used to provide location-based information at bus-stops, etc., but it also 
offers a low energy wireless solution with average and idle mode power consumption, 
the ability to run for years on standard coin-cell batteries, is low cost, and offers an 
enhanced range. Bluetooth 4.0 also offers multi-vendor interoperability. WIMUs typi-
cally provide data from accelerometer, gyroscope and magnetometer sensors. Pede-
strian Dead Reckoning (PDR) alone is not sufficient for positioning, but it provides 
incremental, relative position information to complement any system that can provide 
absolute location estimates. WIMUs capture tilt, force and timings and represent an 
optical 3D motion capture system to provide a complete kinematic model of a subject 
(Walsh et al [10]). Bluetooth 4.0 technology is currently included in the iPhone 4S 
and is due to be included in most modern mobile devices by the end 2012, thus allow-
ing the development of a low cost and highly accurate navigation system accessible 
via any smart-phone.  

It became clear during the review that positioning technology is developing at a 
rapid pace, and that while ULP Bluetooth appears the most appropriate choice at 
present, other systems might soon overtake it. For example, GPS might be considered 
at a later stage as GPS accuracy levels increase. This informed our decision to sepa-
rate the navigation layer from the interface. The focus of this paper is the develop-
ment of the User Interface layer. 

2.2 The User Interface Layer 

In designing the user interface, the aim has been to address issues apparent in other 
systems while at the same time retaining beneficial elements of those systems. Thus 
while many existing systems (e.g., that described by Bellotti et al [1]) only provide 
TTS and visual feedback, we have extended the feedback facility to include optional 
audio and haptic components. Consideration has also been given to user control. As 
most modern devices (for example the iPhone) use touch-screens, gesture based sys-
tem controls have been implemented.  

Attention has been paid to the needs of users with differing levels of experience 
(casual/one-off user, beginner, expert), and of the differing requirements of guide-dog 
users and long cane users.  It is important not to create any features that would con-
stitute isolating factors for specific user groups.  As some vision-impaired users rely 
on environmental sounds and use echo-location techniques to gather information on 
their surroundings, it is important that any audio interaction used is optional, con-
trolled by the user, and is not totally reliant on the use of headphones.   

Based on these considerations, the interface will incorporate three audio options: 
speech-based, simple and spatial audio.  Simple audio will present beeping with a 
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repetition-rate that is proportional to landmark distance. Spatial sound will use direc-
tional cues so that it appears to come from the direction of the landmark. Orientation 
could also be facilitated, whereby the audio response varies as the device is turned 
relative to a landmark.  

Other key components of the user interface include: 

• A ‘You are Here’ facility to inform the system user of their exact location on cam-
pus at the time requested 

• A ‘Route’ marking facility to explain to the user the best route from their current 
location or a particular building to their required destination 

• A ‘Near me’ facility allows access to services on campus. 
• An ‘Orientation’ facility to aid users should they become disorientated while on 

campus; it gives feedback on current location, the direction in which the user is 
facing, and the nearest building in that direction and /or the nearest building / ser-
vice in any direction requested. 

These facilities rely on speech based feedback in the first instance, but a text-based 
option is available on request. Different text options are available to the user, such as 
color and size options. Map-based visual feedback is included for sighted users. Users 
are provided with the option to select any combination of these facilities, and to 
switch off any they find unhelpful or intrusive. 

A compass facility has been be implemented using speech, providing ‘You are 
Facing…’ information. Decision Points, for example, directional information, are 
included, e.g., "Turn right to building 1 / turn left to building 2". 

Haptic components include varying levels of pulsed vibration to indicate external 
key features, such as buildings. For example, the device will vibrate once as a user 
approaches a building.  The haptic interface also provides various levels of pulsed 
vibration in respect of stepped / ramped entrances, (e.g. device vibrates twice for steps 
/ thrice for ramped entrances, etc). It is intended that this will be extended to include 
other potential obstacles including areas of traffic and to indicate crossings. 

2.3 Developing a Prototype System 

An initial prototype navigation system was developed, incorporating the key compo-
nents outlined above.  The system was developed for use with mobile phones / de-
vices running the Android OS.  The prototype system includes a user interface layer 
and a Bluetooth connectivity layer.  The connectivity layer represents a prototype 
navigation layer and facilitates the transmission of navigation-based data to the user 
interface layer from a second Bluetooth enabled device. The system was programmed 
in Java and developed using Eclipse IDE.  

The prototype user interface layer comprises the key components outlined in  
Section 2.2. 
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Fig. 1. Prototype System – Sample User Interface Screens 

3 User Testing  

3.1 Pilot Study 

A short pre-test pilot study was conducted using the WayFinder system. The study 
involved two blind UCC students, one guide-dog and one long-cane user. Each stu-
dent was instructed on how to use the system. The students then traversed a short 
route across campus using WayFinder in conjunction with their existing mobility aid.   

Having completed the route, the students were each asked a series of questions re-
lating to the usability of the system. The test results were mixed. One student (a 
guide-dog user) reported that he had no difficulty in using the system and indicated 
that he would be interested in using it regularly as a navigation aid. The second stu-
dent (a long-cane user) reported that her previous knowledge of the route made it 
difficult for her to use the system effectively. She found that she was constantly antic-
ipating the system's feedback, much of which was therefore redundant and distracting. 
In retrospect, it is possible that these problems would not have arisen had she had 
more opportunity to familiarize herself with the system and select appropriate feed-
back options. It also highlights the differing needs of those who are new to a particu-
lar route, and those who are familiar with it and require less feedback. These issues 
were taken into account in the design of the next phase of user-testing. 

3.2 Main Study 

A ‘Wizard of Oz’ study is being conducted to test the viability of the pilot user inter-
face for use by vision-impaired people for navigation purposes.  The testing focusses 
on the use of Android Devices and Bluetooth connectivity to assess user actions in 
relation to information received by the user via a handheld device. 

Six blind / vision-impaired students will take part in the study. They have been  
contacted through the Disability Support Services (DSS) Office at UCC, and all are 
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students attending courses at the university. All are experienced in using smart phones. 
The subjects vary in their level of familiarity with the UCC campus familiarity. 

Three Hypotheses will be tested as part of the user study: 

1. Subjects will accurately react to instructions posed to them via the UI. 
2. Subjects will complete the route independently based on information received from 

their interaction with the UI running on an Android device. 
3. Based on their interaction with the system subjects (both guide-dog and long cane 

users) will exhibit a high level of satisfaction with the system. 

All subjects will interact with the Way-Finder system on a specific UCC campus 
route, from the Boole Library to the Clock Tower. Subjects will be instructed on the 
planned route, and on how the system works and how to interact with it. After instruc-
tion, students will receive no help or prompting from the test coordinator, and will 
receive instruction on the route only via the mobile device. Subjects will be required 
to use their normal mobility aids in conjunction with the system. 

For safety purposes subjects will be accompanied on route. Subjects’ reaction to 
instruction will be observed by the test coordinator. The coordinator will walk behind 
the subject during the test, but no communication will take place between the subject / 
test coordinator unless the subject becomes disorientated during the test. If a subject 
fails to complete the test, it is only necessary to replace that one subject’s contribution 
to the test. 

On completion of the route subjects will be asked a number of questions to assess 
usability and user satisfaction with the system. 

Data will be analyzed in respect of the user’s reaction to instruction received from 
the device, user satisfaction with the application and overall usability of the system.  
Results will be presented at the ICCHP 2012 conference. 

4 Future Work 

On completion of the evaluation of the user interface via the pilot study, work will 
commence to address any issues encountered and reported by subjects.  Further work 
will be conducted on the user interface to include other elements, such as spatial 
sound feedback which was outlined above. Work will also commence on the devel-
opment of the Navigation Layer through the incorporation of a Bluetooth RF-based 
system and the inclusion of WIMUs to gather specific user location data based on 
inertial movement. It is also intended to advance this work to include a facility for the 
measurement of inertial movement. 

5 Principle Benefits of This Work 

Maintaining spatial orientation can be a challenge for vision-impaired people, espe-
cially in relation to their awareness of landmarks in the surrounding environment. A 
campus navigation system that makes use of mobile and wireless technologies could 



74 T.J. Mehigan and I. Pitt 

provide a more accessible and flexible navigation system than is currently available, 
allowing blind and vision-impaired people to accurately orientate themselves and 
navigate independently to and from key points on UCC's campus.   The use of a 
student’s own mobile device for this purpose will address some of the inclusion issues 
faced by vision-impaired students. Such a system will make navigation on campus 
easier not only for blind/vision-impaired students and staff, but also for visitors and 
new students (both vision-impaired and sighted). Once in place and tested at UCC, 
such a system could also be piloted at other universities / institutions. 
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Abstract. Product recognition continues to be a major access barrier for visual-
ly impaired (VI) and blind individuals in modern supermarkets. R&D ap-
proaches to this problem in the assistive technology (AT) literature vary from 
automated vision-based solutions to crowdsourcing applications where VI 
clients send image identification requests to web services. The former struggle 
with run-time failures and scalability while the latter must cope with concerns 
about trust, privacy, and quality of service. In this paper, we investigate a mo-
bile cloud computing framework for remote caregiving that may help VI and 
blind clients with product recognition in supermarkets. This framework empha-
sizes remote teleassistance and assumes that clients work with dedicated care-
givers (helpers). Clients tap on their smartphones’ touchscreens to send images 
of products they examine to the cloud where the SURF algorithm matches in-
coming image against its image database. Images along with the names of the 
top 5 matches are sent to remote sighted helpers via push notification services. 
A helper confirms the product’s name, if it is in the top 5 matches, or speaks or 
types the product’s name, if it is not. Basic quality of service is ensured through 
human eyesight sharing even when image matching does not work well. We 
implemented this framework in a module called EyeShare on two Android 
2.3.3/2.3.6 smartphones. EyeShare was tested in three experiments with one 
blindfolded subject: one lab study and two experiments in Fresh Market, a  
supermarket in Logan, Utah. The results of our experiments show that the  
proposed framework may be used as a product identification solution in  
supermarkets. 

1 Introduction 

The term teleassistance covers a wide range of technologies that enable VI and blind 
individuals to transmit video and audio data to remote caregivers and receive audio 
assistance [1]. Research evidence suggests that the availability of remote caregiving 
reduces the psychological stress on VI and blind individuals when they perform vari-
ous tasks in different environments [2].  

A typical example of how teleassistance is used for blind navigation is the system 
developed by Bujacz et. al. [1]. The system consists of two notebook computers: one 
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is carried by the VI traveler in a backpack and the other used by the remote sighted 
caregiver. The traveler transmits video through a chest-mounted USB camera. The 
traveler wears a headset (an earphone and a microphone) to communicate with the 
caregiver. Several indoor navigation experiments showed that VI travelers walked 
faster, at a steadier pace, and were able to navigate more easily when assisted by re-
mote guides then when they navigated the same routes by themselves.  

Our research group has applied teleassistance to blind shopping in ShopMobile, a 
mobile shopping system for VI and blind individuals [3]. Our end objective is to ena-
ble VI and blind individuals to shop independently using only their smartphones. 
ShopMobile is our most recent system for accessible blind shopping that follows  
RoboCart and ShopTalk [4]. The system has three software modules: an eyes-free 
barcode scanner, an OCR engine, and a teleassitance module called TeleShop. The 
eyes-free barcode scanner allows VI shoppers to scan UPC barcodes on products and 
MSI barcodes on shelves. The OCR engine is being developed to extract nutrition 
facts from nutrition tables available on many product packages. TeleShop provides a 
teleassistance backup in situations when the barcode scanner or the OCR engine’s 
malfunction.  

The current implementation of TeleShop consists of a server running on the VI 
shopper's smartphone (Google Nexus One with Android 2.3.3/2.3.6) and a client GUI 
module running on the remote caregiver's computer. All client-server communication 
occurs over UDP. Images from the phone camera are continuously transmitted to the 
client GUI. The caregiver can start, stop, and pause the incoming image stream and to 
change image resolution and quality. Images of high resolution and quality provide 
more reliable detail but may cause the video stream to become choppy. Lower resolu-
tion images result in smoother video streams but provide less detail. The pause option 
is for holding the current image on the screen.  

TeleShop has so far been evaluated in two laboratory studies with Wi-Fi and 3G 
[3]. The first study was done with two sighted students, Alice and Bob. The second 
study was done with a married couple: a completely blind person (Carl) and his 
sighted wife (Diana). For both studies, we assembled four plastic shelves in our labor-
atory and stocked them with empty boxes, cans, and bottles to simulate an aisle in a 
grocery store. The shopper and the caregiver were in separate rooms. In the first 
study, we blindfolded Bob to act as a VI shopper. The studies were done on two sepa-
rate days. The caregivers were given a list of nine products and were asked to help the 
shoppers find the products and read the nutrition facts on the products' packages or 
bottles. A voice connection was established between the shopper and the caregiver via 
a regular phone call. Alice and Bob took an average of 57.22 and 86.5 seconds to 
retrieve a product from the shelf and to read its nutrition facts, respectively. The cor-
responding times for Carl and Diana were 19.33 and 74.8 seconds, respectively [3].  

In this paper, we present an extension of TeleShop, called EyeShare, that leverages 
cloud computing to assist VI and blind shoppers (clients) with product recognition in 
supermarkets. The client takes a still image of the product that he or she currently 
examines and sends it to the cloud. The image is processed by an open source object 
recognition software application that runs on a cloud server and returns the top 5 
matches from its product database. Number 5 was chosen, because a 5-item list easily 
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fits on one Google Nexus One screen. The matches, in the form of a list of product 
names, are sent to the helper along with the original image through a push notification 
service. The helper uses his or her smartphone to select the correct product name from 
the list or, if the product’s name is not found among the matches, to speak it into the 
smartphone. If speech recognition (SR) does not work, the helper types in the prod-
uct’s name. This framework is flexible in that various image recognition algorithms 
can tested in the cloud. It is also possible to use no image recognition, in which case 
all product recognition is done by the sighted caregiver. 

The remainder of our paper is organized as follows. In Section 3, we present our 
cloud computing framework for remote caregiving with which mobile devices form 
ad hoc peer-to-peer (P2P) communication networks. In Section 4, we describe three 
experiments in two different environments: a laboratory and a local supermarket 
where a blindfolded individual and a remote sighted caregiver evaluated the system 
on different products. In Section 5, we present the results of our experiments. In Sec-
tion 6, we discuss our investigation. 

 

Fig. 1. Cloud Computing Framework for Remote Caregiving 

2 A Cloud Computing Framework for Remote P2P Caregiving 

The cloud computing framework we have implemented consists of mobile devices 
that communicate with each other in an ad hoc P2P network. The devices have 
Google accounts for authentication and are registered with Google's C2DM (cloud to 
device messaging) service (http://code.google.com/android/c2dm/), a push 
notification service that allocates unique IDs to registered devices. Our framework 
assumes that the cloud computing services run on Amazon's Elastic Computing  
Service (EC2) (http://aws.amazon.com/ec2/). Other cloud computing services 
may be employed. We configured an Amazon EC2 Linux server with 1 GHz  
processor and 512 MB RAM. The server runs an OpenCV 2.3.3 (http:// 
opencv.willowgarage.com/wiki/) image matching application. Product images 
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are saved in a MySQL database. The use of this framework requires that clients and 
helpers download the client and caregiver applications on their smartphones. The 
clients and helpers subsequently find each other and form an ad hoc  P2P network via 
C2DM registration IDs.  

Figure 1 shows this framework in action. A client sends a help request (Step 1). In 
EyeShare, this request consists of a product image. However, in principle, this request 
can be anything transmittable over available wireless channels such as Wi-Fi, 3G, 4G, 
Bluetooth, etc. The image is received by the Amazon EC2 Linux server where it is 
matched against the images in the MySQL database. 

Our image matching application uses the SURF algorithm [5]. The matching op-
eration returns the top 5 matches and sends the names of the corresponding products 
along with the URL that contains the client’s original image to the C2DM service 
(Step 2). Thus, the image is transmitted only once – in the help request. C2DM for-
wards the message to the caregiver's smartphone (Step 3). The helper confirms the 
product’s name by selecting it from the list of the top 5 matches. If the top matches 
are incorrect, the helper uses SR to speak the product’s name or, if SR does not work 
or is not available, types it in on the touchscreen. If the helper cannot determine the 
product’s name from the image, the helper sends a resend request to the client. The 
helper’s message goes back to the C2DM service (Step 4) and then on to the client's 
smartphone (Step 5). The helper application is designed in such a way that the helper 
does not have to interrupt its smartphone activities for too long to render assistance. 

2.1 Android Cloud to Device Messaging (C2DM) Framework 

C2DM (http://code.google.com/android/c2dm/) takes care of message 
queuing and delivery. Push notifications ensure that the application does not need to 
keep polling the cloud server for new incoming requests. C2DM wakes up the Andro-
id application when messages are received through intent broadcasts. However, the 
application must be set up with the proper C2DM broadcast receiver permissions. In 
EyeShare, C2DM is used in two separate activities. First, C2DM forwards the mes-
sage from the server to the helper application. This message consists of a formatted 
string of the client registration ID, the names of the top 5 product matches, and the 
URL containing the client’s image. Clients’ images are temporarily saved on the 
cloud-based Linux server and removed as soon as the corresponding help requests are 
processed. Second, C2DM is used when helper messages are sent back to clients. 

2.2 Image Matching  

We have used SURF (Speeded Up Robust Features) [5] as a black box image match-
ing algorithm in our cloud server. SURF extracts unique key points and descriptors 
from images and later uses them to match indexed images against incoming image. 
SURF uses an intermediate image representation called Integral Image that is  
computed from the input image. This intermediate representation speeds up the  
calculations in rectangular areas. It is formed by summing up the pixel values of the 
x,y co-ordinates from the origin to the ends of the image. This makes computation 
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time invariant to change in size and is useful in matching large images. The SURF 
detector is based on the determinant of the Hessian matrix. The SURF descriptor de-
scribes how pixel intensities are distributed within a scale dependent neighborhood of 
each interest point detected by Fast Hessian. Object detection using SURF is scale 
and rotation invariant and does not require long training. The fact that SURF is rota-
tion invariant makes the algorithm useful in situations where image matching works 
with object images taken at different orientations than the images of the same objects 
used in training.  

3 Experiments 

We evaluated EyeShare in product recognition experiments at two locations. The first 
study was conducted in our laboratory. The second and third studies were conducted 
at Fresh Market, a local supermarket in Logan, Utah. 

3.1 A Laboratory Study 

We assembled four shelves in our laboratory and placed on them 20 products: bottles, 
boxes, and cans. The same setup was successfully used in our previous experiments 
on accessible blind shopping [3, 4]. We created a database of 100 images. Each of the 
20 products on the shelves had 5 images taken at different orientations. The SURF 
algorithm was trained on these 100 images. A blindfolded individual was given a 
Google Nexus One smartphone (Android 2.3.3) with the EyeShare client application 
installed on it. A sighted helper was given another Google Nexus One (Android 2.3.3) 
with the EyeShare helper app installed on it.  

The blindfolded client was asked to take each product from the assembled shelves 
and recognize it. The client took a picture of the product by tapping the touchscreen. 
The image was sent to the cloud Linux server where it was processed by the SURF 
algorithm. The names of the top 5 matched products were sent to the helper for verifi-
cation along with the URL with the original image through C2DM. The helper, lo-
cated in a different room in the same building, selected the product’s name from the 
list of the top matches and sent the product’s name back to the client. If the product’s 
name was not in the list, the helper spoke the name of the product or, if SR was not 
recognized after three attempts, typed in the product’s name on the virtual touch-
screen keyboard. The run for an individual product was considered completed when 
the product’s name was spoken on the client’s smartphone through TTS. Thus, the 
total run time (in seconds) for each run included all five steps given in Fig. 1.  

3.2 Store Experiments 

The next two experiments were executed in Fresh Market, a local supermarket in 
Logan, Utah. Prior to the experiments we added 270 images to our image database 
used in the laboratory study. We selected 45 products from 9 aisles (5 products per 
aisle) in the supermarket and took 6 images at different rotations for every product. 
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The products included boxes, bottles, cans, and bags. We biased our selection to 
products that an individual can hold in one hand. SURF was retrained on these 370 
images (100 images from the lab study and 270 new ones).  

The same blindfolded subject who participated in the laboratory study was given a 
Samsung Galaxy S2 smartphone (Android 2.3.6) with the EyeShare client application 
installed on it. The client used a 4G data plan. The same helper who participated in 
the laboratory study was given a Google Nexus One (Android 2.3.6) with the Eye-
Share helper application installed on it.  The helper was located in a building approx-
imately one mile away from the supermarket. The helper used a Wi-Fi connection. 
The first set of experiments was confined to the first three aisles of the supermarket 
and lasted for 30 minutes. In each aisle, three products from the database and three 
products not from the database were chosen by a research assistant who went to the 
supermarket with the blindfolded subject. The assistant gave each product to the sub-
ject who was asked to use the EyeShare client application to recognize the product. 
There was no training involved, because it was the same blindfolded subject who did 
the laboratory study. The subject was given 16 products, one product at a time, by the 
assistant. One experimental run began at the time when the subject was given a prod-
uct and went on until the time when the subject’s smartphone received the product’s 
name and read it out to the subject through TTS.  

The second set of experiments was conducted in the same supermarket on a differ-
ent day with the same subject and helper. The experiments lasted 30 minutes. Since, 
as explained in the discussion section, the image matching did not perform as well as 
we hoped it would in the first supermarket study, we did not do any image matching 
in the second set of experiments. All product recognition was done by the remote 
sighted helper. The subject was given 17 products, one product at a time, taken from 
the next three aisles of the supermarket by the assistant. The experimental run times 
were computed in the same way as they were in the first supermarket study. 

4 Results 

The results of the experiments are summarized in Table 1. Column 1 gives the envi-
ronments where the experiments were executed. Column 2 gives the number of prod-
ucts used in the experiments in the corresponding environments. Column 3 gives the 
mean time (in seconds) of the experimental runs. Column 4 gives the standard devia-
tions of the corresponding mean time values. Column 5 gives the number of times the 
correct product was found in the top 5 matches. Column 6 gives the mean number of 
SR attempts. Column 7 gives the number of SR failures when the helper had to type 
the product names on the touchscreen keyboard after attempting to use SR three 
times. In all experiments, all products were successfully recognized by the blind-
folded subject. As can be seen in Table 1, in supermarket study 1, after our image 
database had grown in size, there were no correct product names in the top 5 matches. 
Consequently, we decided not to use SURF in supermarket study 2. In supermarket 
study 1, there were three cases when the helper requested the client to send another 
image of a product because he could not identify the product’s name from the original 
image. In supermarket study 1, there was one brief (several seconds) loss of Wi-Fi 
connection on the helper’s smartphone. 
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Table 1. Experimental results 

Environment # Products Mean Time STD Top 5 Mean SR SR Failures 

Lab 16 40 .00021 
 

8 1.1 0 

Store  1 16 60 .00033 
 

0 1.2 2 

Store 2 17 60 .00081 
 

0 1.1 3 

5 Discussion 

Our study contributes to the recent body of research that addresses various aspects of 
independent blind shopping through mobile and cloud computing (e.g., [6, 7, 8]). Our 
approach differs from these studies in its emphasis on dedicated remote caregiving. 
Our approach addresses, at least to some extent, both image recognition failures of 
fully automated solutions and the concerns about trust, privacy, and basic quality of 
service of pure crowdsourcing approaches. Dedicated caregivers alleviate image rec-
ognition failures through human eyesight sharing. Since dedicated caregiving is more 
personal and trustworthy, clients are not required to post image recognition requests 
on open web forums, which allows them to preserve more privacy. Interested readers 
may watch our research videos at www.youtube.com/csatlusu for more informa-
tion on our accessible shopping experiments and projects. 

The experiments show that the average product recognition is within one minute. 
The results demonstrate that SR is a viable option for product naming. We attribute 
the poor performance of SURF in the first supermarket study to our failure to properly 
parameterize the algorithm. As we gain more experience with SURF, we may be able 
to improve the performance of automated image matching. However, database main-
tenance may be a more serious long-term concern for automated image matching 
unless there is direct access to the supermarket’s inventory control system.  

Our findings should be interpreted with caution, because we used only one blind-
folded subject in the experiments. Nonetheless, our findings may serve as a basis for 
future research on remote teleassisted caregiving in accessible blind shopping. Our 
experience with the framework suggests that telassistance may be an feasible option 
for VI individuals in modern supermarkets. Dedicated remote caregiving can be ap-
plied not only to product recognition but also to assistance with cash payments and 
supermarket navigation. It is a relatively inexpensive solution, because the only re-
quired hardware device is a smartphone with a data plan. 

As the second supermarket study suggests, cloud-based image matching may not 
be necessary. The use of mobile phones as the means of caregiving allows caregivers 
to provide assistance from the comfort of their homes or offices or on the go. As data 
plans move toward 4G network speeds, we can expect faster response times and better 
quality of service. Faster network connections may, in time, make it feasible to com-
municate via streaming videos.  
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Abstract. With an increasing population of older people the number
of falls and fall-related injuries is on the rise. This will cause changes
for future health care systems, and fall prevention and fall detection will
pose a major challenge. Taking the multimodal character of fall-related
parameters into account, the development of adequate strategies for fall
prevention and detection is very complex. Therefore, it is necessary to
collect and analyze fall-related data.

This paper describes the development of a test framework to perform
a variety of assessment tests to collect fall-related data. The aim of the
framework is to easily set up assessment tests and analyze the data re-
garding fall-related behaviors. It offers an open interface to support a
variety of devices. The framework consists of a Web service, a relational
database and a Web-based backend. In order to test the framework, a
mobile device client recording accelerometer and gyroscope sensor data is
implemented on the iOS platform. The evaluation, which includes three
mobility assessment tests, demonstrates the sensor accuracy for move-
ment analysis for further feature extraction.

Keywords: fall detection, fall prevention, mobile devices, restful Web
service.

1 Introduction

The demographic change by [8] shows that the average age of the European
inhabitants will increase. A recent projection by [9] shows that in 2060, the
number of people aged 80 or over is three times larger than in 2008 and the rate of
people aged 65 and over will double. With the rising age of the population also the
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number of falls and fall-related injuries rise [10]. According to [10] approximately
28-35% of people aged 65 and over fall each year about 2 to 4 times while 32-
42% of the people aged 70 fall. Therefore, falls are a relevant factor in the
society especially in the in group of older and disabled people and will raise new
challenges for the healthcare, care systems and retirement plans.

Therefore, fall prevention and fall detection will become a major challenge. To
perform fall detection, it is important to distinguish between activities of daily
living and a fall. Current approaches deal with the fact that a fall-like behavior
has a higher acceleration than normal activities [12]. Consequently, it is possible
to define an acceleration threshold where a fall is detected [12]. According to
[11], also the position of the sensor leads to different body accelerations which
makes it more difficult to identify a fall-like behavior. Taking all the facts into
account, fall prevention and fall detection is a complex task.

With the growing success of mobile devices, especially smartphones, it can
be observed that such devices are becoming more accepted among older people.
Moreover, modern mobile devices are equipped with the necessary hardware
sensors as well the required software capabilities for performing automatic fall
detection. Using smartphones has the advantage of cost effectiveness, robust
and stable hardware as well as the form factor, which makes them well-suited
for pervasive fall detection.

In order to develop an adequate algorithm for automatic fall detection and
prevention by using smartphones, an assessment-based test framework has been
implemented. The purpose of the framework is to collect (fall-related) motion
data in order to evaluate and analyze them regarding fall detection, taking dif-
ferent activities and positions of the smartphone into account. The framework
uses an open and easy to use interface while supporting different devices with
their sensors. This paper shows the development of a Web-based test framework,
used by a variety of mobile devices in order to record motion data. Furthermore,
the architecture and the poof-of-concept is discussed.

2 Related Work

Fall detection methods are divided into three main approaches using a wearable
device, camera-based or ambience device [4]. This paper focuses on the wearable
device approach by using mobile devices and its embedded sensors such as ac-
celerometer and gyroscope for measuring body movement. The advantage of this
approach is that it is independent of the user’s location and a fall-like behavior
can be directly assigned to the user.

[5], [6] and [7] use mobile phones equipped with accelerometers to detect a fall.
The application by [5] monitors the X, Y and Z acceleration in order to detect a
fall. [6] developed an application running on Google’s Android mobile platform
and presented a fall detection algorithm. The system proposed by [7] focuses on
the advantages and disadvantages of using mobile phones for fall detection.

Fall prevention is a wide research topic and varies in the ways a fall is pre-
vented or predicted and differentiates between usage based on context such as
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nursing home, hospital, home or living in the community. According to [14], [15],
[16], [17], and [10] the following most common fall prevention methods can be
identified:

– Assessment tests: By performing common clinical mobility assessment tests,
the fall risk of a user can be determined.

– Adjustment of environment and walking aids: Potential tripping hazards can
be removed and by using walking aids the risk of falling can be reduced.

– Gait Analyses: Based on the analysis of the gait pattern, a potential fall can
be predicted and the user is alarmed.

– Education: By clarifying the fall risk factors to the involved parties, fall risks
can be reduced.

– Exercise/training: Specifically developed training sessions and exercises
strengthen the patient’s body and thus reduce the risk of falling.

– Medications: The use of the wrong medication can lead to reduced alertness,
balance and gait.

3 Framework Architecture

In order to evaluate and analyze fall-related data gathered by devices during
assessment-based tests, a framework for collecting motion data is required. The
described framework provides an open interface to support a variety of devices.
The framework is designed to offer great flexibility and extensibility in order
to integrate different types of devices and sensors. The recorded motion data
is saved in a consistent way on a consolidated database backend and analyzed
afterwards.

The framework consists of three main components: database, interface and
client as depicted in Fig. 1. A client-server architecture based on a 3-tier archi-
tecture is chosen. This architecture offers a clean separation of the presentation,
application and data layer.

The data layer consists of a database for storing test-related data as well as
the device types with their configured sensors. The relational database ensures
integrity and consistency of the data. The application layer resides on the server
side and implements the Application Programming Interface (API). The inter-
face is implemented as a Web service according to the Representational State
Transfer (REST) architectural style [13]. This approach offers best flexibility
for implementing the client regardless of the programming language. Therefore,
different kinds of devices used for measuring motion can be integrated into the
framework. The client layer is responsible for recording motion data and uses
the Web service API for storing test-related data.

3.1 Features of the Framework

The framework features an assessment test-based approach. With an assessment
test, the following properties are assigned:
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Fig. 1. 3-tier Framework Architecture

– the user who actually performs the test;
– the researcher who observes the test;
– location, start and end time of the test;
– the performed test type, e.g., “Timed Up and Go”;
– the device sensors and their data types;
– the used devices with its position and sample rate.

After the test is finished, the client transfers the recorded motion data to the
database backend using the Web service and is assigned to the performed as-
sessment test. This allows to access the recorded data later on for performing
the required evaluation. The framework offers the possibility to assign various
results of different evaluation methods to the test. This makes it possible to
compare the result of the performed evaluations.

To provide a better user experience, a Web-based administrative tool has been
developed. This tool allows the creation of tests, users, devices and their related
sensors.

4 Mobile Device Client

A mobile device client for the iOS platform, especially the iPhone 4, has been im-
plemented. The client is used to demonstrate the functionality of the framework
as well as the capabilities and sensor accuracy of the iPhone 4. The application
uses the possibility to receive high-rate continuous motion data with the “Core
Motion” framework. The framework provides access to raw accelerometer data,
raw gyroscope data, and processed device-motion data. Motion data is obtained
by requesting the data at the given interval and saved locally on the device
during the assessment test.
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The communication with the Web service API is achieved by using HTTP
requests. First, the user is authenticated and the current device information is
loaded to identify the used device. Subsequently, the client periodically requests
for the currently running tests issued for the current user and device. After
a running test has been found, the device starts recording motion data and
periodically requests the status of the test in the background. If the test is
finished, the recorded data is transmitted to the Web service.

The iOS application depicted in Fig. 2 consists of several easy-to-use interfaces
which are designed to require as little user interaction as possible. Fig. 2a shows
the main view and displays current user and device information. A running test
is indicated by the green background in the first cell with the appropriate status
description as seen in Fig. 2b. Moreover, the device settings used (position and
sample rate) for the current test are shown.

(a) Main View (b) Active Test View

Fig. 2. Screenshots of the iOS Client

5 Evaluation

The framework and the iOS client were evaluated by running three common
clinical mobility assessment tests. The “2-Minute Walk” (2MWT), “Sit-to-Stand
5” (STS5) and “Timed Up and Go” (TUG) tests were performed [3], [2], [1]. The
evaluation proved the flexibility, availability and integrity of the framework as
well as the recorded gait data of the iPhone 4 regarding movement analysis and
feature extraction.
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The test scenarios comprised creating the tests and their dependencies using
the administrative backend. For each test two iPhones using the implemented
client were used for recording the motion data during the test to demonstrate
the capabilities of the framework. During the assessment, the motion data was
stored locally on the devices and was transmitted to the Web service after the
test was finished. Finally, the recorded data was analyzed.

5.1 Test Settings

The tests were performed in a well equipped room for assessment testing. A
notebook using the Mozilla Firefox browser was used for performing backend
relevant tasks such as creating assessment tests, users, devices and its sensors.
The notebook as well as the two mobile phones were connected though Wi-Fi
with the Internet. As mobile devices running the client application, an iPhone 4
(using accelerometer and gyroscope) and an iPhone 3 (using accelerometer only)
have been connected to the Web service using the proband’s user credentials.
Both devices were running all the tests with a sample rate of 50Hz. The iPhone
4 was located on the right hip and the iPhone 3 on the left hip height.

5.2 Analysis

The gait data recorded by the iPhone 4 has been visualized and analyzed re-
garding movement analysis and feature extraction.

In Fig. 3, data recorded during the performance of a classical 2-Minute Walk
test can be seen. The test was performed on a 10 meter straight walk passage.
During the test, the test-subject had to walk with “normal” (self-chosen) speed.
As depicted in Fig. 3, the iPhone 4 data promises a good base for ongoing data
analysis and movement feature extraction (based on simple peak detection as well
as more sophisticated feature analysis, such as knowledge-based methods and
statistical analysis). Single movement passages (for example 10m straight walk,
turn around) are distinguishable by performing a simple Support Vector Machine
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(SVM) calculation and following peak detection. A calculation of peak distances
offers the opportunity to extract important and fall risk describing parameters
(for instance gait cycle times, variances over time) in the time domain.

After the 2 minutes of normal walking, a walking phase with an increased
speed can be seen, which is characterized by a well increased value of the accel-
eration sum vector peaks during the movement in x-direction (sagittal plane).

The evaluation of the Sit-to-Stand test shows a good base for feature extrac-
tion of classical assessment parameters like STS5 performance time as well as
an expanded set of features like single movement times. The Timed Up and Go
test evaluation shows a base for feature extraction. Moreover, parameters for
classical assessments like TUG performance time can be extracted as well as an
expanded set of features (single movement times, gait cycle times, variances over
time).

6 Conclusion

Developing a fall detection algorithm is a complex task. A fall must be differ-
entiated from activities of daily living. Moreover, also the position of the used
motion tracking device influences the fall detection behavior. In order to per-
form fall detection and fall prevention analysis, an assessment test framework
has been developed. The framework is based on a 3-tier architecture consisting
of a data layer for storing motion data, an application layer which implements
an open interface and the client layer for recording motion data.

The application layer offers a RESTful Web service with the ability to inte-
grate various devices with their sensors into the framework. This approach makes
it easy to create new assessment tests taking all the different fall parameters into
account. The collected data is analyzed after the test with the possibility to save
and compare results.

In order to demonstrate the functionality of the framework, a mobile device
client was implemented. This proof-of-concept implementation runs natively on
iOS devices, particularly the iPhone 4, and records motion data using accelerom-
eter and gyroscope sensors. The evaluation was done by performing three clinical
assessment tests. The visualization and evaluation of the recorded iPhone 4 mo-
tion data showed that the framework fulfills the requirements for data storage
and processing as well as flexibility regarding the integration of new devices
into the framework. Moreover, the iPhone 4 is well-suited for movement analysis
regarding the sensor data and accuracy.
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Abstract. Visually impaired and blind people want to move or travel on their 
own but they depend on public transport systems. This is sometimes challeng-
ing. Some problems are to find the right vehicle, signalling their wish to enter 
or leave the vehicle and getting information of the upcoming stations. To solve 
these problem very specialized equipment was develop. In this paper we show a 
solution with standard WLAN components and a standard smart phone, that 
might solve these problems. Hopefully this raises the life quality for the people 
with special needs. 

Keywords: Mobility, accessibility, vehicle communication, WLAN, smart 
phone, IBIS, public transport. 

1 Introduction and Motivation 

Mobility is a very important factor for a self-determined life. People want to move or 
travel on their own whenever and wherever they want. Most people can use their car, 
their bike or just go by foot to nearly any place they want. But not everyone is able to 
move or travel independently. 

People with special needs depend on travelling by public transport like trains, bus-
ses, subways and trams. For seeing persons travelling by public transport isn’t a big 
challenge. They can see an arriving bus, can choose the rights train on a crowded 
railway station or recognize the next stop when they are in the vehicle. Visually im-
paired and blind people don’t have these options. Visually impaired and blind people 
want to be able to choose the right bus choose to leave on the suiting station. To find 
the right platform or to move in public places on their own is substantial. 

In the project series Ways4all [1] the aim is to create a barrier-free system for 
orientation and movement in public space for people with special needs. The concept 
includes components which allows indoors and outdoors navigation, communication 
with public transport and public infrastructure to ensure safe travel. Several parts of 
this system are already implemented, like for instance the consultation of numerous 
sources of public transport schedules, the concept of indoor guidance [2] and the im-
plementation of a barrier-free user interface for smart phones [3]. 
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In this paper we describe the communication between a public transport vehicle 
and the person’s smart phone, the project NAVCOM. 

 
Fig. 1. Overview of NAVCOM System  

1.1 Related Work 

The projects of the ways4all series are not the only research projects that support 
people with reduced mobility. 

The PAVIP system allows visually impaired users with a portable hand-held de-
vice (Milestone) communication and interaction with the corresponding counterpart. 
There is a radio module installed in the handset, where data between vehicles or ap-
propriate information points and the handset can be exchanged. Every component (i.e. 
vehicle or check-in points) requires one PAVIP box. The PAVIP box can transmit 
various information to the user’s devices, like the bus number, the direction or the 
next stop. [4] The user must log on with an RFID chip with 13.56 MHz at the bus stop 
(check in). This chip provides the essential information to find the suitable public 
transport vehicle. A disadvantage of this system is only that static information is spe-
cified at check-in points. These points are also difficult to locate. The range of passive 
RFID tags is only a few centimeters and must be found by the user at each bus stop. 

Apex Prague TYFLOSET® is designed as a unified system for all types of acoustic 
information and orientation in the Czech Republic. The blind person uses a command 
station where he or she can activate all voice information and the guidance systems. 
The blind person can request an acoustic report on the number of the bus and the driv-
ing direction of the arriving vehicle at a public bus stop. As far as the blind person 
wants to break into the vehicle, he/she confirms his/her intention to the driver with his 
command through a key transmitter. The feedback from the system will also be given 
via the external speaker of the vehicle (same like PAVIP). The blind person can use 
additional annexes to TYFLOSET® system such as the acoustic position marking on 
buildings, in sunsets, at intersections with traffic signals operate, and so on in a simi-
lar way. Following the introduction of visual information systems for passengers in 
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the form of large-area displays, the system TYFLOSET® allows providing audible 
information with identical content for blind and partially sighted people. The compa-
ny Apex GmbH uses the frequency 433.95 MHz for TYFLOSET®, so a reach of 
100m can be made possible. [5] 

The Digital Speech (DISA) should make acoustically accessible the visual infor-
mation displayed on billboards to blind and visually impaired persons. Therefore 
stations are equipped with appropriate devices which visually displayed information 
can translate into language. "For the spatial detection of the speech output, which can 
be integrated into existing systems in a simple manner, there is a signal that can be 
requested by the visually impaired through a separate radio transmitter in the wider 
area of a station."[6]. The system provides assistance to get knowledge about punc-
tuality of transport and driving off the stop lines for the visually impaired. Unfortu-
nately, it is not possible that the transmitter, communicate with the vehicle, to localize 
this, or to issue a stop request. 

RAMPE Project – Interactive Auditory Information System for the Mobility of 
Blind People in Public Transports – extended mobility in public transport is made 
possible to blind and visually impaired people. The system makes use of Personal 
Digital Assistants (PDA) with wireless support. This system can be used at bus and 
tram stops and major towns for the use of public transport. The user is given the major 
route information by the PDA that is Wi-Fi router connected to the RAMPE at the 
stop (Lines, schedules or additional information, such as delays, or vehicle arrival 
notifications of the operator). This information is given by the RAMPE access point 
(hotspot) and can be played back using the application on the PDA. The RAMPE 
system provides no way of user interaction with the vehicle. [7] 

1.2 Summarizing 

All these projects help people with special needs to find their way in public transport. 
But at a closer look we can find some advantages and also disadvantages. All these 
related projects have a wide range and a fast signal transmission. But there are also 
some dis advantages. These projects are using specialized hardware for the hand tool 
and also for the vehicle. There are also now standards in the used radio system (Apex 
and DISA 434MHz,   PAVIP 868MHz, RAMPE 2.4 GHz) 

2 Implementation of the NAVCOM System 

The project NAVCOM tries to bring together the best features of each of these pro-
jects. As a wireless radio technology Wi-Fi is used, which is normally available on 
most smart phones. Based on wireless technology a standard wireless router with 
open source software could be used as IBIS slave. The user has the opportunity to 
communicate directly to the vehicle by using his personal mobile phone with a special 
application. Each request of the user will be confirmed by feedback of the system and 
by voice output. So passers-by are harassed by outside speakers of the vehicle no 
longer. Direct wireless connection via socket allows transferring only relevant infor-
mation. A connection to the Internet would be possible, but was not currently enabled. 
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2.1 System Architecture 

Nowadays public transport systems are connected by an Intermodal Transport Control 
System (ITCS)1 . Data between the public transport vehicles and a control unit can be 
exchanged over an air interface. Inside the vehicles, the IBIS bus supplies all compo-
nents with information. By example, the outdoor display receives the right destination 
and the line number from the IBIS bus. The IBIS bus is an old fashioned and low 
speed protocol. It is designed as master and slave system and the main activity is to 
transmit information to all components. This information can be easy received with an 
IBIS-to-RS232 Connector.  Unfortunately it is impossible to transmit data back to the 
IBIS Master, without a change in the IBIS system. With the help of a USB-to-serial 
converter the information can be analyzed by a wireless LAN Router. On the wireless 
LAN Router the default firmware was replaced by a Linux-Distribution for Embedded 
devices called OpenWrt [8]. This step is required to run customized services on the 
Router. Some available Routers have just one USB Interface, so a USB Hub is used to 
connect multiple devices. With an USB audio stick different sounds can be triggered 
by the Router. Visually impaired people should localize the vehicle with the help of 
acoustics. These sounds can be enabled by a USB-Relay-Board. A second relay trig-
gers a stop request. It has the same function as the button in the bus, which visualizes 
the driver the stop request by a signal lamp. The lamp is switching off on the next bus 
stop. Multiple wireless LAN Clients (i.e. smart phones) can connect to the Router and 
use the custom service on the router to trigger the following actions: 

• Play the bird sound to localize the bus 
• Request the next bus stop 
• Entry request to enter the bus 
• Exit request to leave the bus 

2.2 Router Operating System 

The Linux distribution OpenWrt [8] supports more than 100 different Router devices. 
A well-structured software developing kit can be downloaded from the Internet. After 
the selection of the router model the software developing kit generates the right cross-
compiler for the Router CPU.  Now services on the router can be developed. With 
the packaging system opkg on the programs can be easily installed on the router. It 
also takes care of all dependencies of the program and the libraries. 

All components are standard devices and available on the market. This enables a 
low cost solution. 

2.3 Client Components 

The Communication between the bus and blind people will be done by a mobile ap-
plication. This application was first created for Nokias mobile operation system Sym-
bian, because it’s the most popular system for Blind People. New requirements and 
because of the missing Symbian support in the near future we migrated our basis  
 
                                                           
1 Former known as Rechnergestütztes Betriebsleitsystem RBL. 
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Fig. 2. System overview of vehicle components  

application to the widely spread system Android. Another main reason for the Andro-
id system was the wide open architecture which allows activating a lot of features for 
disabled people. The bus and the application communicate over a wireless LAN con-
nection. On this connection we enable a socket connection between the router (bus) 
and the application (blind people). By this connection we send commands to each 
device. Each Command will be connected to a sequence of simple messages. In gen-
eral it sounds like a simple process but in detail there are a lot of problems. 

Problem 1 – Finding possible WLAN connections. Each WLAN has its own name, 
called SSID (Service Set Identifier). It’s impossible to connect with the first founded 
SSID because in city areas the possibility to find more than one WLAN connection is 
nearly by 100%. So we need to define our own SSID Schema. Why we need a Sche-
ma and can’t use exactly one SSID? The reason is because there will be more than 
one bus using this system in the future. So it’s also possible that more than one bus 
can cross meeting point of blind people and we can’t identify on a quick way which 
bus is the correct one for their journey. So we defined a Schema with a Prefix 
“NAVCOM” to filter all founded SSIDs to a qualified amount of possible SSIDs. 
Combined with the Number of the Bus and the name of last bus stop we can define 
the bus line and the driving direction. 

Problem 2 – Establish new Connection. Connecting with a wireless network is a 
simple user process. First the user selects a wireless connection and the second step is 
that the device will connect to the selected connection. The technical problem  
hap-pens at the android framework because enabling, disabling, connecting and  
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disconnecting wireless connections are asynchronous processes. The implemented 
solution is doing one step by another step. First the application is searching for new 
connections, second the use is selecting a connection and third the application will 
connect to this connection. At the first description there are no differences between 
theory and practice, but there is another special fact of connecting to the needed wire-
less connection. Our implementation disabled and enables first the wireless functio-
nality of the user’s device. Many tests at the design and development phase have 
shown the problematic of problems using the android framework. Re-establishing a 
connection or selecting another connection by using an established connection hasn’t 
worked as expected. The connection wasn’t able to establish or networks wasn’t 
found by the application. So we focused the source area of those problems and we 
were trouble shooting to find out this stable solution. One disadvantage is that the 
duration of the connection process is about 2-3 times longer than without our “worka-
round” to get a nearly 100% stable solution. 

Problem 3 – client / router communication and how we can tell blind people what 
will happen now. “Normal” people can use all wits. So they can see the bus is coming 
to the station, or the bus will stop at the station and also when the bus is leaving the 
station. Simple interactions like the using of the entry button of the bus are not the same 
for Blind people. Blind People can use our “Entry Button” for telling the busdriver that 
they want to entry the bus, but Blind People need a feedback for this action, that the 
system is working properly or not. So we designed our communication with a feedback 
process that each command will get an answer from the other site of communication. In 
this example the application will send the message “EW” to the router and the router 
will answer with the message “EW-A”. The Letter “A” is our “Acknowledged” Part of 
an answer message. This schema of original message and acknowledged extension will 
be used at all command sequences between the router and the client. 

Problem 4 – losing wireless connection. Blind people will also leaving. Our concepts 
integrated the possibility of using an Exit-Button, but we want to get a proper usage of 
our system. So the router needs to know which client “is alive” and which client leaved 
or “died”. The solution for this problem is the usage of solution nr 3. The Router sends a 
Heartbeat to the client and the client will send an answer back. Each site will accept a 
timeout of 5 seconds. By overrunning this timeout the router and the client will close the 
connection. The Client also will tell the user that the connection was killed because of 
missing communication to the router in a user friendly way. 

3 First Test Results 

To confirm our system implementation we tested three different scenarios. 

• Scenario 1: The person is inside the moving public transport vehicle. The main 
goals are to get the upcoming stops and to request a stop at the next station. 
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• Scenario 2: The communication between a slowly moving person and a non mov-
ing vehicle. The target of the person is to find the right transport vehicle on a pub-
lic place. 

• Scenario 3: The person is waiting on a station and wants to send a request for en-
tering the vehicle to the driver. 

For the test setup we installed a WLAN Router in a car (VW Touran). The router 
(Cisco Linksys WRT160NL) was arranged in the trunk and also near the windscreen. 
The test for scenario 1, was done on an 12.5 km track in the city of Kapfenberg. The 
vehicle was moving between 0 and 50 km/h. The traffic was medium. The test for 
scenario 1 worked very well. The person and the WLAN route have a fixed distance, 
and are moving with the same speed. There were no problems to establish a connec-
tion and the test person got all messages and was able to send stop-request. The test 
for scenario 2 and 3 were done in the parking place of the FH Joanneum and a nearby 
industrial area.  

The results for scenario 2 were also very satisfying. The connection to the router 
was established without problems. After the connection with the right line, the request 
for bird twitter was send and the person was able to hear the vehicle. There were no 
problems with the signal strength. 

For the test scenario 3 are the results not satisfying.  About 50% of the tests ended 
with a failure. We recognized that the timing for the WLAN search and the connec-
tion to the route is not well organized. To get a suitable result the timing of the search 
process and the start of the connection should be automated form data as the right 
arrival time and the position of the person. 

4 Outlook and Conclusion 

In our test of the system we showed that this solution based on standard component, is 
a practical approach to solve the problems of visually impaired and blind people with 
public traffic vehicles. One existing problem is the delay of the WLAN connection. 
Scanning the networks and establishing a connection requires about 4 to 7 seconds. 
For scenario 1 and 2 is this time sufficient, but for fast moving public transport ve-
hicles this could be a problem. For further development we are using special antennas 
and better accessible spots for the router on the vehicle. Also some improvements of 
the software settings will provide a better timing of the connection process. 
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manager is the University of Applied Sciences FH-JOANNEUM in Kapfenberg, Aus-
tria. Project participants are “Wiener Linien”, “ÖBB”, TU Graz - Institute of Building 
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Abstract. Mobile-type Remote Captioning System which we proposed is to 
realize advanced support for sightseeing tours using an uttering guide or 
practical field trip outside of class. Our syetem utilizes the mobile phone 
network provided by Japanese mobile phone carriers, the monthly flat-rate 
voice call and data transfer services. By using these services, deaf or hard-of-
hearing student could use real-time captioning while walking. On March 11, 
2011, the Great East Japan Earthquake shook Japan. After the quake, there was 
a great lack of the volunteer students(captionists) inside of the affection areas. 
Universities outside of the affection areas supported remotely to cover the 
volunteer work. In order to realize such remote support, the system reported by 
this paper was used. 

Keywords: Remote Caption, Real-time, Deaf or Hard-of-Hearing, the Great 
East Japan Earthquake. 

1 Introduction 

Currently, there are over 1,100 deaf or hard-of-hearing students enrolled at universi-
ties around Japan. Naturally, this is exceeded by the number of pupils and students at 
schools for the deaf or ordinary schools at the primary and secondary levels. In order 
that these students can fully experience the learning activities in class, it is necessary 
to provide them with information access that transcribes the speech of teachers and 
the peripheral sound information into sign language or text. As a method of providing 
information access to deaf or hard-of-hearing students, handwriting notetaking is 
widely used to transmit what the teacher is saying. Meanwhile, computer-assisted 
notetaking is also becoming popular recently and can be anticipated to become a ma-
jor method in the future. In general, this computer-assisted notetaking method is  
characteristic in that it allows much more information to be transmitted to deaf or 
hard-of-hearing students than when the handwriting notetaking method is used.  
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On the side of captionists 

Captionists

E.g. in a classroom 

Hi,  
Tanaka-san. 

Bluetooth 
microphone 

Lecturer 

Voice da-

Mobile phone for 
acquiring lecturer’s 
spoken words  

Deaf or hard- 
of-hearing  
person  

Smartphone 
iPhone 3G/3GS 

Hi, 
Tanaka-
san. 

USB or PC card com-
munication device or 
broadband router 

Usual broad-
band 
connection  

Hi, Tanaka-
san. 

Tanaka- 
san. 

Hi. 

Internet distribution 
(ITBC2 Web Server) 

Created through collaboration by 
two people  

Caption data 

Caption 
data 

There are two ways in the computer-assisted method. The first is where information 
input is made by people taking turns, one person for 20 minutes at a time. The second 
way is to assign two people to turn given part of spoken content into text. The latter is 
unique to Japan (cooperate typing). Incidentally, notetaking in Japan denotes the use 
of a captioning device to transmit the content of a lecture and the surroundings (such 
as comments by someone or the bell ringing inside the classroom). It is a method that 
provides real-time transmission of information and does not provide summarized 
notes of the lecture content.  

There is a freeware called IPtalk[1] developed by Shigeaki Kurita that is suited for 
implementing this cooperative typing method. This program has made it possible for a 
single person to work with many words that would have conventionally been difficult 
to handle. There is also a free server software ITBC2[2] developed by Naoya Mori 
that distributes caption data created on IPtalk within a local network (wired LAN and 
wireless LAN) to PCs connected to that network. 

The National University Corporation Tsukuba University of Technology with 
which the authors are affiliated is the only university in Japan that provides every-
thing to accommodate deaf, hard-of-hearing, or visually impaired people. While there 
are services such as C.A.R.T. provided in Japan, they are extremely expensive and 
our university is the only one that uses such services for usual lectures[3]. Meanwhile, 
there are no products or services such as Remote C.A.R.T. in Japan, and the only 
similar thing available is the correspondence system we have uniquely developed that 
is now being used for lectures at the university. The characteristics of this system are 
such as the high caption displaying speed and the high quality of the captions. This is 
thanks to efforts made to ensure that no definition quality is lost in the video images 
showing the lecture room scene (presentations given by lecturers or the whiteboard 
used by lecturers for explanations) or in the captions. In order to bring these advan-
tages to reality, each class will require one to two technical staff members (not some-
one to input text), which means high personnel cost.  

 
 

Fig. 1. Configuration of Mobile-type Remote-captioning System using a mobile phone (iPhone 
3G, 3GS, 4, or 4S) 
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At present, there are limits to handwriting notetaking when using information access 
while walking, which prevents advanced support through cooperate typing. For this 
reason, we cannot anticipate advanced support for sightseeing tours using an uttering 
guide or practical field trip outside of class. To ameliorate this situation, we are propos-
ing a mobile-type remote captioning system, whose system makeup is shown in Fig. 1.  

Under this system, a deaf or hard-of-hearing person holds an iPhone that is con-
nected to a hands-free microphone via Bluetooth. Fig. 2 shows an iPhone and a Blu-
etooth hands-free microphone. The deaf or hard-of-hearing person would use the 
smartphone to make a call (usual voice call) to the smartphone held by the people 
inputting the captions. By doing this, the voice of the lecturer will be transmitted to 
the people making the captions via the hands-free microphone, who will then change 
the voice information immediately into text on their notebook computers. The cap-
tions will then be displayed immediately on the smartphone. Deaf or hard-of-hearing 
students would read captions this way. Fig. 3 depicts how the service is used.  

The system we are proposing have the following characteristic:  

•  It is built from accessible commercial products and a freeware programs;  
• It uses mobile phone network; 
• It utilizes the multitasking functionality of smartphones, while reducing the num-

ber of devices required and simplifying device operation (using caption displaying 
and updating functions through voice call function and web browser at the same 
time); 

• It utilizes monthly flat-rate voice call and data transfer service provided by a mo-
bile phone carrier. 

These four characteristics mentioned above will provide the following advantages:  

• A deaf or hard-of-hearing person can freely move about anywhere and receive 
advanced support regardless of where the person is indoors or outdoors 

• Sharing of high-level skills of people handling text input; 
• Continual operation is possible through cutback on labor and communication costs. 

 

Fig. 2. iPhone 3G and Bluetooth mic-speaker 
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2 Methods 

This system was used to test information accessing under various conditions with 
people creating captions as subjects. The conditions of use tested were: lessons or 
field trips for elementary school and junior high school students, lectures or field trips 
for university students who are deaf or hard-of-hearing, and indoor seminars or out-
door activities (guided sightseeing tour) for working people who are deaf or hard of 
hearing. 

With such usage of this our system under various conditions being tested, we then 
asked test subjects with experience making captions through the conventional com-
puter-assisted notetaking method to answer a questionnaire individually. The ques-
tionnaire was conducted after the testing of the system and there were a total of seven-
teen test subjects.  

3 Summary of Results 

The following were obtained from results from the questionnaire: 

• This system does not distribute video footage to the captionists. The lack of video 
footage may likely stress captionists. Also, the possibility of deteriorated quality of 
the captions was also being pointed out. 

• Technical staff is not required on the side of deaf or hard-of-hearing people, mak-
ing it possible for the people using this system (only deaf of hard-of-hearing 
people, or together with the lecturer) to prepare or pack up during the break be-
tween classes.  

• Compared with other existing systems, this system isn’t all better, but it is useful as 
a method for outdoor support, or as a tool that allows the sharing of captionists 
among campuses.  

Fig. 3. Situation where our system was used 

iPhone 3G 

Bluetooth Microphone 
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4 The Experience of Remote Supports to the Universities  
in a Damaged Area after the Great East Japan Earthquake 

On March 11, 2011, the Great East Japan Earthquake shook Japan, causing great tsu-
namis and crippling the Fukushima nuclear plants. This also caused great chaos in 
class scheduling at universities located at disaster-affected regions and where deaf or 
hard-of-hearing students were enrolled at the time. Japanese universities begin the 
academic year in April, but the earthquake forced the universities to delay the start to 
May. During the period immediately after the quake to the end of April, we worked 
with universities in affected areas to discuss about students’ needs for support.  

Before March 11, training of volunteer students who were scheduled to create cap-
tions for classes in the new semester starting from April was being conducted at univer-
sities of affected areas. However, after the quake the students were unable to go ahead 
with their volunteer work and there was a great lack of people to create captions.  

This resulted in discussions about asking universities outside of the affection areas 
to support remotely to cover the volunteer work. In order to realize such remote sup-
port, the system reported by this paper was used.  

There were thirteen universities that took part in the support. These universities 
ranged from one in Japanese northernmost Hokkaido all the way to Kyushu in the 
south. The total number of volunteering students from the supporting universities was 
627. These students have been providing remote real-time captioning for seventeen 
deaf or hard-of-hearing students enrolled at four universities in earthquake hit areas. 
There have been 262 supported classes up to now (as of November 2011), with each 
class lasting ninety minutes. This remote support volunteer work is scheduled to con-
tinue into 2012.  

This kind of trial was implemented through PEPNet-Japan[4] (the Japanese ver-
sion of the PEPNet organization in the U.S.). In addition, SOFTBANK MOBILE 
Corp. (a major mobile carrier in Japan) also lent many smartphones for this trial to 
supporting universities and those in disaster-affected areas free of charge. The trial 
was possible thanks to this free lending service by Softbank.  

5 Conclusions 

On proposing this system, we also paid attention to ensure the system makeup could 
be easily imitated by other groups of people. Furthermore, in order for ongoing opera-
tion of the system, efforts and choices were made to cut back on communication and 
labor costs. Consequently, we were able to make clear of the merits and demerits of 
the system. In particular, we found that this system would be useful under conditions 
where existing methods fail to deliver.  

Meanwhile, we have been able to harness the merits of this system to contribute to 
the restoration efforts after the Great East Japan Earthquake, with the trial currently 
ongoing.  

We plan to recommend this system to universities, which we hope will allow the 
universities to share volunteer students between campuses and to implement outdoor 
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activities and field trips for deaf or hard-of-hearing students. Further, as the next step 
we hope to see the sharing of student volunteers between universities. If such sharing 
becomes a reality, then we should be able to immediately respond to the needs after 
natural or man-made disasters. The remote support provided to disaster-struck areas 
this time has been a contribution in such situations. 
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Abstract. iPrompts® is a software application for handheld devices that pro-
vides visual support to individuals with Autism Spectrum Disorders (ASDs). 
Caregivers use the application to create and present visual schedules, visual 
countdown timers, and visual choices, to help individuals with ASDs stay orga-
nized, understand upcoming events, and identify preferences. The developer of 
the application, HandHold Adaptive, LLC, initially introduced iPrompts on the 
iPhone and iPod Touch in May of 2009. The research team from the Center of 
Excellence on Autism Spectrum Disorders at Southern Connecticut State  
University conducted a study of iPrompts in 2010, investigating its use by edu-
cators working with students with ASDs. Among other findings, educators in-
dicated a desire to present visual supports on a larger, “tablet”-sized display 
screen, leading the developer to produce an iPad-specific product, iPrompts® 
XL. Described in this paper are the research effort of iPrompts and subsequent 
development effort of iPrompts XL. 

Keywords: autism spectrum disorder, ASD, iPad, iPhone, smartphone, tablet, 
handheld device, application, app, iPrompts. 

1 Introduction to the Technology and Supporting R&D Effort 

In May of 2009, HandHold Adaptive introduced the iPrompts application [1] for sale 
as the first special education application available on Apple’s iTunes App Store. The 
founders of HandHold Adaptive, themselves the family of a young boy on the autism 
spectrum, designed a tool that would provide customizable, portable visual supports 
using the iPhone and iPod Touch. Subsequent to the introduction of this early version 
of iPrompts, the company received in 2010 a Phase I research award from the U.S. 
Department of Education’s Institute of Education Sciences Small Business Innovation 
Research (SBIR) program in collaboration with a research team from the Center of 
Excellence on Autism Spectrum Disorders at Southern Connecticut State University 
(hereafter, SCSU Autism Center).  
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iPrompts® XL is an iPad-specific version of iPrompts®, an “app” that provides a 
suite of visual supports for individuals with autism spectrum disorders (ASDs) and 
other developmental delays. The application allows users to create visual supports, 
including visual schedules, visual countdown timers, and visual choices, to present to 
individuals with ASDs. Both iPrompts and iPrompts XL include four main features: 
Schedules, Countdown, Choices and Library. Each feature is customizable, allowing 
educators and related personnel to respond quickly to unexpected situations that arise 
in educational settings. Using the Schedules feature, educators present sequences of 
images, which can help explain to individuals with ASDs any routines or multi-step 
tasks occurring during the day (e.g., a schedule for “Tuesday’s Classes”). The Count-
down feature includes both graphical and numeric timers that are presented alongside 
any image, to help convey to students that the pictured activity will soon occur (e.g., 
“In two minutes, it will be time to pack your book bag”). The Choices feature is used 
to present choices between any two or more images (e.g., “Would you like pretzels or 
yogurt for a snack?”), and allows users to highlight their choice. Images used in these 
visual supports are accessed from a Library of stock illustrations, which users can 
expand and customize by: 1) taking pictures with the built-in camera, 2) transferring 
digital pictures from a personal computer, and/or 3) downloading images from the 
Internet using a search tool available within the application. Thus, millions of images 
are rapidly available, ranging from familiar images from the proximate environment 
to abstract images downloaded from the Internet.  

 

 

Fig. 1. Screenshots of iPrompts XL (from left to right: Schedules in portrait orientation, Sche-
dules in landscape orientation, Countdown Timer in portrait orientation, and Choices in land-
scape orientation) 

The goal of the Phase I study (hereafter, the “Feasibility Study”) was to investigate 
using iPrompts in an education setting. iPrompts XL was the direct result of the colla-
borative research and development effort between HandHold Adaptive, LLC (the 
developer and commercial rights owner of the application), and a team of researchers 
from the SCSU Autism Center. As described further below, educators enrolled in the 
study were each provided with either an iPhone or iPod Touch pre-loaded with the 
iPrompts application. Among other findings from the study, educators indicated a 
desire for a larger, “tablet”-sized display screen when presenting visual supports in 
academic environments. This, combined with the launch of the iPad earlier in 2010, 
led the developer to hasten production of an iPad-optimized software application 
(iPrompts XL). 
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2 ASDs and the State of the Art in Visual Supports 

The most recent prevalence estimates for ASDs from the US Center for Disease Con-
trol and Prevention (CDC) is 1 in 88 children [2]. ASDs comprise a triad of challenges, 
encompassing difficulties in social competence, communication, and restricted and 
repetitive behavior, all of which compromise an individual’s ability to function effec-
tively and independently. There are now many evidence-based treatments that capital-
ize on the visual strengths of individuals with ASDs, such as visual supports [3], visual 
activity schedules [4], video modeling [5], and Social Stories™ [6]. However, these 
treatments are currently made and delivered using mostly low-tech devices. Low-tech 
visual supports are typically created by teachers and parents using a personal comput-
er, which involves printing the visual supports onto paper, cutting out the supports, and 
laminating the visual supports to increase durability. This process can be time consum-
ing, and produces large physical products (e.g., notebooks containing printed symbols) 
that may be cumbersome to carry and stigmatizing to use. Moreover, these visual sup-
ports often use graphics that are generic, rather than representative of the actual social 
or physical environment in which the student is expected to function. While research 
has validated the use of low-tech visual supports [7], little has been done to analyze the 
utility and appropriateness of high-tech assistive technology, which are being used 
more frequently in education settings [8].  

Since the introduction of iPrompts in May of 2009, a variety of handheld applica-
tions designed to provide visual supports have become available, including First Then 
Visual Schedule, iCommunicate, and Time Timer. iPrompts has differentiated from 
these offerings through its unique blend of features, enabling users to create many 
visual supports, including visual schedules, visual timers, and visual choices. As 
shown by Fig. 2, commercial iPrompts users have accessed each of these core fea-
tures with regularity over a period of nearly two years. Users can access the unique 
mix and presentation of these features by performing just one application download, 
and by learning a single user interface.  

 

 
Fig. 2. While the Schedules feature is most popular (48% of occurrences), users of iPrompts® 
access each of its four major features with regularity. (Source: Flurry Analytics application 
data, contributed by author, 12/10 through 3/12). 
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3 The Feasibility Study and Its Methodology 

3.1 Research Questions 

Beginning in June of 2010, the research team from the SCSU Autism Center con-
ducted the Feasibility Study. The goal of the research was to analyze the general fea-
sibility and promise of using iPrompts in educational settings. Specifically, the Feasi-
bility Study evaluated the following research questions: 

1. What professional development is needed for teachers to gain the knowledge ne-
cessary to use iPrompts appropriately with their students in educational settings? 

2. Can teachers use iPrompts to support students with ASDs feasibly within the con-
fines of a typical school setting? 

3. When used by teachers in educational settings, do students show interest in the ap-
plication and are changes in student behavior evident after its use? 

4. When used by teachers in educational settings, can the iPhone or iPod Touch plat-
form be used to deliver visual supports for students with ASDs? 

3.2 Sample 

Twenty-nine teachers used the iPrompts application with 88 students (ages 5- to 16-
years-old) with ASDs in Bridgeport Public Schools and Connecticut Region 15. 

3.3 Measures 

The research team from the SCSU Autism Center developed four measures to eva-
luate the feasibility and promise of using iPrompts in authentic educational settings. 
The Professional Development Evaluation Index was a nine-question evaluation of 
the teachers’ knowledge of the different features of iPrompts. The Self-Reflection on 
Teaching Index was a self-report measure created to capture the teachers’ reflections 
on using iPrompts in educational settings. The Observation Rubric was used during 
direct observation to evaluate teachers’ use of iPrompts and the students’ behavioral 
responses. Finally, a Focus Group Protocol was administered to the teachers to foster 
a group discussion among participants about their experiences using iPrompts. 

3.4 Procedures and Results 

All participants evaluated the Schedules, Countdown Timer and Choices features. 
Hands-on training sessions were provided for all teachers, and the Professional De-
velopment Evaluation Index was administered at the end of the training. The results 
showed most teachers strongly agreed that (1) the training was effective (94%), (2) 
assistive technology is a tool that can be used to help students with ASDs (88%), (3) 
the training demonstrated teaching strategies that are relevant to the backgrounds and 
skills of their students (71%), and (4) the training demonstrated teaching strategies 
that can be easily implemented in educational settings (71%).  
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After the training, the teachers were videotaped and/or observed using iPrompts 
with their students. Sixty-one observations were scored using the Observation Rubric, 
which showed very few system defects were encountered. In over 65% of the obser-
vations, the student was rated as using the application as intended and 87% of the 
sessions showed the students to have shown a keen interest in the device by moving 
closer to it or making an effort to handle it. The data from the observations also pro-
vide strong support that the application had a positive impact on the learning and 
development of the students. Eighty-two percent of observations identified a positive 
impact on student behavior with respect to both on-task behavior and attentiveness.  

Results obtained from the Observation Rubric also suggested that while teachers 
were able to correctly use iPrompts, some had difficulty determining when and under 
what conditions to implement assistive technology with their students (only 23% of 
teachers were rated as having used the Choices feature correctly and 12% of teachers 
were rated as having used iPrompts correctly to prepare a student for a transition). 
Thus, while teachers felt they had received the knowledge necessary to use iPrompts, 
the observational data highlight the need for better training with respect to general 
assistive technology strategies. Specifically, the teachers needed training targeted 
toward helping them to understand situations in which it is appropriate to use the 
iPrompts app, situations in which it is inappropriate to use the app, and which tools 
within the app might be most appropriate in given situations. This training to know-
ledge gap was also apparent during the Focus Group, in which two additional oppor-
tunities for future training were identified: (1) training on implementing assistive 
technology in general in the classroom, and (2) training on the difference between the 
device (i.e., iPod Touch or iPhone) on which the app runs and the iPrompts app. 

The Self-Reflection on Teaching Index was administered to the teachers during the 
final week of the Feasibility Study. Every teacher (100%) felt iPrompts was not too 
complex to set up and that he or she had figured out how to use iPrompts. Most teach-
ers (81%) felt there was enough time to set up iPrompts for use with students and a 
majority of teachers felt their students liked the Countdown Timer (94%) and Choices 
features (59%). However, the teachers acknowledged that they occasionally did not 
have enough time to set up iPrompts. Forty-five percent agreed that in the middle of 
their educational activities “It takes too much time to set up iPrompts and I have to 
give my attention to the students,” although this finding could be an artifact of student 
behavior, as 45% of teachers also noted that there was not sufficient time to set up 
iPrompts because “The student does not have enough self-control over his/her beha-
vior.” Collectively, these data suggest that teacher discretion in determining when and 
whether to use the app is important, both to the success of the use of the app and the 
success of the student. 

Responding to the Focus Group Protocol, teachers commented on the ease of us-
ing the Schedules feature, the amount of time and effort that was saved using 
iPrompts to create Schedules, and the convenience of creating Schedules “on the fly” 
as needs arose. The teachers indicated a preference for using the iPrompts Schedules 
feature over a computer program such as Boardmaker to create hard copy visual 
schedules. Teachers indicated that being able to take photos and incorporate them into 
the iPrompts app was an important feature, and for this reason, they preferred using 
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the iPhone to the iPod Touch (newer iPod Touch models, released after the Feasibility 
Study, now include cameras). The teachers also commented during the Focus Group 
Protocol on the utility of the Countdown Timer feature, which they reported to be the 
most used feature during the feasibility study. This tool was utilized to help with both 
whole group transitions and for transitions for individual students. The Countdown 
Timer tool helped students to stop working at an appropriate time and also to keep 
working until the allotted time had elapsed. Several teachers commented on the effec-
tiveness of the Countdown Timer tool in helping with group transitions.  

4 Impact of the Feasibility Study 

4.1 Iterative Software Development 

After considering the results of the Feasibility Study, requests from iPrompts custom-
ers, and the introduction of the iPad in April of 2010, HandHold Adaptive expedited 
development of an iPad-optimized product in hopes of introducing a tool that accom-
modated educators’ desire for visual supports presentable via a larger, “tablet”-sized 
handheld device. The development process included several modifications to the 
software, such as adjusting layouts, type sizes, image sizes, and allowing the screen to 
be rotated or oriented in any direction.  

The results at market have been positive. Since its introduction, iPrompts XL has 
outsold iPrompts by a unit sales ratio of 3:1; since its release, iPrompts XL has ac-
counted for 75% of iPrompts sales. The historic composition of iPrompts sales (in-
cluding both iPrompts and iPrompts XL) reveals that within 2 months after the release 
of iPrompts XL, it had surpassed iPrompts in sales. Sales of iPrompts XL through 
Apple’s Volume Purchase Program (which provides discounts and a large-scale soft-
ware deployment option for educational institutions) have also exceeded sales of 
iPrompts through this mechanism, demonstrating demand for tablet compatibility in 
the realm of visual supports for students with ASDs. But if not for the results of the 
Feasibility Study (specifically, the strong recommendations of teachers responding to 
the Focus Group Protocol), HandHold Adaptive may not have hastened development 
of a tablet-specific product, and may have lost an opportunity to capture share of this 
market. Thus, the research effort behind iPrompts helped guide broader software de-
velopment priorities for HandHold Adaptive, and might serve as a model for other 
software developers seeking to align their products with consumer demand.  

4.2 Contributions to the Research Field 

There are hundreds of thousands of apps available for iOS devices like the iPhone, 
iPod Touch and iPad. Many of these apps may be useful to individuals with ASDs 
and their caregivers. A keyword search in February of 2012 revealed more than 580 
autism-related apps available on the Apple iTunes Store and 250 on the Android mar-
ket, many of which have been developed by parents of individuals with ASDs, and 
without the guidance of research [9]. However, very few empirical studies document-
ing the effects of these apps have been published to date. Thus, HandHold Adaptive 
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and the research team from the SCSU Autism Center have made a unique contribu-
tion to the field by researching the efficacy of iPrompts in authentic education deli-
very settings. The Feasibility Study was one of the first ever to investigate handheld 
visual supports on Apple handheld devices (including the iPhone and iPod Touch). As 
described above, our research has confirmed that iPrompts can have a positive impact 
on the behavior of students with ASDs, and has features which are well-liked by indi-
viduals with ASDs. Additionally, our research has confirmed that teachers can use 
iPrompts within the confines of a school setting to positively impact student behaviors 
that support academic and other important school related outcomes. Given these posi-
tive findings, we feel more research on how best to use smartphone and tablet appli-
cations in educational settings is highly warranted. 

In addition to documenting the positive effects that can be achieved by using 
iPrompts, we feel that our Feasibility Study contributes a template for future research 
endeavors investigating the effectiveness of smartphone and tablet applications. We 
also hope to guide small businesses toward utilizing local research expertise, and feel 
that an iterative research and development process involving a combination of private 
industry and public research expertise can produce better-informed product develop-
ment efforts for smartphone and tablet applications serving individuals with ASDs. 

5 Conclusions and Planned Activities 

Collectively, it is clear from the data obtained during the Feasibility Study that 
iPrompts is feasible for use in educational settings. Teachers were able to incorporate 
iPrompts into their classroom, iPrompts was preferred by the teachers, and the appli-
cation was of great interest to the students. The data also indicated that iPrompts had a 
positive impact on students’ behavior, including time-on-task and attentiveness, 
which are two prerequisite skills for learning. Finally, the majority of teachers agreed 
that they would use iPrompts in their classrooms, clearly demonstrating the feasibility 
and promise of the product for use by teachers in educational settings. 

Since the conclusion of the Feasibility Study in 2010, HandHold Adaptive and 
SCSU Autism Center have been awarded Phase II follow-on research award from the 
U.S. Department of Education’s IES SBIR program. With the goal of increasing the 
application’s utility, usability, and commercial potential, HandHold Adaptive intends 
to improve iPrompts the following ways: (1) extend the brand onto new platforms 
(e.g., the Android operating system), (2) addition of enhanced features (e.g., Visual 
Checklists, cloud storage and syncing), (3) make the software accessible outside of 
the handheld device itself (e.g., through projectable and/or printable screens), and (4) 
production of training materials for using the product and assistive technology in 
classroom settings. New technologies will be developed and tested iteratively in au-
thentic education delivery settings to ensure the product operates as intended, is easily 
incorporated into educational practices, and effectuates positive outcomes in students 
with ASDs. If research indicates that these goals are achieved, the software improve-
ments may be released (via online marketplaces for handheld applications, such as the 
iTunes App Store and Google Play), and supported by marketing initiatives. 
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HandHold Adaptive has also begun development of a Beta version of StoryMaker, 
an application for iOS devices which will allow teachers and other caregivers to 
create and present narrative visual supports (e.g., Social Stories [6]) using large pic-
tures and editable text (e.g., a teacher creates a multi-page story explaining how to eat 
lunch in a cafeteria, explaining the nuances of how to stand in a lunchline, order food, 
sit down at a table in a cafeteria, and make appropriate conversation with friends). In 
addition to using pictures taken with the built-in cameras of iOS devices, StoryMaker 
will allow user to download images from other sources, such as Facebook, Flickr, 
Google, and Bing. The research team from the SCSU Autism Center is currently 
completing a Feasibility Study on teachers’ use of StoryMaker in schools, which, will 
help refine and guide the development of the commercial release.  

Acknowledgments. This research and development was funded by contract #ED-
IES-11-C-0040 through the SBIR Program of the IES within the US Department of 
Education. The opinions expressed are those of the authors and do not necessarily 
represent views of the US Department of Education. The authors gratefully acknowl-
edge the contributions of Michael Ben-Avie, Deborah Newton, Ruth Eren, and of the 
SCSU Autism Center research team for their assistance with the Feasibility Study. 
The authors also wish to thank Bridgeport Public Schools and Connecticut Region 15 
Schools for their participation and assistance during the Feasibility Study. Finally, the 
authors thank AT&T for the donation of iPhones and cellular service used during the 
Feasibility Study. 

References 

1. iPrompts, http://www.handholdadaptive.com/iprompts.html 
2. Centers for Disease Control and Prevention. Prevalence of autism spectrum disorders—

Autism and developmental disabilities monitoring network, 14 sites, United States (2008), 
Surveillance Summaries, MMWR, 61, 1–19, SS3, March 30 (2012)  

3. Quill, K.: Instructional considerations for young children with autism: The rationale for vi-
sually-cued instruction. J. Autism Dev. Disord. 27, 697–714 (1997) 

4. McClannahan, L.E., Krantz, P.J.: Activity schedules for children with autism: Teaching in-
dependent behavior. Woodbine House, Bethesda (2010) 

5. Nikopoulos, C., Hobbs, S., Keenan, M.: Video modeling and behaviour analysis: A guide 
for teaching social skills to children with autism. Jessica Kingsley, London (2006) 

6. Gray, C.: The New Social Story Book. Future Horizons, Arlington (2010) 
7. National Autism Center. National standards report. Author, Randolph, MA (2009) 
8. Gray, L., et al.: Teachers’ use of educational technology in U.S. public schools: 2009 

(NCES 2010-040). National Center for Education Statistics, Washington DC (2010) 
9. Davis, K.: Parents herald rise in apps to help treat autism but proof of therapeutic benefits is 

lacking. PC World, February 10 (2012),  
http://www.pcworld.com/article/249775/parents_herald_rise_in_
apps_to_help_treat_autism_but_proof_of_therapeutic_benefits_ 
is_lacking.html (obtained on April 19, 2012) 



Cloud-Based Assistive

Speech-Transcription Services

Zdenek Bumbalek, Jan Zelenka, and Lukas Kencl

R&D Centre for Mobile Applications (RDC),
Department of Telecommunications Engineering,

Faculty of Electrical Engineering, Czech Technical University in Prague,
Technicka 2, 166 27 Prague 6, Czech Republic

{bumbazde,zelenj2,lukas.kencl}@fel.cvut.cz
http://www.rdc.cz

Abstract. Real-time speech transcription is a service of potentially tre-
mendous positive impact on quality of life of the hearing-impaired. Re-
cent advances in technologies of mobile networks, cloud services, speech
transcription and mobile clients allowed us to build eScribe, a ubiqui-
tiously available, cloud-based, speech-transcription service. We present
the deployed system, evaluate the applicability of automated speech
recognition using real measurements and outline a vision of the future en-
hanced platform, crowdsourcing human transcribers in social networks.

Keywords: Hearing-Impaired, Cloud Computing, Voice Recognition.

1 Introduction

Speech is one of the most natural means for sharing ideas, information or feel-
ings. However, speech may also become a communication barrier for those not
knowing the language or unable to use it, like the hearing-impaired or the foreign-
language speakers. For those hearing-impaired who lost hearing during their life,
transcription is a natural way of receiving information. Motivated by the grow-
ing number of the hearing-impaired in the Czech Republic (ca 500.000) and the
fact that only 1.2% of them use sign language, the Czech Technical University
in Prague (CTU) and the Czech Union of the Deaf (CUD)[4] have embarked on
a joint project called eScribe [2], with the goal of reducing communication barri-
ers and improving quality of life of the hearing-impaired. As part of the project
we have designed and built a prototype cloud-based assistive speech-to-text ser-
vices platform, providing ubiquitously available real-time speech transcription.
The actual transcription may either be provided by real transcribers or by Au-
tomated Speech Recognition (ASR) engines.

2 Related Work

Today’s speech-to-text services (STTS) are generally provided by one of the
following methods: 1. physically present transcribers; 2. remote-transcription
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carried out by human transcribers [1][2]; 3. concepts based on ASR [4]; 4. ASR
combined with human error-correction [3]. Physically present transcribers are
highly limiting because there is shortage of educated transcribers, costs of these
services are high and they are restricted to particular locations. An alternative is
using ASR. Yet, ASR is limited in recognition accuracy, especially of colloquial
speech and of difficult national languages such as Czech. Today, ASR systems
are largely trained on literary texts. Dictionaries and hypotheses for national
colloquial languages are missing. ASR techniques are sensitive to many miscel-
laneous characteristics of the input signal. From fundamental signal attributes
(signal input level, sample frequency) across disturbing influences (background
noise, other voices, music) to the culture of idea formulation (fluent speech with
minimal unfinished sentence fragments). Remote transcription and ASR com-
bined with human error-correctors is limited by costs and human resources too.

3 eScribe Implementation and Architecture

The currently operational eScribe platform utilizes the widespread Voice-over-
Internet-Protocol (VoIP) telephony. Asterisk, a simple but powerful system for
VoIP communication, acts as the core server. Audio and text transmission are
controlled by the Session Initiation Protocol (SIP). In the eScribe architecture,
Asterisk operates as a transparent gateway between the ASR server and Google
Cloud. To interconnect eScribe with the ASR server, a modified SIP MESSAGE
method is used. The Cloud part of eScribe is based on the Google App Engine,
and communication with Asterisk is carried out by the Jabber protocol. The
Cloud environment is used as a text editor, represented by Google Docs, as
well as storage space for the transcribed texts. Some of eScribe internal logic
is deployed in the Google Cloud too. There are several options how to deliver
the audio signal to the system: using a cell phone, a fixed phone, a SIP phone
or a webphone. From the user perspective, eScribe is used in two modes: 1.
Lecture mode (one speaker - many listeners), 2. Face-to-face communication
mode. Practical tests have shown that a DECT (Digital Enhanced Cordless
Telecommunications) phone used as a wireless microphone by the speaker and a
laptop (usually connected to a beamer) as a display is the best arrangement for
the Lecture mode. For the Face-to-face communication, tablets or smartphones
were the user equipment alternatives.

4 Performance Evaluation and User Experience

One of the key criteria impacting the quality of ASR is the choice of codec and
its related parameters. eScribe uses ASR provided by Newton Technologies [9].
Fig. 1 shows recognition success rates comparing various audio codecs at different
sample frequencies. The success rate was evaluated according to the methodology
described in [6]. Final results were obtained as an arithmeticmean of simple results
from a set of 13 utterances. The spectrum of utterances was not optimized in any
way, so the utterance set consisted of audio records including many disturbances
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Fig. 1. Recognition Success Rates for Several Codecs and Different Settings. Recog-
nition success rate of the original wav file, using a 44 kHz sample frequency at 8bit
coding, is used as reference. The results can be grouped around two success-rate levels.
The first group includes utterances with sample frequency higher than 8 kHz (quality
parameter higher than 4 in SPEEX codec). Success rates of this group vary at about 60
%. The second group is characterized by success rates of around 50 %. Unfortunately,
the common sample frequency for telecommunication audio signals is 8 kHz, which
provides perceptibly worse performance than in the case of the other group.

such as background noise, voices, unintelligible parts etc., just as in ordinary ev-
eryday speech. In our scenario, the performance of ASR was quite independent of
the general type of audio codec, but considerable improvement can be reached by
using a wideband codec such as SPEEX or G.722 in VoIP telephony or AMR-WB
in mobile telephony. Other methods to enhance results of the recognition process
exist, e.g. text correctors or trained shadow speakers [4]. Nevertheless, the role of
human transcribers is essential for a number of real-life situations where the accu-
racy of sentence understanding does play a crucial role in the life of an individual,
such as at courts of law. Although eScribe was developed as a prototype and a
proof of concept, we have arranged several events, where eScribe provided speech
transcription to hearing impaired people. In the Lecture mode, several lectures at
CTU were transcribed. Also CUD uses eScribe at their conferences or meetings.
Using eScribe in the Face-to-face mode was firstly demonstrated in February 2012
in a cafe at Vodafone headquarter in Prague and later at a Vodafone shop in com-
munication between a shop assistant and a hearing impaired client. [7]

5 Future Work

The limiting factors of today’s systems for speech transcription are lack of well-
educated transcribers or shadow speakers, and associated financial costs. Until
the ASR systems are able to reliably recognize colloquial language or speech in
noisy environment, the role of humans will remain irreplaceable. The boom of so-
cial networks brings a potential tool to attract transcribers. As demonstrator, we
aim to interconnect our cloud-based transcription solution with a crowdsourcing
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platform using gadgets built upon G-Talk, which can easily be integrated into so-
cial networks or webpages. The platform will support continuous improvement of
transcription capabilities by developing a learning database of transcribed texts.
Among the challenges to be addressed remain algorithmsmatching users to groups
of appropriate transcribers, techniques of collecting the transcribed data and of
creating colloquial dictionaries for ASR, anonymization algorithms for the tran-
scribed speech, and methods for real-time auctioning of transcriber services.

6 Conclusion

In this paper, we have presented a prototype of a ubiquitous real-time speech-
transcription service deployed in a cloud environment using both human tran-
scribers and ASR technology. The wide availability of access to this real-time
speech-transcription service will enable providing it to a much larger community
of hearing-impaired people. High usage is expected in face-to-face communica-
tion, where the service of a physically present transcriber (assistant) is difficult
to arrange from both financial and logistical point of view. The eScribe solution
has a huge potential to minimize communication barriers and to make cultural,
educational, social or other events more accessible to the hearing-impaired peo-
ple. We have also proposed to reduce the limitations of the current solution -
the shortage of well educated transcibers or shadow speakers - by crowdsourcing
these services within social networks. This approach would help popularize the
eScribe project and last but not least provide valuable scientific data for future
research and development in the area of assistive voice services.
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Abstract. This paper describes the development of a voice user interface (VUI) 
for Korean users with dysarthria. The development process, from target applica-
tion decisions to prototype system evaluation, focuses on improving the usabili-
ty of the interface by reflecting user needs. The first step of development is to 
decide target VUI application and its functions. 25 dysarthric participants (5 
middle school students and 20 adults) are asked to list the devices they want to 
use with a VUI interface and what purposes they would use VUI devices for. 
From this user study, SMS sending, web searching and voice dialing on mobile 
phones and tablet PCs are decided as the target application and its functions. 
The second step is to design the system of the target application in order to im-
prove usability. 120 people with dysarthria are asked to state the main problems 
of currently available VUI devices, and it is found that speech recognition fail-
ure (88%) is the main problem. This result indicates high speech recognition 
rate will improve usability. Therefore, to improve the recognition rate, an iso-
lated word recognition based system with a customizable command list and a 
built-in word prediction function is designed for the target VUI devices. The fi-
nal step is to develop and evaluate a prototype system. In this study, a prototype 
is developed for Apple iOS and Android platform devices, and then the system 
design is modified based on the evaluation results of 5 dysarthric evaluators.  

Keywords: VUI, Dysarthria, Usability. 
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1 Introduction 

As technology in the IT industry continues to advance, the types of IT devices incor-
porated into our daily lives are increasing. However, individuals with disabilities 
demonstrate difficulty using a majority of these devices. One of the reasons is that this 
group of users is not always well taken into consideration during the development 
phase of these devices. Even when a product is designed specifically for users with 
certain disabilities, it is not easy to satisfy all of the various needs as these users vary 
in their kind and severity of disabilities. 

People with dysarthria are one representative user group that face continuous 
struggles with IT device usage due to their physical limitations caused by neurologi-
cal deficits [1]. An interface that runs on speech recognition is proposed as a possible 
solution for improving usability among them [2], because it is not physically exhaust-
ing and not as time consuming as other alternatives. However, there are limitations 
with using commercial speech recognition systems targeting normal speech, because 
speech production problems associated with dysarthria results in speech recognition 
accuracy significantly lower than that of normal speech [2-5]. Therefore, when devel-
oping a voice user interface (VUI) for people with dysarthria, an emphasis should be 
placed not only on improving the recognition accuracy of dysarthric speech, but also 
on enhancing the usability of the application in order to satisfy user needs with the 
available speech recognition technology.  

This paper describes the development of a VUI for Koreans with dysarthria that 
runs on various products including smartphones and tablet PCs. This paper does not 
focus on improving the speech recognition accuracy itself, but on reflecting user re-
quirements and feedback into the VUI system design for improving usability. Various 
user studies have been conducted in each phase of the development process, and the 
results of systematic user-needs analyses have played a significant role in developing 
the VUI for people with dysarthria. 

2 The State of the Art in VUIs for People with Dysarthria 

Because of the low speech recognition accuracy of dysarthric speech, recent studies, 
well summarized in [6], focus mostly on improving the recognition accuracy, but not 
on the development of application systems. There are two recent studies that focus on 
the development of applications. Hamidi, et al. [7] describe the development of 
“CanSpeak”, a customizable speech interface which aims to run on various applica-
tions for people with dysarthria. CanSpeak uses a set of keywords, consisting of a 
small number of words that are produced easily for dysarthric users. The recognition 
accuracy is increased as a result. Hosom, et al. [8] describe the development of a 
speech recognition system that has word prediction functions. This approach is ex-
pected to reduce the number of trials required for recognition and to increase speech 
recognition accuracy. 

The two studies have significance in developing voice recognition application sys-
tems for dysarthric users with current technology resources. However, the studies did  
not conduct or reflect systematic user studies, which are essential for improving  
usability of systems.  
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Table 1. Research problem, survey questions and results, and reflections on the system 
development in each development phase 

Development 
Phase 

Main  
Research  
Problem 

Main User 
Survey  
Questions 

User Survey 
Results 

Results Reflected on 
System Development  

(1)  
Idea  
Generation  

and 

(2)  
Idea  
Screening 

What kind of 
VUI system 
should be 
developed in 
order to assist 
people with 
dysarthria? 

 Which devices do you 
hope to use with VUI? 

 What do you want to 
do with a device with 
VUI? 

 Mobile phones and 
PCs 

 Sending SMS and 
E-mail 

 Web searching 

 Voice dialing 

 Smartphones and tablet 
PCs as target platforms 

 SMS, Web searching, 
and voice dialing as 
target applications 

(3) 
Concept Devel-
opment 

How should a 
VUI system be 
designed in 
order to im-
prove usability 
for people with 
dysarthria? 

 What are the main 
problems of currently 
available VUI devices? 

 Speech recognition 
failure (88%) 

 Speech adaptation 
takes a long time and 
devices are not 
portable (10%) 

 Individual alphabets 
should be recognized 
upon the production of a 
customizable command 
word correlated with a 
certain alphabet 

 Provide word/sentence 
prediction functions to 
reduce the number of 
utterances and trials. 

 The system should be in 
a mobile/portable device 
application form for 
portability 

(4)  
Prototype 
Development 
and Evaluation 

What should be 
provided in the 
prototype VUI 
system? 

 Which words do you 
prefer to use as com-
mands for a VUI 
system? 

 How often would you 
use a VUI system over 
another alternative 
interface? 

 Which function needs 
most improvement in 
currently available VUI 
systems? 

 Word list consisting 
of words that are 
frequently used by 
each user 

 Mostly and Often 
(80%) 

 Rarely and Never 
(20%) 

 Reducing the 
number of utterance 
trials 

 Provide a default 
command word list with 
a customization function 
so the default command 
word list can be adjusted 
upon request 

 Develop a new key-
board type to reduce the 
number of utterance trials 

3.2 Concept Development 

After determining the target platforms, a research on detailed methods of voice user 
interface design which aims to improve usability is performed. In this step of the de-
velopmental process, 120 people with dysarthria are asked about the problems of 
existing voice recognition interface systems. 20% of the people have experience using 
VUI and most of them (88%) report that speech recognition failure is the main prob-
lem. Based on this result, isolated word recognition based voice interface is chosen as 
it usually outperforms continuous speech recognition based systems. Customizable 
command list based recognition for identifying individual alphabets is also considered 
as an effective way of dealing with speech variance among users with dysarthria. 
Word prediction system is also chosen to be applied to the system, since the method is 
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Table 2. Prototype system information and performance 

Application Devices and S/W Information

(Apple) 
iPhone4  
iPad 

Developed as App available from Apple App Store
-APPLE iPhone4/iPad optimized GUI  
-iOS 4.3.2 , C++ based VUI  
-iOS 4.3.2 based speech recognizer optimization  

(Samsung) 
Galaxy S 
Galaxy Tab  

-Developed as App for mobile platform available from Android Market 
-Available on most Android smart mobile and tablet PC platforms including 
SAMSUNG Galaxy S and Galaxy Tab 
-Android OS 2.2 Froyo , Java based VUI  
-Android OS 2.2 Froyo based speech recognizer optimization  

System Performance 

Speech Recognition Rate 

Severity 
level 

Number 
of 

subjects 

Number
of 

words 
SNR 

Word Accuracy 
(%) 

Mild 33
100 20dB 

72.64 
Moderate 49 51.29 
Severe 18 38.33 

Real Time Factor(RTF) 
Normal Speech 0.1~0.3
Dysarthric Speech 0.2~0.35

revealed to be an efficient way for speech recognition as shown in [8]. Additionally, for 
portability of the system, we decide to develop the system in the form of a mo-
bile/portable device application that users can easily download to their portable devices. 

3.3 Prototype Development and Evaluation 

System Information. The Prototype system is developed for four application devices 
based on Apple iOS (iPhone4, iPad) and Android platform (Galaxy S, Galaxy Tab). 
The detailed information of the prototype software and the speech recognition effi-
ciency is shown in Table 2. 

System Image. The developed system concept is reflected to the prototype design as 
shown in Figure 2. This image is the first version of a prototype application layout for 
VUI SMS sending. Users can enter speech recognition mode by touching the touch 
area. This area is relatively larger than other areas considering motion difficulties of 
people with dysarthria. The default command word list for each target letter, located 
on the left side, is developed based on the preference words of 120 target users. The 
command list can be replaced with other user-friendly words by selecting the “set-
ting” key on the bottom of the application screen. Other function keys (to keyboard, 
remove all, switching target letters, and sending SMS) are also located on the bottom. 
The touch-activated keyboard is also accessible for those users with normal motor 
abilities. 

Prototype Evaluation and Modification. The initial prototype system is evaluated by a 
focus group of five people with dysarthria. Users are asked to perform several tasks 
using the system, and then to report the difficulties with using the system. Four of 
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them state they are willing to use the system in their everyday life, but all five users 
indicate that too many trials are required for the system to recognize a target phrase 
despite the word prediction function. That might be a result of the word prediction 
system’s performance as it is still being developed. The number of trials can be re-
duced by modifying the keyboard structure. The participants are not satisfied with the 
way that the command list is shown in the prototype system because there are too 
many words on the command list, making it difficult when searching for commands. 

Based on the prototype evaluation, the prototype is modified by integrating com-
mand list into the keyboard. Figure 3 shows the modified keyboard. The keyboard 
includes the three main elements of Korean alphabet (initial consonant, vowel, final 
consonant), in accordance with Korean orthography; consonant-vowel (CV) and con-
sonant-vowel-consonant (CVC). The keyboard is transformed automatically accord-
ing to Korean orthography, so users can complete their words without having to 
change the layout themselves. With this keyboard, diphthongs and consonant clusters 
can be recognized with a single utterance, reducing speaking trials. Having three dif-
ferent types of keyboards can reduce the number of words included in the command 
list. Consequently, users can find target commands more quickly and remember these 
commands better than in the previous version because fewer commands are displayed 
on each keyboard. Additionally, the keyboard is also activated by touch, for those 
with normal motor abilities. 

The third version prototype is currently under development. The voice-activated 
keyboard in this version functions not only in SMS sending environments but in all 
keyboard-requiring situations in the target devices (smartphones and tablet PCs). Fig-
ure 4 shows images of the third prototype version. 

 

Fig. 2. The image of the first prototype system’s SMS sending layout 
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Fig. 3. The second version prototype image of SMS sending: Automatic transformation of the 
keyboard including specific commands in accordance with Korean orthography 

 

Fig. 4. The third version prototype image of SMS sending 
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4 Conclusion  

This paper describes the development of a smartphone/tablet PC voice user interface 
designed to improve usability and accessibility for users with dysarthria. The contri-
butions of this paper are: this is one of the few cases of voice user interface system 
development optimizing present technology resources, and each developmental phase 
is heavily influenced by results of various target user studies. We also note that, be-
fore this work, there has been no effort to develop a VUI for Korean speakers with 
dysarthria. 

Evaluation and modification of the prototype VUI described in this paper will con-
tinue in order to improve usability of the system. Future studies will also focus on 
applying this system into other assistive devices in order to accomplish the final pur-
pose of this work: commercialized VUI software that can be used on various assistive 
devices. 
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recognition system individually customized for disabled persons with dysarthria) 

References 

1. Darley, F.L., Aronson, A.E., Brown, J.R.: Differential diagnostic patterns of dysarthria. 
Journal of Speech and Hearing Research 12, 246–269 (1969) 

2. Kotler, A., Thomas-Stonell, N.: Effects of speech training on the accuracy of speech recog-
nition for an individual with a speech impairment. Augmentative and Alternative Commu-
nication 13, 71–80 (1997) 

3. Hux, K., Rankin-Erickson, J., Manasse, N., Lauritzen, E.: Accuracy of three speech recogni-
tion systems: Case study of dysarthric speech. Augmentative and Alternative Communica-
tion 16(3), 186–196 (2000) 

4. Rosen, K., Yamplosky, S.: Automatic speech recognition and a review of its functioning 
with dysarthric speech. Augmentative and Alternative Communication 16(1), 48–60 (2000) 

5. Blaney, B., Wilson, J.: Acoustic variability in dysarthria and computer speech recognition. 
Clinical Linguistics & Phonetics 14, 307–327 (2000) 

6. Rudzicz, F.: Production knowledge in the recognition of dysarthric speech. Doctoral disser-
tation, Department of Computer Science of University of Toronto (2011), retrieved,  
http://www.cs.toronto.edu/~frank/Download/Papers/ 

7. Hamidi, F., Baljko, M., Livingston, N., Spalteholz, L.: CanSpeak: a Customizable Speech 
Interface for People with Dysarthric Speech. In: Miesenberger, K., Klaus, J., Zagler, W., 
Karshmer, A. (eds.) ICCHP 2010. LNCS, vol. 6179, pp. 605–612. Springer, Heidelberg 
(2010) 

8. Hosom, J.P., Jakobs, T., Baker, A., Fager, S.: Automatic speech recognition for assistive 
writing in speech supplemented word prediction. In: Proceedings of Interspeech 2010,  
pp. 2674–2677 (2010) 



K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 125–132, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Wearable Range-Vibrotactile Field: 
Design and Evaluation 

Frank G. Palmer1, Zhigang Zhu1, and Tony Ro2 

1 City College Visual Computing Laboratory 
2 Department of Psychology, 

Grove School of Engineering, City College of New York, 
138th Street at Convent Avenue, New York, NY 10031 
{fpalmer00,zzhu,tro}@ccny.cuny.edu 

Abstract. Touch is one of the most natural methods of navigation available to 
the blind. In this paper, we propose a method to enhance a person's use of touch 
by placing range sensors coupled with vibrators throughout their body. This 
would allow them to be able to feel objects and obstacles in close proximity to 
them, without having to physically touch them. In order to make effective use 
of this vibrotactile approach, it is necessary to discern the perceptual abilities of 
a person wearing small vibrators on different parts of their body. To do this, we 
designed a shirt with small vibrators placed on the wrists, elbows, and shoul-
ders, and ran an efficient staircase PEST algorithm to determine their sensitivi-
ties on those parts of their body. 

1 Introduction 

Blindness is a disability that affects millions of people throughout the world. Accord-
ing to the World Health Organization, there are 285 million people who are visually 
impaired worldwide [1]. Performing normal navigational tasks in the modern world 
can be a burdensome task for them. In this paper, we introduce a wearable range-
vibrotactile field approach that can be useful for aiding in blind navigation. In addi-
tion, we wish to further develop a theory of optimal use of range-field navigation to 
aid in the development of both alternative perception for the blind and non-visual 
sensors for robots, which have the promise of being cheaper, easier, and more effi-
cient to develop than those that rely on some forms of computer vision. 

The paper is organized as the following. Section 2 discusses related work and some 
background information. In Section 3, we present our approach in both design and 
evaluation. Section 4 provides some experimental results. Finally we conclude our 
work and discuss potential implications and applications in Section 5. 

2 Background and the State of the Art 

One of our collaborating consultants is equipped with an Argus II from Second Sight 
[2], a retinal prosthesis for patients blinded from outer retinal degenerations.  
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The Argus II provides a novel opportunity to understand various kinds of alternative 
perception for the blind. The device consists of a tiny camera and transmitter that are 
mounted in eyeglasses, as well as an implanted receiver and an electrode-studded 
array (6x10) that is secured to the retina with a microtack that is the size of the width 
of a human hair. With assistance from Lighthouse International, our consultant reports 
that implanted perception is improving: she could see motion (cars driving by) when 
she is stationary, black and white patterns, but trees and poles appear the same.  What 
she wants most are (1) depth, (2) information about when people are approaching, (3) 
higher contrast, and (4) color perception, all of which cannot be easily provided by 
the Argus II system.  

A recently-blind student in our lab reports the necessity of two important characte-
ristics from navigational aid devices: (1) easy, intuitive use and (2) minimal interfe-
rence with the other senses. This student uses a white cane and a dog as primary  
navigational aids. He says that the main benefit of those aids is that they are very easy 
to understand and use. They have a minimal learning curve and provide easily unders-
tood cues to understanding the spatial environment. However, he says that the white 
cane and the dog also require a large commitment of mental and physical resources 
that decrease the attractiveness of their use. The white cane requires sweeping of the 
area in front of its user, while the dog requires nudges and commands to go to the 
right place. 

The blind student has also tried the Brainport system [3], a tongue-based device 
that conveys information regarding the presence of light and dark areas in front of the 
user through an electrode array pressed against the tongue. A camera worn on the 
user’s forehead scans the area in front of him/her and translates the resulting light and 
dark pixels into voltages across electrodes on the user's tongue. The advantages of this 
device are: it conveys a large amount of information by virtue of the fact that its input 
is taken from a camera and translated into a matrix of corresponding "pixels", without 
any surgery as in [2]. It also doesn't occupy the user’s arms or hands, instead using 
their mouth, which isn't used for spatial navigation. However, this student has pointed 
out that there are a number of drawbacks to using the Brainport. For one, having the 
device in his mouth at all times is inconvenient, especially since he sometimes needs 
to talk to people and give commands to his dog. He has also found that images of 
light and dark shadows in the real world are difficult to correlate with tongue stimuli, 
thus producing a steep learning curve, and that the constant stimulus to the tongue can 
produce an acrid taste in the mouth. 

Other devices have been developed, such as the one developed at AIC [4]. The 
AIC device uses a camera to create a depth map of the area in front of the user, which 
is then translated into a series of sounds that can be interpreted by the user to under-
stand the world in front of them. Another device has been developed by EPFL [5]. 
This device uses an array of sonar sensors mounted on the chest to convey spatial 
information to an array of vibrators also mounted on the chest. A similar device was 
developed at the University of Toronto [12], which consisted of a Microsoft Kinect 
mounted on a helmet that relayed information about distances of objects in its field of 
view to vibrators surrounding the face. 
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All of these devices suffer from a number of problems, which we will try to ad-
dress. Some problems include steep learning curves, overloading of the senses, inter-
ference with other functions, and the need for surgery. As mentioned, the Brainport 
interferes with the user's ability to speak and can leave an acrid taste in the mouth, 
making it difficult to use for long periods of time. It is also difficult for users to learn 
to use their tongue for spatial navigation. The AIC device suffers from similar set-
backs: one can imagine that the constant barrage of new sounds can become annoying 
to the wearer and those around them, making it difficult to communicate and to hear 
other important sounds in the environment. Also, training the user to interpret sounds 
for spatial navigation could require significant mental effort. The EPFL and Universi-
ty of Toronto devices both possess a less intrusive method of conveying spatial in-
formation, but this information is limited and also not intuitive to interpret. 

There is currently much interest in using haptic vibrational feedback as a means of 
helping people perform tasks that require spatial and temporal acuity. There have 
been many investigations of the prospect of using an array of vibrators to provide a 
novel means of increasing the bandwidth of information available to the wearer. This 
was investigated in [8], where a rugged vibrotactile suit was designed to aid soldiers 
performing combat-related tasks. In addition, arrays of vibrotactile stimulators have 
been paired with optical motion tracking systems [11] and inertial measurement units 
[10] to aid in teaching people new motor-learning tasks and facilitate their recovery in 
physical therapy. This combination has been shown to provide a noticeable improve-
ment in the ease and speed of the wearer’s ability to learn a new task. In addition, the 
tactile detection abilities of people wearing many of the same kinds of vibrators we 
are using were investigated in [9]. 

While it is clear that the idea of using spatially oriented vibrotactile feedback is not 
new, none of these devices convey range information with respect to objects that are 
orthogonal to the skin of the wearer at the point of vibration. Furthermore a systemat-
ic approach to optimize the number of sensor- vibrator pairs and their locations is 
missing. The novel design and evaluation method of using full-body range-
vibrotactile field is the contribution of this paper. 

3 Our Approach: Design and Testing 

With the design of our device, we hope to address most, if not all of these concerns. 
One of the most intuitive forms of navigation used by anyone who is blind is his/her 
sense of touch. We seek to enhance a blind wearer's use of touch by allowing them to 
"feel" with their skin the spatial environment around them. Our non-visual sensor 
network consists of very cheap (~$10 a pair) IR range-vibrotactile pairs and sonar-
vibrotactile pairs that are worn on the whole body, using vibrotactile transducing for 
direct range sensing and obstacle detection. Range information around the whole-
body will be created so that the user can use the vibration “display” on different body 
parts to directly feel the range perpendicular to the surface of that part to plan his/her 
route and avoid obstacles. We have successfully developed small prototypes, for ex-
ample, hand sensor-display pairs for reaching, arm and leg sensor sets for obstacle 
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avoidance, and a foot sensor set for stair detection. Figure 1 shows an early prototype 
of the arm sensor-vibrotactile sets tested in the lab and inside a building. An initial 
testing with a blind individual indicated that she liked the small device since it is 
light, direct and can be used without any need to learn. 

(a)  (b)  

Fig. 1. Early prototype for the arm sensor-vibrotactile sets. (a) Two sets on two arms of one of 
the authors, each having three pairs of sensors. (b) One set of sensor-vibrotactile pairs tested by 
our consultant, a visually impaired person.  

Our work has the following four major objectives:  

1. Designing modular interchangeable sensor/vibrator pairs for use and wearability;  
2. Designing comfortable and effective clothing for carrying sensor/vibrator pairs;  
3. Designing circuitry for testing and controlling sensor/vibrator pairs; and  
4. Designing software for testing vibratory sensitivity of different body parts.  

The methodology is quick prototyping using Arduino and Java with a variety of sen-
sors and vibrators placed in different configurations on the body. We imagine the 
sensation will be similar to having a "range field" around the wearer, causing sensa-
tion whenever a part of their body is near a wall or obstacle. By using parts of the 
body which are normally covered up by clothes, we also hope to minimize potential 
interference to senses that could be used for other tasks.  

Our prototype for design and testing of a practical range-vibrotactile field will con-
sist of an array of different kinds of vibrators and sensors, wires for interconnecting 
them, clothing for housing them on different parts of the body, and control electronics 
for controlling them. The evaluation experiments will run in three available modes.  

In the first set of experiments, just the vibrators will be activated one at a time in 
order to find "thresholds" of perception for different vibrators on different parts of the 
body. In the second set of experiments, all or subsets of the vibrators are activated all 
at the same time in conjunction with input from virtual sensors as the wearer  
navigates a virtual environment. In the third set of experiments, the vibrators are con-
nected to input from corresponding sensors as the wearer navigates a real environ-
ment. At the time of writing this paper, we have mainly performed the first set of 
experiments, which will be described in Section 4. 
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4 Experimental Results 

We conducted the first experiment with vibrators individually activated to discern the 
sensitivities of various parts on the body where we thought placing range-based vibro-
tactile sensors would be most useful. In the first stage, we tested six locations. These 
were the elbows, shoulders, and wrists. Each of them is connected to a corresponding 
IR distance sensor, using pockets sewn into a specially designed shirt (Figure 2). This 
will allow the user to perceive a "force field" around their arms. In the next stage we 
will test other parts of the body, such as the legs, waist, chest, back, etc. The vibrators 
will be controlled through a transistor connected to the output from an Arduino mi-
crocontroller. The microcontroller will output a pulsed width modulation signal, 
which will take advantage of the inductive nature of the vibrators in order to average 
the pulses into a corresponding equivalent voltage as seen by the vibrator.  
 

(a)  (b)  

Fig. 2. Design and testing the wearable vibrotactile field. (a). A subject wearing the specially 
designed shirt. (b) The Arduino microcontroller.  

 

Fig. 3. A user interface for the PEST approach 

At the moment, we have completed our design of the prototype shirt with six vibra-
tors to be worn by the user, and an algorithm based on the PEST approach [6] for 
finding intensity discrimination thresholds on different parts of the body of a given 
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user. Figure 3 shows a user interface for the PEST approach. The PEST algorithm 
presents the user with two vibrations of increasing similarity, until the user indicates 
that they feel the same. The PEST algorithm operates in a manner similar to binary 
search. 

Approximately 45 minutes were required to discern the thresholds for all six loca-
tions that we were testing. Further work is in progress to improve the speed with 
which the algorithm converges to find a given discrimination threshold. We hope to 
cut the time down to a minute or two for each location so that we could perform full 
body vibration sensitivity evaluation in a reasonable amount of time, for example, 
within an hour for 100 locations. 

 

Fig. 4. Vibrotactile thresholds of six locations for four human subjects. Four different colors 
(green, blue, pink and black) correspond to four different human participants. The vertical axes 
are the voltages of vibration strengths, quantized from 0 to 255. 

Table 1. Averages of vibrotactile thresholds on six arm locations (Length of intervals as 
quantized on a 0 -255 scale) 

 Left 
Wrist 

Left 
Elbow 

Left 
Shoulder 

Right 
Shoulder 

Right 
Elbow 

Right 
Wrist 

Average 
Interval 
Length 

 
62.86 

 
58.67 

 
62.86 

 
73.33 

 
80.0 

 
73.33 

Average 
Number of 
Thresholds 

 
4.5 

 
4.75 

 
4.5 

 
4 

 
3.75 

 
4 

We have performed experiments with six human subjects. Figure 4 shows the ex-
perimental results of the discerning thresholds with four of the six human subjects, 
whose data were completely collected for our purpose. In the figure, for each location, 
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each column of color dots represents the threshold locations for each person. The 
average interval distance and the average number of thresholds for each location 
along the arms are shown in Table 1. These results show: 

1. Similarity and differences across locations. We found that on average, the sensi-
tivity of various locations of human arms is very similar. In our experiment, human 
arms can discern about 3-4 levels of vibration whose voltage is from 0 to 5 Volts. 
However we found that the left arms are more sensitive to vibration than the right 
arms. This might be due to the sensor setup, the real discerning power of humans, 
or the combination of both. More experiments are needed to verify this difference, 
but if this laterality effect is real, it may be related to handedness as all of our sub-
jects were right-handed and may therefore be less sensitive to somatosensory input 
on their more frequently used arm. 

2. Similarity and differences among human subjects. We have found that the range of 
thresholds of the four participants varies from 3 to 6. However on average, the 
number is about 4. 

Statistical tests of the experimental results will be conducted after more participants 
are test. However, these preliminary results indicate that three to four different dis-
tance ranges can be conveyed to users through vibration. Adding no vibration for a 
safe range, this would be sufficient to inform a user about ranges that are safe, far, 
medium, close, and very close, so that the user can respond accordingly.  

Once we have systematically established an average threshold number and value 
for each body part, we will switch our attention to the second set of experiments in 
testing the design using a virtual reality based approach similar to [7], followed by 
connecting the sensors to the vibrators and testing the device in a real environment 
(the third set of experiments). All the while we will continue testing different kinds of 
vibrators and sensors to find the optimal combination of each. 

5 Conclusion 

Anyone who closes their eyes and tries to navigate their way around a room can attest 
to how quickly they begin to feel their way around, reaching out with their hands and 
arms, as their primary means of determining where they are. By allowing a person to 
feel their environment without touching it, we allow them to essentially “see” with 
their body. This paper describes the concept of a full-body wearable range-
vibrotactile field approach for achieving this goal. As a first step, the experiments to 
determine the vibrotactile discrimination thresholds of perception on different parts of 
the body have moved us closer to creating this novel form of spatial navigation.  
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Abstract. The system supporting speech perception during the classes is pre-
sented in the paper. The system is a combination of portable device, which 
enables real-time speech stretching, with the workstation designed in order to 
perform hearing tests. System was designed to help children suffering from 
Central Auditory Processing Disorders.  

Keywords: special education needs, Central Auditory Processing Disorders, 
time-scale modification. 

1 Introduction 

Children with special education needs (SEN) provide a large group of pupils. In  
Europe, the number of children with SEN can be estimated to be about 4% [1]. 
Hence, the development of effective methods for helping them to reduce any inequi-
ties becomes a priority task. At the Multimedia Systems Department of the Gdansk 
University of Technology, research devoted to the problem of helping people, espe-
cially children, with various types of hearing disorders, has been carried out for many 
years [2], [3]. However, it appears that in addition to well-known problems associated 
with hearing loss, many children suffer from impaired perception related to the Cen-
tral Auditory Processing Disorders (CAPD). As a result, children belonging to this 
group are not able to understand speech being articulated too fast for them. The prob-
lem arises in degraded listening conditions e.g. in noisy, reverberant rooms like class-
rooms. In case of hearing problems presence correlated with the CAPD, it was shown 
that the speech intelligibility could be improved by the usage of time scale modifica-
tion (TSM) of speech signal (i.e. time-expansion). One of the main challenges in this 
context is the development of algorithms capable to operate in real-time. Such algo-
rithms were implemented in the developed system. The engineered system consists of 
two basic modules: PC application, which allows for performing hearing tests and 
training, as well as a portable device that stretches speech signal in real-time. 

2 Pre-existing Solutions 

One of the most widely known methods devoted to the speech perception improve-
ment is the FM system [1]. It is composed of a wireless microphone worn by the 
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teacher and a signal receiver with headphones, which is used by the child. The pur-
pose of the system is to increase the signal to noise ratio (SNR) by eliminating of the 
classroom acoustical field influence. Less known approaches are those presented by 
Nakamura [5] and Nejime [6]. Both methods are based on the assumption that it is 
significant to adjust not only the SNR of the received speech, but also its speed. As a 
solution they designed devices performing the time scale modification (TSM) of 
speech signal in the real-time. Nakamura had proposed to combine their device with 
the TV set. That solution is dedicated to stretching speech signal for the person watch-
ing TV. Nejime’s system was designed as a small device stretching the signal cap-
tured by the microphone and reproducing it through headphones. The microphone 
was wired to the device, so the captured speech was distorted by the reverberation of 
the room. A user had to specify the moments when speech should be modified. 

3 Proposed Solution 

3.1 Overview 

In Fig. 1 general diagram of the proposed system was presented. The system is super-
vised by the multimedia application. The software was designed in order to: perform 
diagnosis of hearing disorders, prepare and manage auditory training, configure and 
interact with the portable device. 

 

Fig. 1. General diagram of the system 

Before the first usage of the system, every user has to perform hearing tests. As a 
result, hearing characteristics of the pupil are obtained. In the next step, all collected 
parameters are sent to a portable device. The key assumption is that the child could 
use the device during all lessons. To acquire signal without additional noise and re-
verberation, the teacher has to use a wireless microphone transmitting speech signal to 
the device. The device processes (in a real-time) speech signal according to the 
child’s needs. As a result, the child could participate in classes with normal hearing 
children. All lessons could be recorded in order to listen to them at home using a PC 
computer. 
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A vital functionality of the PC application is hearing training. It can be conducted 
using practically any sounds stored on the computer, including material recorded at 
school.  

3.2 Mobile Device 

As a mobile device typical smartphone was used. The device receives (by the Blu-
etooth) speech captured by the teacher’s microphone and reproduces stretched speech 
through child’s headphones. The time-scale modification of speech signal is per-
formed by the usage of the dedicated stretching algorithm developed by the authors of 
this paper [6].  

3.3 Workstation 

In the PC application two types of hearing diagnosis methods were implemented: 
peripheral auditory system tests and central auditory system tests. The first group of 
tests includes air conduction tonal audiometer and loudness scaling test. The second 
group includes: dichotic digits test (DDT), duration pattern sequence test (DPST), 
pitch pattern sequence test (PPST), random gap detection (RGD) and distorted speech 
perception test. Based on the results of the diagnostic application will calculate the 
adequate hearing aid dynamic characteristic, which should compensate the hearing 
impairment  (compression curves - virtual hearing aid) and to appoint the initial slow 
rate of speech, in the case of central hearing problems. 

An important function is preparing and performing of hearing training. With this 
application the user (pupil) will be able to systematically carry out various types of 
auditory system trainings. The application will have all the data that are needed for 
this type of training. In addition to the predefined sets of training signals, such as pre-
recorded words, phrases, expressions, sentences, the application will also be able to 
process the recorded  lessons. The computer application gives also opportunity to 
track the progress of the pupil, which in turn will facilitate the proper control of the 
training process. 

4 Target Group 

The preliminary tests of the designed TSM algorithm had shown that the main im-
provement in the speech intelligibility could be achieved by the group of children 
with the low hearing resolution threshold. This threshold was measured using TCT50 
value (50% Time-Compressed speech Threshold). TCT50 value was obtained during 
the time compressed speech test. It defines the threshold for which person could un-
derstand 50% of the words in a typical sentence [8]. In our research we have found 
that speech intelligibility was improved for the children with the TCT50 lower than 
6 [vowels/s]. The average rate of the input speech was equal to 7.57 [vowels/s] and 
the average improvement in speech intelligibility tests, was equal to 20 %. 
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5 Conclusions 

It is expected that the proposed system could reduce difficulties during the lessons. 
Consequently, children’s social isolation may decrease and their school results might 
be improved. The tests of the whole developed system will be continued in the future. 
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Abstract. Applied Behavior Analysis (ABA) is a scientific method for model-
ling human behavior, successfully applied in the context of educating autistic 
subjects. ABA’s scientific approach relies on recording measurable data derived 
from the execution of structured programs. In this paper we describe an applica-
tion designed to support the work of ABA tutors with autistic subjects. Specifi-
cally, we describe an Android application for gathering data from ABA sessions 
with a patient and sharing information among his/her ABA team. Tablets allow 
mobility and ease of interaction, enabling efficient data collection and 
processing, and automating tasks previously carried out by recording notes on 
paper. However, reduced screen size poses challenges for user interface design. 

Keywords: Autism, ABA, mobile, android, data recording. 

1 Introduction 

Applied Behavior Analysis (ABA) is a scientific method for modelling human behav-
ior, successfully applied in several contexts, including work safety and education. It is 
currently adopted for effective educational training, especially with autistic children. 
The ABA intervention consists of a sequence of programs and trials of increasing 
difficulty. ABA’s scientific approach relies on measurable data and programs, so data 
related to each trial are recorded on a paper form in order to monitor and assess each 
subject’s progress in the intervention.  

ABA methodology is based on Augmentative and Alternative Communication 
(AAC) and Discrete Trial Training (DTT). AAC provides an alternative method for 
communicating (usually by images or gestures) used in treating learning disabilities 
and neurological pathologies [1]. DTT is used for teaching and fixing concepts in 
subjects with learning disabilities. It consists of trials of increasing difficulty, repeated 
several times, according to the subject’s needs. Basic ABA programs operate using 
articles of common categories (colors, shapes, numbers, food, vehicles, clothes, etc.) 
according to the following sequence:  

• Matching: 1) image with image; 2) word with word; 3) image with word; 4) word 
with image 
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• Receptive: 1) image 2) word  
• Expressive: 1) image.  

Each program is executed according to DTT. An article is considered mastered after 
the correct independent execution of the following learning sequence of trials:  

1. Mass Trial (MT): basic trial ensuring subject’s success  
2. Distracter phase: first a neutral (of different category, size, color, etc.) distracter is 

added to the item on acquisition (MT+Dn); next the same trial is executed with two 
neutral distracters (MT+2 Dn). Then a non-neutral distracter (MT+D) and next two 
non-neutral ones (MT+2D) are introduced in the trial 

3. Extended Trial (ET): a choice of three items, two previously mastered and the third 
on acquisition 

4. Random Rotations (RR) of three learned (mastered) items.  

Usually a subject moves on to the next program when 80% of articles in the category 
are mastered. Different types of prompts can be provided to a subject to help him/her 
to successfully complete the trial (avoiding mistakes), as required by the ABA error-
less principle. The generalization process consists in proposing new ways to acquire 
each mastered item, for instance changing the stimulus (e.g. image color), the position 
of the article (e.g. bringing it closer) and/or the discriminative stimulus (e.g. the direc-
tive). The autistic subjects involved in our study are children between 2 and 10 years 
old. An example of trial data collected by tutors is shown in Fig. 1. FP indicates the 
use of a full prompt to help the child, PP a partial prompt. 
 

Program: matching image/image 
Article: Red 
SD:  
Level: 

 Combine 
MT  MT+ND  MT+2ND  
MT+D  MT+2D  ET  RR 

N.  Prompt  
Type %  

Rein-
forcement 

Notes 

1 FP 100% 3-D book  
2 PP 80% 
3 PP 50% 
4 PP 20% 
5 PP 20% 
6 0% 
... ... 

Messages:  

Fig. 1. Paper form for recording trial data 

The ABA approach requires different tutors to rotate for didactic sessions with the 
same child (another kind of generalization, necessary for testing the learning), so 
considerable time is spent by the ABA team (usually 1 consultant, 1 senior tutor, 2-3 
tutors, and child’s parents) on exchanging information on executed programs and 
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trials. In a 3-hour session, at least 10 minutes are spent reading comments of previous 
tutors and 20 minutes writing comments on the on-going session. Furthermore,  
copying data of each session in an Excel file to analyze the subject’s progress is time-
consuming and prone to error. The proposed application, moving from paper to elec-
tronic data, optimizes tutors’ time by allowing rapid access to previous ABA data, 
providing better time scheduling for the child’s caregivers (tutors, teachers, parents). 

In this paper we describe the design of an Android application for supporting tutors 
in data collection from ABA sessions. The targets of our application are ABA tutors 
and people involved in the child’s education (e.g., parents, teachers). A touch-screen 
mobile device facilitates data collection and offers simple interaction, while enabling 
efficient data processing; however, reduced screen size poses challenges for user in-
terface (UI) design and usability, as discussed in the following. The paper is organ-
ized into four sections. After this introduction, related work in the field is briefly de-
scribed. Next, the focus moves to the design and implementation of the application. 
Last, the paper ends with conclusions and future work.  

2 Related Work  

Recent studies have confirmed the efficacy of educational therapy delivered by elec-
tronic devices for autistic children. Specifically, mobile devices are an emerging field 
in Augmentative and Alternative Communication research. Although many digital 
products are available for AAC (e.g., GoTalk, Tango, Dynavox, Activity Pad) they 
are expensive and not very usable or flexible: training is required for set-up and cus-
tomization, making it difficult for parents to use it at home [2]. The use of a mobile 
platform can offer many advantages: lower cost, greater flexibility, simpler and faster 
customization, smaller size enabling ubiquity, and a familiar environment (mostly cell 
phone) for the children.  

Pervasive technologies are also investigated for monitoring the subject’s behavior. 
To enhance the social skills and abilities of persons with ASD, Kaliouby and Good-
win built a suite of wearable technologies (cameras, microphones, sensors) for captur-
ing, analyzing, and sharing (via wireless network) their social-emotional interactions, 
in a fun and engaging way [3].  

A large branch of research on autism is devoted to providing usable tools to assist 
tutors during therapy sessions and to analyze related data. Several researchers have 
based their studies and software development on participatory design (Kientz et al., 
2007), [2], [4]. Kientz et al. designed and developed two systems for facilitating effi-
cient child monitoring (both progress and behavior): 1) Abaris, the supporting team 
executing Discrete Trial Training therapy, building indices into videos of therapy 
sessions and allowing easy data search; 2) CareLog, for collecting and analyzing be-
havioral data (“problem behaviors”). Furthermore sensors were used to monitor 
stimming behavior (self-stimulatory movements) in order to understand the cause of 
an uncomfortable situation [5]. However, few details are available concerning the 
software design and implementation; specific software (SW) is proprietary while 
research prototypes are not publicly and freely available, so paper forms are still 
widespread. 
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Concerning DTT, Tarbox et al. compared a commercial software program for re-
cording the outcome of discrete trials (mTrial) and other subject behavior data on a 
personal data assistant (PDA) with traditional pen-and-paper data recording systems, 
both in terms of the accuracy of gathered data and therapist efficiency in filling out 
paper or electronic forms by means of a stylus. Results showed equal data accuracy 
for both formats but traditional data collection was faster [6]. However the rapidity of 
filling out data mainly depends on the software user interfaces and also on the subjec-
tive ability and rapidity of the therapist to type data. Today modern tablets and smart 
phones favor data entry efficiency allowing natural interaction with touch screen in-
terfaces via fingers: drag and drop, taps and gestures. In the proposed application, 
trial-related data are rapidly inserted in the user interfaces using different gestures for 
signaling prompted or independent trials. Furthermore, the availability of electronic 
data stored in a database makes their processing faster and easier. 

3 The Application 

From the beginning of the project, the design of the application has involved senior 
ABA tutors and psychologists, according to participatory design principles. All mem-
bers of the design team have participated in ABA sessions with autistic children in 
order to observe and better understand the natural environment where the application 
has to run. With this aim, the original data collected was also optimized, integrating 
new parameters related to the child (e.g., non-collaboration on the part of the child or 
problem behavior) or set-up errors (tutor error) that can be useful for co-relating data 
collected from the ABA sessions with the child antecedent or consequent behaviours.  

As previously described, ABA sessions can take place in various environments 
such as the child’s home, school, hospital or other places (e.g., association headquar-
ters). For this reason, portable and ubiquitous solutions are needed, considering that 
the success of ABA intervention relies on its regular and frequent execution. 

We selected the Android operating system, which is open source and offers the ad-
vantage of Android’s developer community that contributes to improving its func-
tionalities. For deploying the application, we used a Tablet device with Android 3.0 
O.S. (Honey Comb, optimized for Tablets) with display WXGA (1280x 800 pixels; 
150 pixels/inch), HD 720p touch screen and excellent processing capability (memory 
up to 32 GB on board and Processor speed: 1GHz Dual Core). The application is 
optimized to run with functionalities specifically designed for tablets. The recently 
released Android version 4.0 brings together smart phone and tablet features, allowing 
the SW tools to run even on cell phones with a few adjustments for adapting the vis-
ual rendering to a smaller screen (including reducing the amount of widgets placed on 
the UI). When designing for a small touch-screen device offering a virtual keyboard, 
it is important take into account factors such as the distance between text box and 
push button to facilitate data entry, font size and color, and contrast level, to ensure 
readability for all. A path should be found regarding flexibility in inserting new  
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elements when selecting items from a pull-down menu in order to make the process 
more efficient. Furthermore, a usable way to aggregate large quantities of data should 
be adopted in order to effectively manage the enormous amount of data recorded by 
the application.  

Data entry during an ABA session must be executed very quickly and smoothly so 
that it is not source of environmental disturbance for the child. Often tutors do not 
record data in a timely way if circumstances do not allow it (e.g. to avoid breaking the 
child's rhythm) and they must follow mentally, requiring considerable effort. Entering 
data quickly is also fundamental. To limit writing/editing, both signs and gestures 
may be implemented, but to be very useful they must be clear and fast. For this the 
application UI allows tutors to act in a natural way using gestures to reproduce the 
signs that they used to fill out the paper forms, so the time spent is comparable. For-
tunately, touch-screen devices facilitate data entry (compared to mouse-based interac-
tions) reducing coordination efforts to focus on any UI widgets. 

As shown in Table 1, the typical form used by a tutor during an ABA program re-
quires detailed data for each trial performed. The tutor frequently has to fill out more 
than 3-4 paper sheets for each program, having to rewrite the same information (ses-
sion, program and article) several times. Furthermore, for each trial (s)he has to insert 
the type (indicative, positional or physic) and percentage of prompt provided to the 
child, and the type of errors occurring if any. In the SW these data are automatically 
set up by the program according to the previous one inserted.  

3.1 The User Interfaces  

As previously mentioned, before an ABA intervention the tutor needs to read all the 
forms of previous sessions carried out by the child with other tutors, in order to 
choose the best program according to the present status of his/her learning. The main 
interface is designed to enable tutors to record trial data with only a few clicks, from 1 
to max 5-6 for each trial, depending on how much information must be collected. 

When the application is launched, a Login Page for user authentication appears, 
since different subjects may be taught to each child. A new account can be created if 
one is not available. After user authentication, the Main page makes some software 
functions available including: 1) Selection of a child; 2) Insertion of a new child’s 
account (if not present); 3) Accessing Session History (partial or full) in order to 
monitor a child’s progress; 4) Recording Data Session (Fig. 2).  

The tutor selects a child 'nickname' from a combo box. A new child may be added 
using the window activated by pressing the New Child Account push button (Fig. 2). 

The History button provides a complete overview of past sessions and the child’s 
progress. The tutor can choose/examine the number of previous sessions as well as 
the filters to apply, depending on the type of information (s)he is looking for. The 
tutor can obtain further details by just clicking on the level. An example of the Sum-
mary is shown in Fig. 3. An additional function for showing a child’s data in graphic 
format will be provided, in order to make the child’s progress and response to the 
methodology more understandable. 
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Fig. 2. Main user interface 

Selecting the Record Session button in the Main user interface, the tutor moves on 
to the child’s Recent History page, enabling access to the child’s last sessions (details 
of one trial shown in Fig. 3) and then to the Trial Evaluation Form, the core of the 
application (Fig. 4).  

 

Fig. 3. Summary of one trial’s data 

General data such as the ABA program, the article in acquisition, the trial level, 
and the stimulus provided to the child, are automatically set by the system to those 
from the last program (done in the last session) if the article involved had not been 
mastered. Of course, all these default values can be changed by the Tutor to perform 
another program or to repeat an executed level if the child needs a refresh. The UI 
proposes an initial group of 8 trials (that can be doubled repetitively) to be filled in 



 Designing a Mobile Application to Record ABA Data 143 

with data from each trial: the type and percentage of prompt, additional information 
as to whether the set-up was smooth or if an external error occurred (e.g., child dis-
traction, tutor or set-up error, etc.). If information on an error is inserted, a text field 
appears for inserting any tutor comments.  

If more than 8 trials are needed for the child to execute a successful independent 
trial in that combination of program, level and article, the Trial Continue button can 
be pressed to add a new set of 8 trials' data (9-16). 

 

Fig. 4. Evaluation Activity UI 

The Next Program and Next Level buttons allow the tutor to automatically jump to 
the next program (when an ABA program is completed) or to the next level of the 
selected program (when the previous level is successfully accomplished) respectively. 
For each level the same UI is shown, with only a slight difference in background 
color to help tutors better identify the different levels. 

4 Conclusion and Future Work  

In this paper we describe an Android application for mobile devices aimed at re-
cording data from ABA sessions with autistic children. The application, developed in 
the context of the ABCD SW project, was designed involving two ABA senior tutors, 
a psychologist, and a pedagogy and ABA consultant. The ABA approach requires 
different tutors who rotate during the didactic sessions with the same child; thus con-
siderable time was spent by the ABA team exchanging information. The proposed 
application moving from paper to electronic data optimizes tutor time, allowing rapid 
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access to previous data, also in aggregated format, and better management of time for 
the child’s team/family (eliminating the need to copy session data).  

A mobile platform offers many advantages: it is cheap, flexible, simple to use 
(touch screen), small-sized so easily transportable, it can be used in a familiar envi-
ronment, and especially it can replace most of the paper-based forms usually used by 
tutors.  

Future work will include user tests with autistic children and data processing to 
further refine the proposed software. The created software will be shared in the public 
domain, under the Creative Commons licence. The possibility of sharing the app with 
the Internet community will favor faster and better improvement. 
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Abstract. Personas can help raise awareness among stakeholders about
users’ needs. While personas are made-up people, they are based on facts
gathered from user research. Personas can also be used to raise awareness
of universal design and accessibility needs of people with disabilities.
We review the current state of the art of the personas and review some
research and industry projects that use them. We outline techniques that
can be used to create personas with disabilities. This includes advice
on how to get more information about assistive technology and how to
better include people with disabilities in the persona creation process.
We also describe our use of personas with disabilities in several projects
and discuss how it has helped to find accessibility issues.

Keywords: personas, accessibility, universal design, inclusive design.

1 Introduction

Personas are a great way of raising awareness of user needs throughout a project.
A persona is a rich description of a potential user of your system and consists
of several stereotypical traits, such as preferences, needs, attitudes, habits, and
desires, composed into a realistic, but fake, person with a name and picture.
Instead of arguing for the needs of a generic user that can morph from being
a complete novice in one situation to an experienced expert in another, stake-
holders ground themselves in the facts of the personas in front of them. The
idea is that the resulting system will be more successful when it is designed with
specific users in mind rather than a vague idea of an average user.

Since personas help focus on the concrete facts about your potential users, it
would be beneficial if the needs of people with disabilities are included among
the personas. While this has been encouraged and used in different places, there
is little information on how one should create personas with disabilities. This re-
sults in a risk of creating personas that do not capture the needs of people with
disabilities or that are based on incorrect information. We introduce a methodol-
ogy for creating personas with disabilities that minimizes this risk by providing
ways of collecting information and opinions from the people with disabilities
and taking into account the different Assistive Technology (AT) they use. This
methodology can be easily included in a standard persona creation methodology
contributing to systems that are designed for all.
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2 State of the Art

Input from users is important to ensure that new systems can be usable and cover
their needs. Participation from the users is one of the principles behind Scandi-
navian Design [1]. Yet, having constant access to users is resource-intensive and
may be too costly for a project. Using personas helps ensure that users’ perspec-
tives are included. Lindgren, Chen, Amdahl, and Chaikiat [2, p. 461] describe
personas as “. . . a hypothetical archetype of real users described in great detail
and defined by their goals and needs, rather than just demographics.” Personas
are usually presented in a persona description, this usually includes a picture of
the persona; background information including family, tasks, motivations, atti-
tudes to technology and technical knowledge.

Personas were popularized by Cooper [3] in his book The Inmates are Run-
ning the Asylum. Cooper presents personas as a way to include viewpoints from
different user groups without falling into the trap of using a generic user. He
stresses that designing something for specific people will be more successful than
trying to create something that works for generic users. Cooper then uses the
persona technique to aid in designing an entertainment system for an airline.
While one of the personas is an elderly man with some vision problems, there is
little information about how Cooper created these personas.

Personas are normally used to keep the focus on the users on the project, but
it is also possible to find out about your users based on the personas you have
created. Chapman, Love, Milham, ElRif, and Alford [4] have demonstrated a
novel use of personas. They took personas’ properties and found how prevalent
each property was among their user groups.

To ensure that systems we design are accessible, we should also create personas
that have disabilities. Zimmermann and Vanderheiden [5] point out that using
personas with impairments help make the accessibility requirements real. Using
personas with disabilities gives us an opportunity to include their needs without
the resource intensive task of recruiting disabled people for all stages of the
project. Although he does not provide detailed instructions on how to create
personas, Henry [6] encourages the use of personas with disabilities in the design
of ICT, but reminds us that everything that is true for one person with one
disability is not necessarily applicable to all people with that disability. This
advice, however, is useful for all kinds of personas.

The use of personas with disabilities has gained traction in the industry and
in several recent EU research projects like ACCESSIBLE [7] and ÆGIS [8]. The
Ubuntu operating system has also adapted personas in guiding its accessibility
development [9]. These projects have provided their personas online. Others have
encouraged people to use these specific personas for other projects [10]. This may
seem like a shortcut for creation, but recycling personas is not recommended [11].
This is because an equally important aspect is to engage the stakeholders and the
development team, to let them get to know the personas and to empathize with
them. This part is lost when recycling personas from another project. Knowledge
of creating personas can be recycled, however.
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Pruitt and Grudin [12] list several problems with personas in projects. The
personas are not believable, because they were not based on real data; that they
are not presented well, and then not used; no understanding of how to use the
personas; and finally that only part of the group is interested in using personas
and there are no resources to make personas come alive. There are several meth-
ods for combating these problems and we will present some in Section 4.

Even though personas have become a popular method for raising awareness
of users’ needs in a project, it is important to remember that personas are not
a replacement for actual users. That is, one should not create personas out of
thin air to replace gathering input from users. This may allow stakeholders to
think about the users, but it will be problematic when creating personas with
disabilities. This is because many people have misconceptions about how people
with disabilities interact with technology and this can lead to these personas
having extra powers or disadvantages that they may not have. As pointed out
by Grudin and Pruitt [13] personas can be used poorly and for most people
“. . . a more solid foundation will prove necessary.” In particular, Grudin and
Pruitt recommend basing personas on user research and facts.

3 Methodology

As mentioned in the Section 2, even though personas are fictional, they should be
based on experiences with and information from real users [14]. We underscore
that personas cannot replace contact with real users altogether, but rather be
used as a supplement, and as a way of keeping a continual focus on the users
throughout the project life-cycle. There are many ways that one can go about
collecting information about real users and, depending on the resources available,
selecting more than one method may be useful.

One way that can be useful for collecting information about users is by simply
asking them. This includes methods like using focus groups, interviews, and
surveys. Observation is another good method. As Gould [15] points out, you
may not have any idea about what you need to know about users and their
environment until you see them. It is useful to study information from case
studies and other user research. Market information may be another source to
consider including.

When it comes to recruiting people with disabilities, having contacts inside
the user organizations that support people with disabilities is a good start. User
organizations can contact members for you and provide opportunities for you
to talk to users at meetings or provide a location to host a focus group: a well-
known location can make it easier for people with visual or physical impairments
to participate rather than traveling to your site, which is unlikely unknown to
them. Using surveys can also be a way of gathering information. An online
survey can help you reach a wider audience that might have been impossible or
cost prohibitive otherwise, but it is important that the tools for gathering the
information are usable for your audience. For example, using a web survey tool
may create a survey that is inaccessible to people using certain types of AT like
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screen readers [16]. A plain text email with the questions may be an alternative
for getting these voices heard. Getting more information will help create more
well-rounded personas and highlight different issues that will need to be taken
into a system.

Looking at the AT used by people with disabilities also helps in creating per-
sonas with disabilities. Some personas will be using AT for accessing information.
It is important to know how these technologies work and how people work with
them. It is vital that someone in the design team has actual experience working
with people with disabilities, either from user tests or from teaching them to use
technology. You should at least include people with this kind of experience in
the process of creating personas. One way to do this could be to invite them to
a persona workshop.

As an example of how to involve users, in one project, the UNIMOD project
[17], a navigation system for drivers working at a rehabilitation center was to be
developed. A persona workshop was arranged on the premises of the rehabilita-
tion company. Employees at the company with ample experience with the target
population were invaluable during the persona workshop. As various aspects of
the target population were discussed during the persona creation process, the
employees could fill in with related real-life stories. The stories were told in
connection to discussions of traits, needs, attitudes, and habits of the various
personas. Later in the project, project participants remembered several of these
stories; they were referred to when using the personas, and they were useful for
keeping the personas alive.

As outlined by Pruitt and Adlin [11], a persona workshop gathers the stake-
holders to generate personas based on assumptions and factoids. Assumptions
are quotes, opinions, or goals that these potential personas would have along
with a possible name for the persona. Factoids are small facts or news items
from literature, research, or data from your own user research. During the work-
shop, participants re-read through the collected research and writes out factoids
(e.g., on post-it notes). This can also be repeated for assumptions. Starting first
with the assumptions, stakeholders build groups of similar assumptions to see
if there are any patterns that emerge. This could be done digitally with mind-
mapping software or in analog with post-it notes and a clear wall or whiteboard.
This process is repeated with the factoids usually resulting in a rearrangement
or new groups being created. These groups are the starting point for creating
persona skeletons.

Persona skeletons are the outlines of the actual personas. They consist of the
assumptions and factoids that were collected earlier, but they also are where
sketches of information about the personas start to emerge. One way of orga-
nizing this information is to use a template with all the different areas of the
final persona description. Start by filling in information first as keywords and
continue until you have fleshed-out the entire section. A mind map is another
good way of creating the “bones” of the skeletons before adding “flesh.”

Once everyone agrees on the persona skeletons, writing up of the actual per-
sonas can begin. The outcome is usually what most people see when they are
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presented personas, the persona description as detailed in Section 2. If the per-
sona has a disability, this information is also presented along with information
about the AT the persona uses. Since others in the project may not have an
understanding about how a person with a disability works with an AT, it may
be necessary to include information about how a disability affects a persona or
how particular AT plays a part in the persona’s life. After this, the personas are
ready to become active participants in the project.

How many personas should be created for a project? If we want to aim for
universal design, targeting the four main groups of disabilities is a good start.
That is, create personas with vision, hearing, movement, and cognitive impair-
ments. Yet, as mentioned in Section 2, one should keep in mind that each of
these impairments group are diverse and have different abilities. Another op-
tion to consider is to create an elderly persona. Elderly personas usually have a
combination of several milder versions of impairments from these groups. In our
experience, we have found that three to six personas is a manageable amount of
work and covers important aspects of our target groups.

4 Work and Results

This technique has been used in several of our projects. Currently we are us-
ing it in researching the Internet of Things (IoT) and Ambient Assisted Living
(AAL). We wanted to ensure that the needs of users with disabilities were in-
cluded in the requirements and prototypes. For the IoT project, we wanted to
examine the issues that people with vision impairment and those with dyslexia
have when interacting with the Internet of Things. Of our five personas, one
has twenty percent vision, another has dyslexia, and another is elderly and has
begun to suffer from mild dementia. We have documented the different AT these
personas use and tried to describe real issues. For example, our persona with vi-
sion impairment uses a screen reader and magnifier, but has one version at work
and another at home; the different software results in our persona sometimes
forgetting which keyboards shortcuts work where.

The AAL project focuses on elderly people’s use of mobile phones and getting
help on them. We want to make sure that we can reach the largest group of the
elderly as possible. All the personas for this project have a slight vision impair-
ment and other disabilities like hearing loss or problems remembering informa-
tion. Since the project is about using mobile phones and asking for assistance,
we made sure that the elderly personas have similar attitudes to technology
and to learning new information that match the different focus groups we held
when gathering user requirements. This is also reflected in our personas choice
of mobile phone.

We have found that including disabilities in the persona creation phase has
helped in raising awareness for universal design and accessibility both during
the creation process and in many other areas of the project. One of the most
obvious places was in the creation of the user scenarios. Our personas became
the performers in these scenarios and it was necessary to ensure that the differ-
ent actions in the scenarios could be accomplished by the specific persona. This



150 T. Schulz and K.S. Fuglerud

bubbled up into later requirements work such as selecting technology, defining
use cases, and in recruiting informants for evaluations. It is important to keep
the personas in project participants’ thoughts. This has been done in different
ways. Each month we get an email message with a story from one of the personas
explaining an issue that persona faced with technology or some other aspect that
is related to the project. The task of writing such a story is distributed among
the project participants. During the process of creating these stories and describ-
ing in detail how a persona interacts with the technology may raise questions
for the story’s author. Is the story realistic for the actual persona? Would the
persona actually do it in this way? If the project participant authoring the story
does not have experience with how people with the particular type of disability
interacts with technology, the story should be presented to someone who has
this experience, or even users themselves. The process of writing the story and
getting it validated either by experts or by users, helps to reveal potentially
wrong assumptions among the project participants. Because the process is cre-
ative and active, it encourages learning about the issues this persona, and people
with similar disabilities, have. Project participants also received gifts related to
the personas, such as a chocolate Advent Calendar with their pictures, remind-
ing project participants about the personas every day in December. Pruitt and
Grudin [12] list many additional ideas that can keep personas alive.

Another valuable method to utilize the personas is to do persona testing with
prototypes as an analog to user testing. Tasks for the personas to perform are
created as in a user test. The personas are divided between members of the
project team according to their experience and familiarity with the disability
that the persona has. Then, the team member acts as the persona while doing
the tasks with the prototype. The more experience the team member has, either
from user tests with or training people with the type of disability that the persona
has, the easier it is to do a realistic and credible acting performance when persona
testing the prototype. If none of the team members have this experience, one
should consider inviting someone who does. The person performing the persona
test may take notes, but we advise to have another team member to be observer
and to takes notes during the persona testing. This approach is informal and
relatively quick to do. It can be done in between user testing with real users. We
have also used persona testing to pilot user tests, to identify potential problems
that can be corrected before the user test, and to see how many and what types
of tasks would be fruitful to do in the user test.

5 Impact

As more countries have started to create requirements that new ICT targeting
the public be universally designed or accessible, including the needs of people
with disabilities will be increasingly needed for projects. The methodology out-
lined above is useful for others that want to include the perspectives of people
with disabilities in their work. It requires some initial work upfront to build
competence and knowledge about AT and people with disabilities, but this work
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would be needed in any sort of work for universal design. Once this knowledge is
acquired, it can easily be incorporated into any persona creation process. Rather
than using personas to replace user research, it can be used as a means to elicit
knowledge and experience from people in your team or network that do have
experience with people who have the type of disability the persona has.

6 Conclusion

We have presented the state of the art for persona creation and outlined a
methodology for creating personas with disabilities. In our own work, we have
found that using this methodology has helped raise awareness among partners
about the needs of people with disabilities and has ensured that the personas’
needs are included in all steps in the project. We hope that this methodology will
result in more universally designed ICT and that others will use this technique
themselves. We also have found that it is important that to involve people in the
project who have experience with how people with disabilities use technology.
This can either be with people with disabilities themselves or others who aid
people with disabilities or research issues in the universal design of ICT. Includ-
ing these people can only help ensure that a project focuses on the needs for
universal design.

Finally, it is not sufficient to simply create personas. They need to be used
in order for them to be alive. This can include things like creating stories to
document things that are happening in a persona’s life and remind everyone that
they should keep these personas in mind in the work that they do. A persona
walkthrough using the proper AT is also a concrete way to remind everyone about
what type of users will actually be using the final product or service. Following
this advice should ensure that personas you create will capture the needs of
people with disabilities and capture the attention of the project members.
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Abstract. This paper presents two case studies of two children with severe mo-
tor disabilities. After years of no effective feedback from them, an interdiscipli-
nary approach had been explored with the use of an eye controlled computer. A 
multidisciplinary team in clinical environment included a specialist in physical 
and rehabilitation medicine, an occupational therapist, a speech therapist and an 
engineer. Several applications were tested to establish feedback from the users, 
using the only movement they were capable of: eye movement. Results have 
shown significant improvement in interaction and communication for both us-
ers. Some differences were present, possibly due to the age difference. Prepara-
tion of content for augmented and alternative communication is in progress for 
both users. We realized that awareness of the existent advanced assistive tech-
nology (AT) is crucial for more independent and qualitative life, from parents 
or care givers to all AT professionals, working in clinical environment. 

Keywords: assistive technology, augmentative and alternative communication, 
human computer interaction, eye control, case study. 

1 Introduction 

Spinal muscular atrophy is a chronic disease characterized by loss of motor function [1]. 
There is a widespread perception that spinal muscular atrophy (SMA) type 1 children 
have a poor quality of life [2]. It is diagnose, where a person is not capable of autonom-
ous breathing, feeding or moving. Generally the only feedback parents or care givers get 
from them is the frequency of breathing, frequency of cleaning of aspirator and move-
ment of the eyes. Children and adolescents with SMA have a general intelligence in the 
normal range [3]. Even though eye tracking has a long history, only recently have the 
systems matured to a level usable and robust enough to be commercially available and 
used beyond the lab [4]. There are some case studies already presented by COGAIN 
project [5], however none of them in clinical environment. As there is still a lack of 
knowledge about modern assistive technology (AT), parents or care givers and even 
some AT professionals are not aware neither of the already commercially available eye 
control AT nor of the fact that national insurance company in Slovenia covers the  
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expenses for eye controlled AT if that is the only possibility for a patient to communi-
cate. There are many commercially available eye controlled devices on the market, from 
which some are appropriate and used also for augmentative and alternative communica-
tion (AAC). Fourteen of eye controlled AAC devices are listed at the COGAIN 
project’s wiki site [6], (last time modified on 21st March 2012).  

In Slovenia, at University Rehabilitation Institute, a smart home project called IRIS 
has been successfully carried out in 2008 [7]. It has developed to a higher level of 
everyday treatments in testing and advising about various AT within a multidiscipli-
nary team, covered by health insurance. The demonstrative smart home is equipped 
with various AT, from the most simple to the most advance, including AT for com-
puter access.  

2 Methods and Materials 

In this research two case studies are included: two boys, both with the most severe 
motor disability - Spinal Muscular Atrophy Type 1, aged 3 (PS) and 6 (RB). Three 
sessions were performed for each individually as a part of treatment in Smart Home 
IRIS. Each session lasted approximately 1 hour; sessions were performed within a 
period of two weeks. A standardized occupational test Canadian Occupational Per-
formance Measure (COPM) [8] was performed in the first sessions. Both parents had 
to speak for their children due to the lack of possibilities for communication of PS and 
RB. For both cases, parents exposed one problem: lack of communication and feed-
back from their children.  

A multi-function eye controlled communication device MyTobii P10 [9] was used 
as a HCI, since among eye-gazed AAC systems this was the only one available in the 
Smart Home IRIS. The functioning (interaction) of the system was explained to PS 
and RB. A standard 10 seconds calibration from MyTobii P10 with dots in five loca-
tions of the screen was used to calibrate the system. Various applications were tested 
to establish feedback from the users. First a simple game IT Mouse Skills [10] was 
used to move the mouse pointer among balloons of different colors. Afterwards, it 
was used to train the confirmation of the selected item/location. Grid Size Test from 
Tobii and individually prepared content in ChooseIt! Maker 2 [11] and in BoardMak-
er with Speaking Dynamically (BM with SPD) [12] by a speech therapist. AAC con-
tent was prepared entirely in BM with SPD. A Slovenian speech synthesis Proteus 
TTS by Alpineon was used for computer voice.  

Instructions were given orally and included directions for better calibration as well 
as for interaction and confirming the selected item. 

3 Results 

The COPM showed the same results for both PS and RB in assessing the problem of 
communication - performance and satisfaction were graded with the lowest grade, 
meaning no performance and total dissatisfaction.  
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PS had at the first session some problems in understanding the instructions, possi-
bly because of his young age, as well as problems because of his individually made 
resting wheelchair, which had had an unmovable handle right above his eyes. There-
fore, at the beginning he had to control the device only with his left eye, which took 
him more time than afterwards in the other two sessions, when the handle was shifted 
to another position. In the first session he needed more time to figure out how to inte-
ract with the computer and had problems with the content of the described games. The 
grid size test in Tobii software showed that he was capable of selecting items in a grid 
2x3, when pointed out with a finger. However, he proved to understand the content, 
individually prepared by a speech therapist, who started to train him for using AAC in 
a grid of 2x3 items in the 3rd session. 

On the other hand, RB succeeded in calibration perfectly already the first time. He 
played the game IT Mouse Skills as if he had already been training before. The grid 
size test from Tobii showed that he is capable of confirming items in a grid of 4x5 
items. Already in the second session the speech therapist has started to introduce him 
to AAC, which he succeeded to operate perfectly. For the 3rd session RB has been 
practicing with individually prepared basic AAC.  

For both users, confirmation (click) was performed with dwell, as an intentional 
blink of the eyes was too motor pretentious. The best results were acquired when the 
dwell was set to 1.5 seconds. 

4 Conclusion and Planned Activities 

Seeing the results, RB had performed better than PS possibly due to his older age. He 
could confirm smaller areas and understood better instructions, if we base on the 
feedback from the eye movement. Based on the report, insurance approved the financ-
ing for both users. The speech therapist and the rest of the multidisciplinary team are 
preparing and completing AAC content upon the patients’ needs on a regular basis, 
which is important for greater inclusion of both users in society. 

The described case studies show a great potential of technology, especially eye-
controlled HCI for the most severely motor disabled children with SMA type 1.  

Eye controlled communication aid, based on a computer, like MyTobii P10 and 
many other similar commercially available systems can besides communication ena-
ble also control of home environment and therefore more independence, inclusion and 
better quality of life. The advancing availability of mainstream AT shows potential 
for better quality life in the future. However, if the end-users or the AT professionals 
do not know about those, or in our case about eye controlled systems, they will not 
acquire them. Therefore, it is quite important to inform the end-users, the AT profes-
sionals and the public [13], which we are and will keep doing, as well as follow all the 
emerging AT. 
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Abstract. This paper presents the concept and a prototype of "Gravity Con-
trols". "Gravity Controls" makes standard Graphical User Interface (GUI) con-
trols "magnetic" to allow overcoming impacts of motor problems (e.g. tremor of 
users leading to unsmooth movements and instable positioning of the cursor 
(e.g. for clicking or mouse over events). "Gravity Controls" complements and 
enhances standard or Assistive Technology (AT) based interaction with the 
GUI by supporting the process of reaching a control and better keeping the po-
sition for interaction. 

Keywords: assistive technology, software for people with special needs. 

1 Introduction and Idea 

The standard GUI is based on a set of controls which can be manipulated by navigat-
ing the mouse cursor over the desktop and interacting with controls and content 
placed on the desktop. The universal applicability of this concept of interaction, know 
and Graphical User Interface (GUI) and invented in the 1960ies of last century [4], 
has contributed considerably to the ICT success and revolution pushing towards the 
information society. Its flexibility allows adapting the interaction to the needs of us-
ers, engaging a broad variety of devices for handling the cursor, navigating the inter-
face and interacting with controls of applications as well as the content. Besides the 
mouse, which became the standard tool for interaction, a broad spectrum of alterna-
tive interaction devices has become available to accommodate a diverse set of needs 
of individuals and specific situations of use. This includes a broad spectrum of Assis-
tive Technology (AT) for people with disabilities [3]. 

These alternative input devices provide all functionalities supporting the user in 
moving and positioning the cursor ("pointing device") and to activate clicks. Due to 
physical constraints of alternative methods to move the cursor (e.g. track ball, head or 
eye movements) and physical constraints of the user like e.g. tremor, ataxia or spasm, 
these alternative interaction modalities are restricted in terms of accuracy, speed and 
linearity of movements as well as the stability of keeping the cursor in a certain posi-
tion. In particular the need to perform clicking events tends to instability of the cursor 
position due to unintended movements of the cursor. The state of the art methods to 
overcome these constraints focus on smoothing the movements what allows to  
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stabilize the position of the cursor itself (e.g. tremor reduction, smoothing algorithms) 
[1]. On the GUI controls side the standard methods to overcome interaction problems 
have been enlarging and adapting the spacing between controls with according impact 
and restrictions in terms of size and quality of the displayed information, navigation 
and interaction elements and accordingly reduced usability of the interface. 

"Gravity Controls" introduces a complementary and supporting feature of adapting 
the behavior of the cursor and controls helping to overcome these impacts of physical 
constraints of users with motor problems. "Gravity Controls" is a concept that tries to 
make the controls of Microsoft Windows "magnetic". This means that the cursor is 
automatically attracted by controls in range. 

This increases the accessibility of the GUI for people having problems with con-
trolling the cursor. At the same time "Gravity Controls" will not only increase the 
accessibility of standard input devices but also ease the use of alternative input devic-
es like head- or eye-trackers. Every shaking and unintended movement of the user has 
negative effects on handling the cursor while using those input devices. Above all it is 
extremely difficult to select small controls. Therefore "Gravity Controls" provides the 
potential to significantly increase the accuracy and the speed of controlling the cursor 
with alternative input devices. 

Thereby "Gravity Controls" complements the already existing ATs as well adapta-
tion mechanisms provided by the operating system. It adds an additional layer of 
adaptability which increases accessibility and in particular allows keeping the availa-
ble or intended level of usability of the standard design of the interface. 

2 State of the Art and Related Research 

Intense desktop research and studies have shown that similar concepts like "Gravity 
Controls" have been considered only a few times so far by Robert Pastel [1] from the 
Michigan Technological University in 2004. In his attempt the cursor is attracted by a 
control when it is moved towards this control. Pastel uses the direction vector of the 
actual movement to determine a subset of all controls visible on the screen that lie 
within a conical space alongside the direction vector. The geometry of the graphical 
user interface and the system is used to select a target control from the subset. If the 
target control lies within a certain range and the direction vector of the last cursor 
movement aims directly at the target control, the cursor is instantly attracted by the 
center of the target control. After such an erratic movement of the cursor the probabil-
ity that the user moves out of the area of the control is very high. To prevent that the 
cursor has to succeed a certain velocity before it is able to leave the control. 

Pastel implemented a test suite of this concept called “Gravity Mouse” allowing a 
number of user test. These tests did not include users with motor disabilities. The tests 
showed that users were able to reduce the average time to click a button by 100 to 200 
milliseconds. On the other hand the tests also showed that users resist the full benefit 
of “Gravity Mouse” because they became irritated by the un-intended gravitation and 
arbitrary movement of the cursor. 
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Since then, despite the promising test results, no effort has been made to imple-
ment a real prototype of this concept. Based on those results we created our own ap-
proach and implemented a prototype of "Gravity Controls". 

3 Concept and Prototype Implementation 

The basic principle of "Gravity Controls" is to calculate the force of attraction be-
tween controls and the cursor and to move the cursor depending on the attraction. To 
achieve this, the prototype has to accomplish three tasks: 

1. Determine the current cursor position on the screen and the current cursor move-
ments caused by user interaction with the Human-Computer interface (HCI). 

2. Determine the currently visible controls on the screen. 
3. Calculate the gravitation between cursor and controls and move the cursor accord-

ing to that gravitation. 

To determine the current cursor position on the screen a low level mouse-hook is 
used. A hook in general is a instance in the system message-handling mechanism 
where an application can monitor the traffic of messages in the system and process 
certain types of messages before they reach the target window procedure. In the case 
of a mouse-hook only messages changing the mouse position are observed. The hook 
in this tool also prevents that those messages reach the operating system. This guaran-
tees that “Gravity Controls” is able to control the mouse independently and without 
interfering with other applications and the operating system. 

Another important task of the prototype is to locate visible controls on the desktop. 
This is achieved with the help of Microsoft's accessibility frameworks "Microsoft 
Active Accessibility [5]" (MSAA) and "User Interface Automation [6]" (UI). Those 
frameworks allow applications to expose information about their user interface in a 
standardized way to the operating system. If an application implements the interfaces 
of the accessibility frameworks, Assistive Technologies like a Screen-reader and 
therefore also "Gravity Control" get detailed information about the controls used in 
the graphical user interface of the application. This information includes position, 
type and bounding rectangle of each control. However, if an application does not 
implement the MSAA or UI, the prototype does not work for the controls of that ap-
plication, because it cannot gather information about the controls of that application. 
“Gravity Controls” therefore in a similar way as other assistive devices depends on 
accessible software development. 

To collect the information of all currently visible controls on the screen a special 
parser, which uses the previous mentioned frameworks, has been implemented. The 
result of the parsing is a list of all currently visible controls representing a model of the 
desktop. If the user-interface changes, the parser is called again and builds an adapted 
model. This is achieved with several User Interface Automation Listeners and a WinE-
ventHook. These tools, available from MSAA and UI, react when the user interface 
changes (e.g. a window has closed) and inform the parser to update the model. 

The parser also attaches a factor called enhancement to each control it finds. The 
enhancement factor, later in the process, determines how much the control is consi-
dered then in the calculation of the gravitation and can be defined in two modes: 
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As seen in Figure 5 participants of the user tests had to perform a click on a very 
small black spot as fast as possible to finish the second test. 

 

Fig. 5. Second User Test 

Subjects have to run each test twice: One time with the help of the "Gravity  
Controls" prototype and one time without the help of the prototype. To compare the 
results the trajectory of the cursor is recorded as well as the time the user needs to 
perform the task. 

The results of the user tests so far are quite promising. Above all, tests with the 
head-tracker and the joystick are quite successful. With activated "Gravity Controls" 
the user can activate controls faster and besides that these controls were also easier to 
reach for the user because of the gravitation force. In tests with a head-tracker users 
are not much faster, but they had better control over a more stable cursor when in-
tending to perform a click. User tests with the mouse tend to be not that successful, 
because the user experiences the attraction of the controls to be rather disturbing than 
helpful. In all test cases when subjects suffered from tremor or other unintended 
movement "Gravity Controls" increased the speed and success of interaction. 
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Abstract. The need for Assistive Technologies in Europe is leading to the de-
velopment of projects which aim is to research and develop technical solutions 
for people with long term motor disabilities. The Assistive Technology Rapid 
Integration & Construction Set (AsTeRICS) project funded by the 7th  
Framework Programme of the EU (Grant Agreement 247730) aims to develop a 
supporting multiple device integrated system to help people with upper limbs 
impairment. To this end, AsTeRICS is following the User Centred Design me-
thods to gather the user requirements and develop solutions in an iterative way. 
This paper reports requirements prioritization procedures. These procedures are 
described in order to illustrate the user requirements transformation into tech-
nical requirements for the system development. 

Keywords: User Centred Design, motor disabilities, assessment, requirements, 
non-classical interfaces. 

1 Introduction 

In Europe there is a strong need for Assistive Technologies (AT) supporting people 
with reduced motor capabilities. A Eurostat statistic [1] from 2005 shows that be-
tween 1.7% (Hungary) and 17.5% (Norway) of people with long term disabilities 
have problems with their arms or hands. In absolute figures there were about 2.6 mil-
lion persons in Europe with problems with their arms or hands.  

Over the last decades a considerable number of information and communication 
technology based Assistive Technology devices have become available for people 
with disabilities. These AT devices often ask for adaptation of software and/or hard-
ware to fit the user‘s abilities before they can be used. All too often, assistive tools 
that have been optimized for particular applications cannot be used in other situations 
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out-of-the-box. Additionally some people cannot be supplied with AT devices at all, 
due to the limits of adaptability or unaffordable costs of the necessary adaptations.  

The aim of the AsTeRICS project [2] is to reshape this situation substantially. As-
TeRICS will provide a flexible and affordable construction set for user driven Assis-
tive Technologies or assistive functionalities. Sensors and actuators are linked  
together via an embedded computing platform and a configuration suite offers the 
interface to set up and configure them. Therefore the AT released with AsTeRICS 
facilities can be tailored to the user with severe reduced motor capabilities and within 
several contexts of use. 

In the following pages, we provide an overview of what the construction of As-
TeRICS meant from the first steps of gathering user requirements to the setup of the 
first integrated prototype, by means of a step by step transformation of users’  
capabilities into technical functionalities of the system that may response to technolo-
gical accessibility challenges faced by a heterogeneous range of users with motor 
disabilities in their upper limbs. 

2 Material and Methods 

An initial sample of 33 participants (increased to 46 in the first prototype evaluation 
stage), 23 male and 10 female, on an age range between 18 and 91 (x=34.55, 
sd=15.23), were interviewed in Spain (n=13), Austria (n=10) and Poland (n=10). In 
terms of educational level, the participants showed homogeneous features: 48.5% 
finished the secondary school, 21.2% completed primary studies, 18.2% is graduated 
in University, 6.1% completed technical education and only the 3% did not receive 
any education. With regard to the disability, more than half of the participants 
(54.5%) suffered from tetraplegia, 21.5% paraplegia, 9.1% spastic tetraparesis, 6.1% 
hemiplegia, and 8.8% from other type of mixed motor disabilities. For these evalua-
tions, a common extensive questionnaire, which included the following sections was 
administered: sociodemographic variables, activities of daily living,  information 
about users’ motor diagnosis (condition plus etiology); occurrence of tremors, muscu-
lar weakness, spasms, and use of wheelchair; fine motor abilities, including where 
possible eye-hand coordination; perceptual abilities; psychological evaluation ques-
tionnaires; architectural barriers; leisure activities and acceptability issues. In addition 
to this, some of the most interesting sections from this comprehensive interview in-
cluded questions about users’ motor interactions with frequent-use technology and 
preferred uses for smart home environments and internet based assistive technologies. 
We will refer to those as the core issues for the user requirement definition in the 
following section. 

2.1 User Requirements Definition 

Information collected in the individual interviews showed that almost all of the users 
used a PC in one or other way, regardless of their disability (97%). Regarding the 
specific PC use, figure 1 presents different uses that the participants give to their PCs 
in their daily lives, most of them using it for more than one thing simultaneously.  
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Fig. 1. PC usage preferences in total sample 

In term of specific computer interfaces (i.e. keyboard and mouse), most of the par-
ticipants can use a QWERTY keyboard, but only some people without any difficul-
ties. A significant percentage of the participants cannot use a keyboard. Half of the 
participants already uses the keyboard with some difficulties, and just one out of ten 
with no difficulty at all. Altogether, nearly three quarters of the participants use the 
keyboard in one way or another. They show different speed at writing a single word 
such as ASTERICS between 3 sec and 30 seconds. Half of the keyboard users point 
out that it is not tiring and more than half stated that using it is harmless. 

Regarding the standard mouse, near to third part of the PC users cannot use it, but 
other third part can use it with no difficulties and the other third can use it with prob-
lems. The PC users’ problems related to the mouse usage were that between 30% and 
43% of the users cannot click without moving the mouse; cannot double click; cannot 
use the mouse wheel, cannot “drag and drop”; the sensibility of the mouse must be set 
between 25-75% for optimal use. 

In terms of more familiar interfaces, the regular Remote Control for the TV could 
be used without difficulties by near to half of the participants, while some users 
showed some difficulties, near to 20% showed lots of difficulties and 15.2% could not 
use it at all. Near to half of the users use it most of the time (42%). 

For phone calls, a mobile phone was preferred and easily used. Most of the partici-
pants can use it, but from them just some users can use the numeric pad. When com-
ing to send SMS, a significant part of the users cannot send SMS, while more than 
half can actually send them, but with difficulties. The mobile phone is mostly used to 
speak with the family (40%). 

Other technological applications like videogame devices, were performed by a mi-
nority. Most of the participants never used a videogames pad, near to half cannot use 
one, and just a little percentage can use one with no difficulty. Regarding the use of 
the Wii pad only one user stated that he could use it without difficulty. Near 3 out of 4 
users never had any contact with touch screens, and EEG/EMG technology was un-
known for most of the participants. The exposure to smart home environments was 
also minor. However, their preferences in potential applications for this kind of tech-
nology included: opening doors and blinds, controlling lights, heating, etc. 
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but many times addressing the sample as a whole is needed. In this case we could 
develop a criterion to establish joint sample-as-a-whole prioritized requirements. 

Taking into account the priority definitions scheme, we decided to assign a top pri-
ority when just a single country results showed the requirement as high priority. In the 
rest of the cases, we assign the priority that two out of three countries pointed out. In 
the case that the three countries coincide we assigned the priority as it was. Thus, the 
final prioritized requirements list as high and medium importance can be checked in 
the following table: 

Table 2. Prioritized requirements and needs list 

Regarding motor abilities Regarding technologies Current technology use 
Cannot tie up their shoes Difficulties to use QWERTY kb. E-mail 
Cannot dress up Difficulties to use a fixed phone. Chat 
Cannot button up Difficulties to use a mobile phone  Videogames 
Cannot get up or go to bed Do not know about EEG devices Search for information 
Cannot get up or sit down Do not know about robotic devices Read digital newspapers 

Cannot eat with fork or knife 
Difficulties using TV remote con-
trol 

Watch films 

Cannot use a spoon   
Cannot insert coins   

2.3 Transformation of User Requirements into Technical Requirements 

Once we had the list of requirements prioritized, the search for a technical solution is 
a process that should be done by technical partners and user oriented partners work-
ing together. Achieving a solution for the users’ desires and needs is a complex task 
that requires discussion between developers and user’s partners, especially reassuring 
ethical issues in this phase is a crucial step to avoid failing respect the human rights 
and specific country laws. The developed solution should take into account issues 
such as: privacy, dignity, non-exclusion, security, etc. In AsTeRICS project, ethical 
issues have a main role during the project development, and make up a whole task 
that lasts throughout the project. The technical requirements are the technological 
aims the future system should develop to cope with the user requirements. AsTeRICS 
project solutions include the implementation of supporting devices as: 

• Sip-puff sensor: this sensor allows detection of very fine sip/puff activities. It can 
be used for mouse control, clicking actions or selections. The sensor consists of a 
washable mouth-piece with built-in membrane, and a pressure sensor which meas-
ures breathing and blowing in order to perform the desired interactions. 

• Enobio [3]: wireless electro-physiology sensor system for the reception and trans-
mission of ElectroEncephaloGram (EEG), ElectroMyoGram (EMG) and ElectroO-
culoGram (EOG) signal. 

• Webcam-mouse [4]: It provides a head tracking-controlled mouse for a remote 
computer. It consists of a high resolution Logitech webcam and associated Camera 
Mouse software. 



170 A. García-Soler et al. 

 

• IRTrans [5]: This device enables Infrared remote control of different electronic 
devices (for example, it was used to connect a Radio CD player). 

• OSKA [6]: The On-Screen Keyboard Adapter it is a virtual keyboard software and 
includes a settings-editor and a grid layout designer. OSKA features a built-in 
scanning (row/column scan), word prediction and different input methods. This is 
displayed in the MIMO (Nanovision Mimo Screen) an LC-Display with touch 
screen. 

As a result of this transformation of user requirements into models of sensor combina-
tions for AsTeRICS, a series of models available for the first evaluation was devel-
oped. Most of these models were developed in order to allow the users to face three 
general scenarios: (1) mouse substitution with other accessible devices, (2) QWERTY 
keyboard substitution and (3) environmental control (i.e. using a radio CD player 
without using their hands).  

For most of the user tests, the basic equipment was: (1) the AsTeRICS platform 
connected to a mini touch screen (Nanovision Mimo Screen), (2) a laptop or comput-
er where the actions (either mouse cursor control or keyboard substitution) from the 
user would take place; (3) sensors specified in each model to be tested and connected 
to the AsTeRICS platform via USB or GPIO/ADCM connectors: switches, accelero-
meter, sip/puff sensor, flex sensor, Enobio, IRtrans, and webcam. 

2.4 Iteration Process. First Evaluation Results and Adjustment  
of Requirements 

In terms of preferred models, the models integrating the camera mouse were liked by 
many users, even by those that could use other means of input. Also, environmental 
control (i.e. IR control of the Radio CD player) was considered as a tool which could 
enhance users’ independent living. Due to the specificities of motor problems in dif-
ferent countries, Spanish users, probably the ones with more mobility in general 
terms, preferred both models that integrated the camera and the switches, as well as 
Enobio. In general, for those users for which the tests with Enobio were possible, it 
was considered a real solution either “now” or “in the future” (the latter, thinking of 
future events in their life when their mobility will be severely reduced when com-
pared to the current moment, i.e. due to a neurodegenerative disease). 

In terms of motor conditions which need further adaptations within the AsTeRICS 
project, the ones in need of models more suitable for them were spastic and cerebral 
palsy users, mainly due to their involuntary movements. For some of them, only mod-
els accessed with one switch worked correctly, due to the need of coordination abili-
ties that sometimes were beyond the capabilities of these users. The sip/puff sensor 
was a good idea for those with most reduced mobility, but it also became a problem 
for cerebral palsy patients due to breathing problems they usually showed. Flex sensor 
and the accelerometer appeared as very promising devices in need of further adjust-
ments. As in other models tested in these first integrated prototype evaluations, there 
is a need to refine parameters that allow adjustment of speed and sensitivity for these 
specific devices.  
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3 Conclusion 

As a general conclusion, it can be stated that most of the Austrian, Polish and Spanish 
users reacted very positively to the AsTeRICS prototype and wanted to use it, even if 
some models needed improvement for them. Even those users who were experienced 
with other existing assistive technologies considered it was a good idea and believed 
it could improve the quality of their life.  Some of the users also mentioned the wish 
to use their usual assistive technologies (e.g. wheelchair control) to control their PC or 
cell phone, so the basic concept of integrating different devices in an accessible 
unique device was highly accepted. Future integration of additional devices, such as 
further environmental control, cell phone, voice recognition, etc. will probably pro-
vide a clearer picture of the potentiality of AsTeRICS to become the “one-device-for-
all” in terms of the amount of different technological devices with different purposes 
that can be integrated on it on a plug-and-play manner. All these considerations will 
be taken into account in future developments within the project in order that AsTeR-
ICS reaches a successful outcome. 
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Abstract. A smart wheelchair was developed to provide users with increased 
independence and flexibility in their lives. The wheelchair can be operated in a 
fully autonomous mode or a hybrid brain-controlled mode while the conti-
nuously running autonomous mode may override the user-generated motion 
command to avoid potential dangers. The wheelchair’s indoor mobility has 
been demonstrated by operating it in a dynamically occupied hallway, where 
the smart wheelchair intelligently interacted with pedestrians. An extended op-
eration of the wheelchair for outdoor environments was also explored. Terrain 
recognition based on visual image processes and multi-layer neural learning 
network was demonstrated. A mounted Laser Range Finder (LRF) was used to 
determine terrain drop-offs and steps and to detect stationary and moving ob-
stacles for autonomous path planning. Real-time imaging of the outdoor scenes 
using the oscillating LRF was attempted; however, the overhead in generating a 
three-dimensional point cloud exceeded the onboard computer capability. 

1 Smart Wheelchair Research and Development for Indoor  
and Outdoor Mobility 

Conventional wheelchairs are often employed by physically-challenged, disabled or 
elderly persons. Depending on the extent and the type of disabilities—physical, per-
ceptive or cognitive—as well as the ability to perform everyday tasks, wheelchair 
users may show a various level of dependency on the assistance provided by family 
members or healthcare providers.  The goal for smart wheelchair users is to minimize 
or entirely eliminate the need for such caregivers. This not only reduces healthcare 
costs, but increases the independence and flexibility of the wheelchair user. It is ex-
pected that a computer-assisted wheelchair can increase independence and accom-
plishment in the lives of people with disabilities and the aging population. 

Previously, there have been wheelchairs developed, which have drawn on forms of 
brain control to generate their mobility. The development of these wheelchairs was 
either based on a neurophysiological protocol using electroencephalogram (EEG) 
electrodes to monitor brainwaves or based on a neurological signal translation from 
the brain into spoken words or commands for a power wheelchair. 

The research team from the California State University, Northridge (CSUN) has 
designed an intelligent wheelchair and developed its software algorithm, which can be 
operated autonomously or controlled by a user's thoughts. The hybrid nature of the 
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wheelchair operation addresses the issues of discontinuity in the chair mobility that all 
previously developed “smart” wheelchairs have encountered. The autonomous mode 
of this newly developed wheelchair allows for it to respond in real-time based on 
changes in its immediate environment. This smart wheelchair also has considerable 
mobility that can cope with indoor and outdoor environments. 

2 The State of the Art in This Field of Study 

Previous research on brain-computer interface (BCI) controlled wheelchairs includes 
industrial development, individual effort, but mostly university research projects. 
Most of the smart wheelchairs being developed were operable in relatively simplified 
and well-structured environments. The video demonstration clips being released 
showed movements of their wheelchairs in an empty hallway where there was no 
interference from pedestrians [1], in an empty room where a few chairs were pre-
sented and strategically set up [2], on a paved driveway in front of a house garage, or, 
at most, in a university student study room where a smart wheelchair moved through a 
doorway [3]. Those wheelchair demonstrations do not involve a dynamically chang-
ing environment or a crowded furnished indoor space. In other words, real-world 
mobility was not properly addressed. The wheelchair developed by the group from the 
University of Illinois [1] claimed 70% accuracy in translating neurological signals 
into spoken words or commands. In the case of Toyota-RIKEN wheelchair [2], stop-
ping of the wheelchair was actually activated by the user puffing his cheeks—a mus-
cular process—to trigger an electromyogram (EMG) signal. The brain-actuated 
wheelchair developed at University of Zaragoza, Spain [3] performed discrete move-
ments using P300 potentials in EEG activity at a latency of approximately 300 milli-
seconds, which were collected by a cap with an ensemble of wires. 

On those videos, it is clear that there was an inherent lag in generating a motion 
command, which, in turn, delayed the generation of motion execution. The same was 
observed by the CSUN research team using an EEG headset to control their smart 
wheelchair. This delay may become critical when the wheelchair user decides to turn 
and instead, bumps into a corner of the wall. If the wheelchair misses the optimal turn-
ing moment, the execution will become awkward and ineffective, and possibly even 
dangerous. The cause for such errors in these BCI controlled wheelchairs stems from a 
delay in processing, resulting in lurching motions. The discontinuity can be much im-
proved by having the wheelchair operate in an autonomous mode where on-board sen-
sors continuously react in real time to their immediate environment; in the meantime, 
the user may still generate motion commands, which can be compensated as needed by 
the autonomous cognition and navigation for motion safety considerations. 

The CSUN research team has worked on smart wheelchair research and develop-
ment since July 2010. They have co-authored several papers [4-6] on their wheelchair 
development, which has focused on indoor mobility that may be autonomously and 
BCI controlled. Their earlier work has demonstrated that the developed smart  
wheelchair is able to cope with a busy hallway with pedestrians. Recently, the CSUN 
research group has expanded their work on the smart wheelchair to the realm of  
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a safety factor is built into the real-time operation of the chair. The real-time decision-
making ability, or the autonomous mode of operation, may be provided by the on-
board sensors that can continuously detect the immediate environment and allow the 
chair to react to its surroundings accordingly. The motion compensation created for 
the wheelchair based on the constant sensing can guarantee that the time delay will 
not result in any moment when the wheelchair is not being continuously controlled by 
brain. Any uncontrolled state of the wheelchair may result in a momentary lack of 
interaction with its environment. 

It has become apparent that the effort needed for the headset reading of the brain-
waves and the endeavor required for the interpretation of motion commands should 
not overtax the user. Fatigue and energy consumption can easily wear out the user, 
which would cause the smart wheelchair to quickly become a burden. An effective 
solution to this inherent problem is to operate the smart chair in the hybrid mode. 
While it allows the user to take control of the chair navigation, the autonomous mode 
will always be running in parallel simultaneously. Any command the user gives will 
be analyzed by the wheelchair, and that command will only be executed if the wheel-
chair sees it as a safe command. Otherwise, the autonomous algorithm will compen-
sate for any time lag or avoid a potential collision. In this manner, the smart chair will 
continually evaluate the safety of its environment and will avoid dangers regardless of 
whether the user provides a command. The user-generated motion command can be 
overridden by the onboard autonomous intelligence as a result of a safety considera-
tion. This will provide safety to the user in the case that there is any latency or mi-
sread signals from the EEG headset while maneuvering the smart chair. Thus, the 
continuously running autonomous mode maintains the safety of its operation while 
also preventing the overtaxing the user. On the other hand, an onboard emergency 
stop is also installed to allow for stopping the wheelchair in a danger situation at the 
discretion of a user. 

4 The Research and Development Work and Results 

The indoor mobility of the wheelchair has been demonstrated by operations in both 
autonomous and BCI modes in a dynamically occupied hallway, where the smart 
chair intelligently and successfully interacted with pedestrians. Concurrently, ex-
tended mobility of the wheelchair for outdoor environments has been explored. 

For outdoor mobility, the on-board intelligence was developed to cope with a va-
riety of outdoor challenges. Outdoor motion planning and strategy involves GPS na-
vigation, and vision-based feature detection and extraction. Colors and textures are 
features used to differentiate a variety of terrains, using computer vision. 

4.1 Terrain Recognition 

One of the major challenges for the smart wheelchair in the outdoor setting is to have 
an ability of recognizing and differentiating a variety of terrains and to be able to use 
a discretion to stay on a preferred terrain, such as a cement pavement, unless it has no 
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5 Contributions to the Field 

The completed prototype of the functional smart wheelchair will be evaluated by the 
Los Angeles District Assessor of the California Department of Rehabilitation. The 
assessor will evaluate the functionality and safety features of the chair to make sure 
the chair design has complied with the government requirements and regulations. 

6 Conclusions and Planned Activities 

The successful development and demonstration of indoor and outdoor mobility for a 
smart wheelchair, which can be operated autonomously or be controlled by a BCI 
EEG headset, depends heavily on computer-assisted and Internet technologies. Wire-
less sensing also plays a key role in facilitating the technology development in this 
field. This technology will relieve the ever-increasing healthcare budgets and ex-
penses that society is facing, in terms of the shortage of care givers and the financial 
burden for a long-term care. 
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Abstract. A Brain-Computer Interface (BCI) can provide an additional option 
for a person to express himself/herself if he/she suffers a disorder like amyo-
trophic lateral sclerosis (ALS), brainstem stroke, brain or spinal cord injury or 
other diseases affecting the motor pathway. For a P300 based BCI a matrix of 
randomly flashing characters is presented to the participant. To spell a character 
the person has to attend to it and to count how many times the character flashes. 
The aim of this study was to compare performance achieved by subjects suffer-
ing major motor impairments with that of healthy subjects. The overall accura-
cy of the persons with motor impairments reached 70.1% in comparison to 91% 
obtained for the group of healthy subjects. When looking at single subjects, one 
interesting example shows that under certain circumstances, when the patient 
finds difficult to concentrate on one character for a long period of time, reduce 
the number of flashes can increase the accuracy. Furthermore, the influence of 
several tuning parameters is discussed as it shows that for some participant’s 
adaptations for achieving valuable spelling results are required. Finally, exclu-
sion criteria for people who are not able to use the device are defined. 

Keywords: brain-computer interface (BCI), Stroke, Amyotrophic Lateral  
Sclerosis, P300, Locked-In Syndrome, Visual Evoked Potentials, Spinal Cord 
Injury. 

1 Introduction 

For the realization of a brain-computer interface (BCI) system the P300 event-related 
potential can be used [1 - 3]. Such systems are mostly used as spelling devices because a 
high number of different characters enhance the BCI communication speed [4]. 

Conversely assess BCIs performance with people who have motor impairments 
and compare the results with the healthy subjects ones is of special interest to deter-
mine optimal settings and what constraints affect device performance.  
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In a previous study we examined the overall accuracy of our P300 speller for 
healthy subjects [5].  

2 Methods 

2.1 Participants 

The data of 15 persons with motor impairments (9 male, 6 female, age: 45.20 ± 17.12) 
are compared to results obtained by the group of 81 healthy subjects.[5] They partici-
pated in the study at two different institutions, applying slightly different signal 
processing methods explained below. Ten subjects (S1-S10; group 1) EEG data were 
recorded at the Fundació Privada Institut de Neurorehabilitació Guttmann, Barcelona, 
Spain. Inclusion criteria were: 

Cervical Spinal Cord Injury (SCI) (between C2 and C6) or massive subcortical 
stroke patients with preserved cognitive function. Subjects S2 and S10 suffered 
locked-in syndrome (LIS). They also presented moderate visual impairment such as 
binocular diplopia and optical nerve lesions. Subject S6 suffered a sacral pressure 
score.  

The other five subjects (S11-S15; group 2) data were recorded at Thuiszorg Het 
Friese Land of Leewarden, Netherlands. 

Table 1 shows the pathology of each patient according to the scales mentioned 
above and the spelling accuracy achieved. 

Table 1. Information about participants and their achieved accuracy. The impairment degree is 
described by the scale of the American Spinal Injury Association (ASIA), the ALS Functional 
Rating Scale – Revised (ALSFRS-R), the Kurtzke Expanded Disability Status Scale (EDSS), 
and the Rankin Scale for Stroke Disability. The achieved accuracy during the copy spelling run 
is shown in the last column. 

Grou
p 

Patient 
ID 

Age 
(years) motor impairment 

since 
(months) 

ASI
A 

ALSF
RS-R 

EDS
S 

Rankin Scale 
for Stroke 
Disability 

Accu-
racy 
(%) 

1 

S1 37 SCI (C3) 0 A 80 
S2 42 Stroke (LIS) 3 V 0 
S3 24 SCI (C6) 10 A 100 
S4 21 SCI (C4) 39 A 60 
S5 24 SCI (C6) 36 A 80 
S6 60 SCI (C4) 5 A 20 
S7 31 SCI (C6) 102 B 100 
S8 40 SCI (C5) 267 A 100 

S9 46 SCI (C2) 6 B 80 
S10 31 Stroke (LIS) 4 V 0 

2 

S11 68 FSHD 240 10 100 

S12 64 MS 120 3 40 

S13 59 MS 108 3 100 

S14 64 MS 264 8 100 

S15 67 Stroke 48 IV 100 
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2.2 Paradigm and Experimental Procedure 

A matrix was shown (dimension 10x5 for group 1 and 6x6 for group 2) consisting of 
several characters on the computer screen. To select one character, each row and 
column was flashed several times in a random order before classification. The BCI 
user focused on a specific character to select it and a P300 was elicited whenever the 
row or column containing the character flashed.  

2.3 Experimental Setup and Data Processing 

The EEG data were acquired using active electrodes. Electrode positions were: Fz, 
Cz, P3, Pz, P4, PO7, Oz, PO8 for group 1 and Fz, FCz, Cz, CPz, Pz, Oz, F3, F4, C3, 
C4, CP3, CP4, P3, P4, PO7, PO8 for group 2. The ground electrode was located on 
the forehead or mastoid; the reference was mounted either on the right or on the left 
earlobe. The amplifier (g.USBamp, g.tec medical engineering GmbH, Austria) meas-
ured the EEG data at 256 Hz sampling frequency.  

3 Results 

Table 1 shows the accuracy results of the subjects. Seven of them (S3, S7, S8, S11, 
S13, S14, S15) achieved an accuracy of 100%. S4 had strong muscle activation in the 
neck due to a lack of control of the main breathing muscles (diaphragm). S6 stayed in 
bed during the measurement and the accuracy was poor (20%). The two patients 
suffering LIS (S2 and S10) were innaccurate with the predefined settings. With 
different parameter settings (i.e., flashing time: 150 ms, dark time: 100 ms) the 
subjects reached an accuracy of 40% and 20%, respectively. 

Table 2 compares the averaged accuracy of the current study to a previous study 
that included 81 healthy subjects.  

Table 2. Comparison of achieved accuracy of the 15 patients to the healthy subjects (N=81) 

Classification Accuracy in % Percentage (N=15) Percentage (N=81) 
100 46,7 72,8 

80-100 20,0 88,9 
60-79 6,7 6,2 
40-59 6,7 3,7 
20-39 6,7 0,0 
0-19 13,3  1,2 

Average accuracy of all subjects 70,7 91,0 

4 Discussion and Suggestions to Improve the Spelling Accuracy 

In this study we collected data from 15 people with various motor disabilities. The 
aim of the study was to compare the results obtained by these subjects to the accuracy 
obtained by healthy subjects.  



 Comparing the Accuracy of a P300 Speller for People with Major Physical Disability 183 

 

Excluding subjects 2, 4, 6, and 10 mean accuracy was 89%. This level of accuracy 
is comparable to the 81 healthy subjects (accuracy: 91%) in the previous study. Of 
special interest is S9 who suffers a lesion at C2. Unfortunately - because of a 
complication due to a tracheostomy - the subject is not able to communicate without 
any help. He achieved an accuracy of 80%, hence the speller could be a very helpful 
device for him. S4 had strong artifacts caused by muscle activation in his EEG signal 
which influenced the accuracy negatively. For this patient further investigation such 
as the implementation of an automatic removal of artifacts [6] is required. For S6, 
who stayed in bed throughout measurements, the monitor needs to be mounted to face 
the patients head from above.  

Two subjects suffering LIS were not able to control the speller with the predefined 
setting. However, changing the settings to a slower spelling rate resulted in at least 
one correctly spelled character for each patient.  

A new study that takes into account the considerations made above is currently 
being designed. The aim of this work will be to find optimized settings of the speller 
and the testing environment for each participant. 
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Abstract. We have developed the Robot Suit HAL (Hybrid Assistive
Limb) to actively support and enhance human motor functions. The HAL
provides physical support according to the wearer’s motion intention. In
this paper, we present a case study of the application of the HAL to gait
rehabilitation of a stroke patient. We applied the HAL to a male patient
who suffered a stroke due to cerebral infarction three years previously.
The patient was given walking training with the HAL twice a week for
eight weeks. We evaluated his walking speed (10 m walking test) and
balance ability (using a functional balance scale) before and after the 8-
week rehabilitation with the HAL. The results show an improvement in
the gait and balance ability of a patient with chronic paralysis after gait
training with the HAL, which is a voluntarily controlled rehabilitation
device.

Keywords: Robot Suit, HAL, Rehabilitation, Locomotor training,
Hemiplegia.

1 Introduction

It is important to rehabilitate the walking ability of those that have suffered a
stroke to restore and maintain their everyday activities and quality of life. Loco-
motor training performed on a treadmill with the manual assistance of therapists
has been suggested for gait rehabilitation based on motor training. Repeating a
stepping motion on a treadmill promotes motion learning and improves walking
ability. However, this training approach places a heavy burden on the therapists
as they need to swing the patient’s paralyzed legs manually.

To avoid this problem, robot technologies have been applied to locomotor
training. Gait motion support is provided by the actuated joints of the robots
instead of the therapists. These robots apply a predefined motion to the patient’s
limbs regardless of the patient’s intention to step. The effect of this kind of
passive locomotor training has been investigated [1].
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As opposed to passive drive robots, we have developed the robot suit HAL
(Hybrid Assistive Limb), a wearable robot that supports the wearer’s motion [2].
This motion support is provided according to the wearer’s intention to move by
using bioelectrical signals from muscle activity. The wearer operates the HAL
voluntarily and receives its force as support.

However, little is known about the effect of long-duration locomotor training
with voluntary motion support using the HAL on stroke patients. To investigate
the effectiveness in a large-scale controlled study, a preliminary evaluation of the
effect of rehabilitation with the HAL must first be conducted in the form of a
case study.

The purpose of this research is to evaluate the efficacy of HAL locomotor
training for a chronic stroke patient.

Fig. 1. The HAL suit for well-being (left side) and a stroke patient wearing the HAL
(right side)

2 Methods

The HAL is an anthropomorphic structure designed to support the lower limb
functions, and consists of a frame and active joints (Fig. 1). Each of the active
joints of the exoskeleton (hips and knees) has one degree of freedom in the
sagittal plane, and generates assistive torque for walking assistance. Control of
the HAL system rests with the main controller, the purpose of which is to control
and supervise the power units, monitor the batteries, and communicate with the
system operator.

The HAL can be controlled using the Voluntary Control method [3]. Voluntary
control provides physical support according to the wearer’s voluntary muscle
activity, which can be detected with the use of electrodes as electrical signals on
the skin surface over the muscle. The electrodes are positioned directly above the
muscles to estimate the voluntary flexion and extension torque. The electrical
signals are then processed by the HAL’s main controller. This signal processing
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allows the HAL to estimate the assistive torque that each active joint should
generate to assist the wearer’s leg motion.

We applied the HAL to a 74 year old male patient with hemiplegia on the left
side due to a cerebral infarction that occurred three years previously (Fig. 1).
The patient could walk with a cane under supervision. Although he had received
rehabilitation for the past three years, improvement in his walking ability had
reached a plateau. He was therefore, given locomotor training with the HAL
twice a week for eight weeks. The duration of each training session was around
20 minutes. We compared the mean angles of the left hip joint with and without
the HAL for a gait cycle, calculated as the average of ten gait cycles. The angle
was set to 0 deg in the standing posture and considered positive during flexion.
We evaluated the patient’s walking ability (by means of a 10 m walking test,
10MWT) and balance ability (using a functional balance scale, FBS) before and
after the eight week rehabilitation period with the HAL.

3 Experimental Results

Figure 2 illustrates the time-normalized hip joint angle starting at the left foot
contact during one cycle with and without the HAL. Wearing the HAL increases
the motion range of the left impaired hip joint. Figure 3(a-c) shows the change

Fig. 2. Left hip joint angles with and without the HAL during walking

(b)

Fig. 3. Change in walking speed (a) and number of steps (b) for 10MWT, and FBS
score (c) before and after the 8-weeks locomotor training period with HAL



Application of Robot Suit HAL to Gait Rehabilitation 187

in walking speed and the number of steps during 10MWT, and the total FBS
score, respectively, before and after the 8-week training period. An increase in
gait speed of 0.08 m/s and a decrease in the number of steps of 5 steps were
observed. An increased FBS score was also observed with improvements of 3
points.

4 Discussion

The purpose of this research was to evaluate the efficacy of HAL locomotor
training for a chronic stroke patient. Gait speed and number of steps showed
improvement after the HAL training (Fig. 3(a) and (b)). The results of this
rehabilitation indicate that HAL locomotor training can induce improvement in
walking ability. The HAL’s motion assistance in conjunction with the patient’s
volitional motion increased the range of hip joint motion (Fig. 2), and the patient
was able to walk with improved strides during locomotor training with the HAL.
This locomotor training also led to an increase in balance ability (Fig. 3(c)).
Consequently, this effect would contribute to improved walking ability.

5 Conclusion

In this research, we investigated the effect of locomotor training with the Robot
Suit HAL, which provides walking assistance according to the wearer’s intention
to move. We confirmed an improvement in the walking ability of a chronic stroke
patient. As the next step, a controlled trial will be conducted to investigate the
significance of the effect on stroke patients.
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Abstract. Deaf people have always been early adopters of everything ICT has 
to offer. Many barriers however remain, that make it difficult for Deaf sign lan-
guage users to use their preferred, and for some: only accessible language, 
when and where they want. In this session, some of the current R&D efforts for 
sign language users are presented, with the objective to promote information 
sharing and collaboration, so that recent threats can be dealt with productively 
and converted into opportunities. 

Keywords: Deaf, sign language, accessibility. 

1 Introduction 

When the first computers appeared on the scene, deaf people were quick to see the 
potential. Deaf people, and people working in the deaf field, have always been ‘early 
adopters’. The first educational computer programs for deaf children used Laser discs, 
then CD-I.  Since then, every new technological development was quickly taken ad-
vantage of, to improve deaf people’s access to information, and to enable them to 
participate more fully in our predominantly hearing society. Better graphics, colour, 
then video, enabled the storage, sharing and analysis of video of sign languages, the 
preferred languages of many deaf people. The internet, e-mail and cell-phones gave 
them worldwide access to information and communication. First in text, then – thanks 
to faster internet and better video codecs - in sign language, too.   

2 So All is Well? 

Yes and no. In the ‘deaf world’, the word Deaf with a capital D was usually used to 
indicate people who were born deaf, who consider themselves members of the Deaf 
community, and who use a sign language as their preferred mode of communication. 
Deaf with a small d (deaf) was then used to indicate people who have lost their  
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hearing later in life and/or who prefer to communicate in spoken and/or written lan-
guage. But technology has changed that. Now, the majority of children who are born 
deaf, receive cochlear implants (in the early days, we called them ‘bionic ears’) that 
give them access to spoken language. As a result, most deaf children (or their parents) 
now prefer to use a spoken language. At the moment, it is estimated that there are 
more hearing sign language users in the EU, then Deaf sign language users.  

3 Problem Solved? 

Yes and no. Cochlear Implants and other technological innovations enable some deaf 
people to participate more, and more fully in hearing society. But only some. A large 
number of deaf people, the Deaf with a capital D, prefer to use a sign language as 
their first, and maybe only fully accessible language. Many of them still live margina-
lized lives, because they depend on others for communication outside of the deaf 
community and for reading and writing [1].  

The majority of hearing people do not know sign language, so Deaf sign language 
users need assistance to communicate with hearing people, and vice versa. Sign lan-
guage interpreters are expensive, and not available in all countries [2]. 

There is no generally accepted ‘alphabet’ for writing sign languages, so Deaf 
people cannot read and write in their first language. Deaf education still has not 
solved the problem of how to teach reading and writing a spoken language to children 
who can’t hear. As a result, the majority of adult Deaf sign language users are ‘func-
tionally illiterate’. They cannot read and write their first language, a sign language, 
and have limited skills in reading and writing the spoken language of their country; 
only a very few learn to read and write a second language [3].  

Technology can now give given some deaf people sufficient access to auditory in-
formation, to enable them to function in the hearing world. It has however failed  so 
far, to provide Deaf sign language users with the same opportunities. This Sign 2.0 
STS is a good (or: bad) example. The majority of the research presented here focuses 
on making spoken and written language accessible for Deaf sign language users, and 
vice versa. Almost all papers however, are presented by hearing people. Deaf sign 
language users may have participated in the research and development activities as 
‘guinea pigs’ to test products that were being developed for them, but not with or by 
them. 

Many barriers remain, that make it difficult for Deaf sign language users to partici-
pate on an equal basis.  For the Sign 2.0 session, invitations were sent out – in written 
English. Deaf people then had to go to the ICCHP website, to find information about 
the conference, by reading English. They had to submit abstracts and papers. In Eng-
lish. Only a very few managed to overcome all of these barriers and can now present 
their research in their preferred language, a sign language.    
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4 Solutions? 

The presentations in the Sign 2.0 STS show, what researchers are doing to enable sign 
language users, whether deaf, hard-of-hearing or hearing, to use the language they 
want, when and where they want. 

The projects presented here are only a few the research projects that that are cur-
rently ongoing. We hope that this STS will on the one hand make information about 
these projects accessible to sign language users, and on the other hand: will launch 
future cooperation. At the moment, the research field resembles confetti: many co-
lourful ‘niche’ projects, overlap in objectives, little or no co-operation between 
projects.  

In many countries, online sign language dictionaries have been developed or are 
being developed (for a list, see: www.opensign.org). For mobile devices, sign lan-
guage apps have been and are being developed. But only for some sign languages. All 
sign language dictionary makers develop their own software. Users who are interested 
in more than one sign language, have to learn to use new software and learn to read a 
new foreign language, for every new sign language dictionary that they want to con-
sult. New dictionary-makers start from scratch and have to learn from their own mis-
takes, instead of those made by their predecessors.   

A more profitable approach was taken by the Communication Centre for Deaf and 
Hard of Hearing in Iceland (SHH). They developed SignWiki (www.signwiki.org), a 
collaborative web and mobile platform which enables collection, dissemination and 
analysis of sign language resources and knowledge. It uses open source software, 
including MediaWiki (the software behind Wikipedia) and jQuery Mobile.  From the 
start, the principal aim was to develop a low-cost and easy-to-use tool for the disse-
mination of sign languages, which could be utilized by organizations involved in deaf 
education in different countries. Of particular interest were developing countries 
where great efforts are required to work towards equal access for deaf people in socie-
ty. With SignWiki, a dedicated domain can be set-up on the server for each sign lan-
guage. See for instance http://na.signwiki.org for Namibia.  

In contrast, many of the ‘dedicated’ tools that have been and are being developed 
for sign language users, never actually reach the target group. If they do: they reach 
only a very small part of the target group, and because of recent threats: possibly only 
for a short period.  

5 Threats, or Opportunities? 

The objective of several projects presented in this STS was to develop tools that will 
translate spoken and written texts into sign language, and vice versa. To recognize 
signs, many projects developed dedicated video-based sign recognition systems. An 
example is the DictaSign prototype. It captures signs made by a signer, and then uses 
an avatar to sign the phrases back to the signer. The original plan was to capture signs 
with a webcam and video-recognition software. Instead, the Xbox Kinect™  is used. 
The mainstream Xbox Kinect™ may well be the end of a long line of research  
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activities aimed at the development of dedicated video-recognition systems for sign 
languages [4]. On the other hand: Kinect™ may finally enable sign recognition  
applications to reach real users in real life settings, instead of only test-subjects in 
laboratories. 

In spite of many years of research, machine translation of text into sign language is 
not (yet?) possible [5]. Many websites however now include – mostly human, some-
times avatar based - video in sign language. On some websites sign language is used 
as the main or only language, on other websites sign language translations are added 
to give Deaf people access to written texts. Examples are SignTube (www.sign-
tube.com), a video sharing website that is dedicated to videos that are of interest to the 
Deaf community and the Sign Library Project (www.signlibrary.eu). We now have 
sign language friendly e-learning platforms, like SignAssess (www.signassess.org/), 
Vibelle (www.vibelle.de), and vELAP (Video-based E-Lectures for All Participants, 
this STS). We have dedicated online training programmes such as SignMedia 
(www.signmedia.eu) and Signs2Go (www.signs2go.eu), where a sign language is 
used as the language of instruction.  

All of these ‘sign language friendly’ products, however, use Flash. And all of these 
are now threatened by the fact that Flash will no longer be supported on mobile de-
vices, and may not be supported at all in the long term. The end of Flash poses a ma-
jor threat for the long term existence of many of the products presented in this STS. 

Let’s hope that in the short term, it will be prove to be an opportunity as well: for 
more co-operation, for better and earlier involvement of the target groups, and for the 
developments of products that will enable deaf, hard-of-hearing and hearing sign 
language users to choose the language they want to use, when and where they want. 
Sign language users: early adopters, long-term survivors? 
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Abstract. The Community for researchers in the field of sign language is facing 
a serious problem which is the absence of a large parallel corpus for signs 
language. The ASLG-PC12 project, conducted in our laboratory, proposes a 
rule-based approach for building big parallel corpus between English written 
texts and American Sign Language Gloss. In this paper, we present a new 
algorithm to transform a part of English-speech sentence to ASL gloss. This 
project was started in the beginning of 2011 and it offers today a corpus 
containing more than one hundred million pairs of sentences between English 
and ASL gloss. It is available online for free in order to develop and design new 
algorithms and theories for Sign Language processing, for instance, statistical 
machine translation and any related fields. We present, in particular, the tasks 
for generating ASL sentences from the corpus Gutenberg Project that contains 
only English written texts.  

Keywords: American Sign Language, Parallel Corpora, Sign Language. 

1 Introduction 

To develop an automatic translator or any other tools that requires a learning task for 
sign languages, the major problem is the collection of a parallel corpus between text 
and Sign Language. A parallel corpus contains large and structured texts aligned 
between source and target languages. They are used to do statistical analysis and 
hypothesis testing, checking occurrences or validating linguistic rules on a specific 
universe. Since there is no standard and sufficient corpus [1], [2] because developing 
an automatic translation based on statistics, without pre-treatment prior to the 
execution of the process of learning requires an important volume of data. In many 
ways, progress in sign language research is driven by the availability of data. This is 
particularly true for the field of statistical machine translation or machine learning, 
which thrives on the emergence of large quantities of parallel text: written text paired 
with its translation into a sign language. For these reasons, we started to collect pairs 
of sentences between English and American Sign Language Gloss. And due to 
absence of data, especially in ASL, and in other side there exists a huge data of 
English written text; we have developed a corpus based on a collaborative approach 
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where experts can contribute in the collection and in correction of bilingual corpus 
and also in validation of the automatic translation. This project [3] was started in 
2010, as a part of the project WebSign [4], [5] that carries on developing tools able to 
make information over the web accessible for deaf. The main goal of our project 
Wesbsign is to develop a Web-based interpreter of Sign Language (SL). This tool 
would enable people who do not know Sign Language to communicate with deaf 
individuals. Therefore, contribute in reducing the language barrier between deaf and 
hearing people. Our secondary objective is to distribute this tool on a non-profit basis 
to educators, students, users, and researchers, and to disseminate a call for 
contribution to support this project mainly in its exploitation step and to encourage its 
wide use by different communities. In this paper, we review our experiences with 
constructing one such large annotated parallel corpus between English written text 
and American Sign Language Gloss –the ASLG-PC12, a corpus consisting of over 
one hundred million pairs of sentences.  The paper is organized as follow. Section 2 
presents methods and pre-processing tasks for collecting data from the Gutenberg 
Project [6]. We present two stages of pre-processing, in which each sentences had 
been extracted and tokenized.  Section 3 presents our method and algorithms for 
constructing the second part of the corpus in American Sign Language Gloss. 
Constructed texts were generated automatically by transformation rules and then 
corrected by human experts in ASL. We describe also the composition and the size of 
the corpus. Discussions and conclusion are drawn in section 5. 

2 Parallel Corpus Collection 

2.1 Collecting Data from Gutenberg 

Acquisition of a parallel corpus for the use in a statistical analysis typically takes 
several pre-processing steps. In our case, there isn’t enough data between English  
 

 

Fig. 1. Occurrence of Zipf's Law in Gutenberg Corpora of English Texts, the top ten words are 
(the, I, and, to, of, a, in, that, was, it) 
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texts and American Sign Language. We start collecting only English data from 
Gutenberg Project toward transform it to ASL gloss. Gutenberg Project [6] offers over 
38K free ebooks and more than 100K ebook through their partners. Collecting task is 
made in five steps: 

• Obtain the raw data (by crawling all files in the FTP directory). 
• Extract only English texts, because there exist ebook in others languages than 

English like German, Spanish. We found also files containing AND sequences. 
• Break the text into sentences (sentence splitting task). 
• Prepare the corpora (normalization, tokenization). 

In the following, we will describe in detail the acquisition of the Gutenberg corpus 
from FTP directory. Figure 1 shows the occurrence of Zipf's Law in Gutenberg 
Corpora of English Texts. We found that words like (the, I, and, to, of, a, in, that,  
was, it) are the top ten used words in corpora. Also this metrics determines which 
words are frequently used in English. Also, a huge work was made to remove non-
English texts. 

2.2 Sentence Splitting, Tokenization, Chunking and Parsing 

Sentence splitting and tokenization require specialized tools for English texts. One 
problem of sentence splitting is the ambiguity of the period “.” as either an end of 
sentence marker, or as a marker for an abbreviation. For English, we semi-
automatically created a list of known abbreviations that are typically followed by a 
period. Issues with tokenization include the English merging of words such as in 
“can’t” (which we transform to “can not”), or the separation of possessive markers 
(“the man’s” becomes “the man ’s”). We use also an available tool for splitting called 
Splitta [7]. The models are trained from Wall Street Journal news combined with the 
Brown Corpus which is intended to be widely representative of written English. Error 
rates on test news data are near 0.25%. Also, we use CoreNLP tool [8]. It is a set of 
natural language analysis tools which can take raw English language text input and 
give the base forms of words, their parts of speech.  

3 English-ASL Parallel Corpus 

3.1 Problematic 

The main problem to process American Sign Language for statistical analysis like 
statistical machine translation is the absence of data (corpora or corpus), especially in 
Gloss format. In Sign Language, there exist many transcription form of Sign 
Language. Several notations have emerged, the most popular and are used: Stokoe 
[9], HamNoSys [10] and SignWriting [11]. These three systems also annotate the 
phonological aspect of the sign in order to understand how to interpret. Several  
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projects have been developed using these systems to facilitate the signing avatars. 
However, a significant number of works using the "glosses" as a semantic 
representation of sign language [12]. [13]. By convention, the meaning of a sign is 
written correspondence to the language talking to avoid the complexity of 
understanding. For example, the phrase “Do you like learning sign language?” is 
glossed as “LEARN SIGN YOU LIKE?”. Here, the word “you” is replaced by the 
gloss “YOU” and the word "learning" is rated "LEARN". 

3.2 Ascertainment and Approach 

Generally, in research on statistical analysis of sign language, the corpus is annotated 
video sequences. In our case, we only need a bilingual corpus, the source language is 
English and the language is American Sign Language glosses transcribed. In this 
study, we started from 880 words (English and ASL glosses) coupled with 
transformation rules. From these rules, we generated a bilingual corpus containing 
800 million words. In this corpus, it is not interested in semantics or types of verbs 
used in sign language verbs such as "agreement" or "non-agreement". Figure 2-a 
shows an example of transformation between written English text and its generated 
sentence in ASL. The input is “What did Bobby buy yesterday ?” and the target 
sentence is “BOBBY BUY WHAT YESTERDAY ?”. In this example, we save the 
word “YESTERDAY” and we can found in some reference “PAST” which indicates 
the past tense and the action was made in the past. Also, for the symbol “?” it can be 
replaced by a facial animation with “WHAT”. For us, we are based on lemmatization 
of words. We keep the maximum of information in the sentence toward developing 
more approaches in these corpora. Statistics of corpora are shown in Table 1. The 
number of sentences and tokens is huge and building corpus takes many days. 

 (a) (b) 

 

Fig. 2. (a) An example of transformation: English input  (b)  Steps for building ASL corpora 
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All parts are available to download online for free [3]. Using transformation rule in 
table 3, we build the ASL corpora following steps shown in figure 2-b. The input of 
the system is English sentences and the output is the ASL transcription in gloss. In 
table 2, only simple rules are shown, we can define complex rule starting from these 
simple rules. We can define a part-of-speech sentence for the two languages. 
According to figure 3, when we check if the rule of S exists in database, the algorithm 
will return true, in this case, we apply directly the transformation. Of course, all 
complex rules must be done by experts in ASL. Table 2 shows some transformation 
from English sentence to American Sign Language.  We present the transformation 
rule made by an expert in linguistics.  

Table 1. Size of the American Sign Language Gloss Parallel Corpus 2012 (ASLG-PC12) 

 Corpus size English Corpus size ASL Gloss 
 tokens sentences tokens sentences 
GUTENBERG 1 280 170 490 13 627 591 280 170 490 13 627 591 
GUTENBERG 2 323 240 648 16 180 308 323 240 648 16 180 308 
GUTENBERG 3 549 346 414 27 632 925 549 346 414 27 632 925 
GUTENBERG 4 292 146 954 14 541 844 292 146 954 14 541 844 
GUTENBERG 5 150 675 152 7 628 865 150 675 152 7 628 865 

Table 2. Example of full sentences transformation rules 

English sentence: what is your name ? 
ASL sentence: IX-PRO2 NAME , WHAT ? 
Transformation rule:  1_VBP 2_PRP 3_JJ 4_.   2_PRP 0_DESC- 3_JJ 4_. 
English sentence:  Are you deaf ?  
ASL sentence: IX-PRO2 DESC-DEAF ? 
Transformation rule:  1_VBP 2_PRP 3_DT 4_NN 5_.     4_NN 2_PRP 5_. 
English sentence: are you a student ?  
ASL sentence: STUDENT IX-PRO2 ? 
Transformation rule:  1_VBP 2_PRP 3_DT 4_NN 5_.   4_NN 2_PRP 5_. 
English sentence: do you understand him ? 
ASL sentence: IX-PRO2 UNDERSTAND IX-PRO3 ? 
Transformation rule:  1_VB 2_PRP 3_VB 4_PRP   2_PRP 3_VB 4_PRP  

In figure 3, we describe steps to transform an English sentence into American Sign 
Language gloss. The input of the system is the English sentence. Using CoreNLP 
tool, we generate an XML file containing morphological information about the 
sentence after tokenization task. Then, we build the part-of-speech sentence and 
thanks to the transformation rules database, we try to transform the input for each 
lemma. In some case, we can found that the part-of-speech sentence doesn’t exist in 
the database, so, we transform each lemma. Transformation rule for lemma is 
presented in table 3. In the last step, we add an uppercase script to transform the 
output. The transformation rule is not a direct transformation for each lemma, it can 
an alignment of words and can ignore some English words like (the, in, a, an, …).  
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Table 3. Transformation rules from English Part-of-Speech to American Sign Language Gloss 

English Part-of-Speech Transformation 
rule 

Example 

CC : Coordinating Conjunction CC And  AND 
CD : Cardinal Number  CD Tow  TOW  
DT : Determiner  DT This  THIS 
EX : Existential there   EX There  THERE 
FW : Foreign word  FW i  I 
IN : Preposition  IN In IN 
JJ :Adjective DESC- JJ Yellow DESC-YELLOW 
JJR :Adjective, comparative DESC- JJR Bigger DESC-BIGGER 
JJS  :Adjective, superlative DESC- JJS Wildest  DESC-WILDEST 
LS  :List item marker LS 2 2 
MD :Modal MD Can CAN 
NN : Noun, singular or mass NN Appel  APPEL 
NNS :Noun, plural NNS Appels  APPEL 
NNP :Proper noun, singular NNP IBM IBM 
NNPS :Proper noun, plural NNPS Carolinas CAROLINAS 
PDT :Predeterminer PDT All  ALL 
POS :Possessive ending X-POSS ’s  X-POSS 
PRP  :Personal pronoun PRP I   IX-PRO1 
PRP$  :Possessive pronoun PRP$ Your   IX-PRO2 
RB  :Adverb DESC- RB Never DESC-NEVER 
RBR :Adverb, comparative RBR Faster  FASTER 
RBS  :Adverb, superlative RBS Fastest  FASTEST 
RP  :Particle RP Off  OFF 
SYM :Symbol SYM && 
TO  :To TO To  TO 
VB : Verb, base form VB Eat  EAT 
VBD :Verb, past tense VB Ate EAT 
VBG :Verb, gerund or present 
participle 

VB EatingEAT 

VBN :Verb, past participle VB EatenEAT 
VBP :Verb, non-3rd person 
singular present 

VB Eat  EAT 

VBZ :Verb, 3rd person singular 
present 

VB Eats  EAT 

WDT :Wh-determiner WDT Which  WHICH 
WP :Wh-pronoun WP What  WHAT 
WP$ :Possessive wh-pronoun WP$ Whose  WHOSE 
WRB :Wh-adverb WRB Where  WHERE 
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3.3 Transformation Rules 

Not all transformation rules used to transform English data was verified by experts in 
linguistics. We validate only 800 rules and transformation rules for lemma. We 
cannot validate all rules because there exist an infinite number of rules. For this 
reason, we developed an application that offer to experts to enter their rules from an 
English sentence, without coding. The application is just a simple user interface 
which contain lemma transformation rule, and the expert will compose lemma. After 
that, he save the result and rebuild the corpora. The built corpus is a made by a 
collaborative approach and validated by experts. 

3.4 Releases of the English-ASL Corpus 

The initial release of this corpus consisted of data up to September 2011. The second 
release added data up to January 2012, increasing the size from just over 800 
sentences to up to 800 million words in English. A forthcoming third release will 
include data up to early 2013 and will have better tokenization and more words in 
American Sign Language. For more details, please check the website [3]. This corpus 
can be very useful to develop Statistical Machine Translation [14] or Sign Language 
Courses for Deaf children [15]. 

4 Discussions and Conclusion 

We described in this paper the construction of the English-American Sign Language 
corpus. We illustrated a new method for transforming an English written text to 
American Sign Language gloss. We presented also the first corpus for ASL gloss that 
exceeds one hundred million of sentences and that we would make it available for all 
researches and linguistics. During the next phase of the ASLG-PC12 project, we 
expect to provide both a richer analysis of the existing corpus and others parallel 
corpus (like French Sign Language, Arabic Sign Language, etc.). This will be done by 
first enriching the rules by experts. This enrichment will be achieved by automatically 
transforming the current transformation rules database, and then validating the results 
by hand. 
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Abstract. The paper deals with a monolingual (explanatory) and bilingual 
dictionary of the spoken and sign language, which in each of the languages 
provides grammatical, stylistic and semantic characteristics, contextual quotes, 
information about hyponyms and hypernyms, transcription, and audio/video 
recording (front-facing and sideview captures). The dictionary also serves as a 
basic didactic aid for teaching deaf and hearing users and their specialized work 
with academic texts at Masaryk University (MU) and for this reason it also, 
besides the basic vocabulary, includes specialized terminology of study 
programs provided at MU in the Czech sign language. Another aim of this 
dictionary is to build a centralized on-line dictionary of newly created 
terminology and the existing vocabulary. 

1 Introduction 

Support Centre for Students with Special Needs is one of the central bodies of 
Masaryk University in Brno. The mission of the Centre is to grant accessibility to 
students with sensory and other disabilities to all study programmes and subjects 
accredited at the University. The Centre provides interpreting services for deaf and 
hard of hearing students of all Masaryk University faculties. Since deaf and hard of 
hearing students did not have any possibility to study a university during the 
communist period, there is a lack of technical terms in sign language in several fields 
taught at universities. In these cases we have to face the lack of professionally trained 
interpreters, insufficient terminology of Czech sign language in given fields and 
teachers' unwillingness to work with an interpreter. Therefore, we have to support 
creation and stabilization of Czech sign language vocabulary and enable further 
education of sign language interpreters working at universities in given fields. Most of 
this barriers to interpreting for the hearing impaired students lead to establishing a 
Dictionary of technical terms. 

Czech and Czech sign language dictionary and thesaurus are parts of widely 
focused project ComIn (Universal Learning Design: Innovation in Interpreting and 
Communication Service) which focuses on minimizing barriers in tertiary education 
of the deaf and hard of hearing students. These barriers include the lack of well 
educated and trained (sign language) interpreters, teachers who do not cooperate with 
interpreters, lack of technical terms in Czech sign language in current fields. It is 
necessary to create missing technical terms in Czech sign language and to spread 
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these terms to students and interpreters and make further training accessible for all 
sign language interpreters. This project was created with partners: Institute of Special 
Education Studies - Faculty of Education - Palacký University Olomouc and The 
Section of Artificial Intelligence at the Department of Cybernetics of the Faculty of 
Applied Sciences - University of West Bohemia in Pilsen. 

2 Online Dictionary Features 

During last decade, several online an offline (DVD based) dictionaries were 
produced, gathering existing and recently created terms in Czech sign language from 
several topics. But none of these dictionaries offer expected features e.g., searching - 
not only by text, but also by other options - sign language specific criteria as well, 
completeness of lexicographical data covering most of the language, not only limited 
topics, being up-to-date. That is why we needed to create a state-of-the-art sign 
language dictionary which supports all the mentioned features, which is both a 
translation and explanatory dictionary that makes all existing terms accessible to all 
students and interpreters and which extends and elaborates on existing technical terms 
in given field . 

3 Components of Dictionary Entries 

Every lemma compounds formal part of lemma (shape of lexical unit), front and side 
video record or conventional grammar, transcription by SignWriting or HamNoSys or 
Alternative grammar, pronunciation and phonetic transcription, grammatical 
information (specific sign, classifier, etc.) or grammatical information (word class, 
way of flection, etc.), semantic part of lemma (meaning of lexical unit), stylistic 
characteristic of lemma, etymological information, invariant component (primary 
meaning), examples of use in primary meaning, multi-word namings based on 
primary meaning and their meaning, synonyms, antonyms, hyponymys, heteronyms 
in relation to primary meaning, variant component (secondary meanings), examples 
of use in secondary meaning, multi-word namings based on secondary meaning and 
their meaning, synonyms, antonyms, hyponymys, heteronyms in relation to secondary 
meaning and derivatives and composites of lemma 

4 Data Aquisition 

Acquisition of existing signs of Czech sign language can be done in three different 
forms. 

First acquisition method using sign language without any support of spoken 
language (nor written form) can be done in four ways: In the first way, meaning of 
lexeme is explained to the (deaf) consultants without using mentioned sign. Once they  
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understand the meaning well, it will give us answer including mentioned sign. In the 
second way, more than one sing representing current lexeme are shown to the 
consultants to pick up the right one. In the third way, the mentioned lexeme is 
explained to the consultants using pictures or graphs (e.g. linear function). 
Consultants have to answer appropriate sign based on these pictures. The last way for 
this data acquisition is to record spontaneous discussion of deaf consultants about 
certain topic. 

Second acquisition method using spoken and sign language can be done in three 
ways. Only lexeme itself is explained in sign language but with support of spoken 
language. A consultant can see written presentation that is explained by an hearing 
expert and interpreted into sign language. This way is the most used currently.  

Third method uses only written form of spoken language without any support of 
sign language. Consultants are given lists of lexemes with contexts and they give an 
equivalent sign of sign language. This method requires good competences in 
mainstream language. 

4.1 Creation of the List of Entries 

New technical terms in sign language have to be created systematically therefore 
frequency analysis of written texts of certain topics, which help to extract most used 
terms, are made. Later on, terms without any existing equivalent in Czech sing lan-
guage can be selected. Third step that will make creation of new terms in sign lan-
guage more effective, is tuning-up of the list of entries by nominative representative-
ness, collocations of lexemes, etc. 

4.2 Creation of New Signs of Sign Language 

Created list of entries is a basement for further work. It requires establishment of a 
group of hearing-impaired consultants, acquisition of the corpus, creation of the list of  
 

 

Fig. 1. Example of presentation 
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entries that will be discussed, compilation of a presentation for explication, giving 
explication to consultants, elicitation or creation of signs. In some cases, it is possible 
to extend existing meaning of sign language signs or to use existing sign of foreign 
sign language. If new sign is created, sometimes it is also possible to make more 
regional varieties. At the moment, the signs which are being create have to be 
recorded and transcribed to notation system (SignWriting) later on. At last, all 
processed data are fed into the online dictionary. 

Group of consultants consists of deaf experts, native sign language users, teachers, 
linguists, a deaf speaker who prepares explication, another person who makes text 
support for reader, an interpreter, a teacher or an expert making content supervision of 
signed explications and contexts and a native sign language user making language 
supervision of signed explications and contexts. 

4.3 Representing Sign Language Data 

Every lemma in sign language should include similar data as lemma in spoken 
language. Since there is no generally used written form of sign language, every 
lemma is represented by data recorded in several forms. Lemma itself is represented 
by two video records (front and both sides view), a transcription to SignWriting and 
HamNoSys notation and an interactive 3D avatar for detailed view. Both, signed 
explication and contexts, are represented by one video records and transcription to 
SignWriting notation. Other descriptions are stored in written language.   

5 Content Management 

Online dictionary contains tools for content management including several levels of 
user accounts with different rights. Low level accounts can access and edit only "low 
level data" and higher levels accounts can manage data from their level and also from 
lower level. The lowest level account is designed for guests. Guest can access only 
public level data and can not edit any item. Guests can comment any public data thou. 
Higher level account is designed for common user who can manage their own user 
interface and also comment any public data. More higher account is designed for 
editors of lexemes items of current field. Editors can also create new entries. Almost 
at the top of the levels stand supervisor accounts for people who authorise whole 
lemmas entries and can publish finished lemmas. Top level account - administrator - 
can manage every item and also whole structure of database.  
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6 User Interface (Preview) 

In the end, we can present you an user side interface that offers many ways of 
searching and view to current data. 

 

Fig. 2. Example lemma in sign language (user interface) 
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Abstract. The paper provides a report on the user-centred showcase prototypes 
of the DICTA-SIGN project (http://www.dictasign.eu/), an FP7-ICT project 
which ended in January 2012. DICTA-SIGN researched ways to enable  
communication between Deaf individuals through the development of human-
computer interfaces (HCI) for Deaf users, by means of Sign Language. Empha-
sis is placed on the Sign-Wiki prototype that demonstrates the potential of sign 
languages to participate in contemporary Web 2.0 applications where user con-
tributions are editable by an entire community and sign language users can 
benefit from collaborative editing facilities. 

Keywords: Sign language technologies, sign-Wiki, multilingual sign language 
resources, Deaf communication, Deaf user-centred HCI. 

1 Research Rational 

The idea driving research in DICTA-SIGN was that development of Web 2.0 technolo-
gies have made the WWW a place where people constantly interact with each other by 
posting information (e.g. blogs, discussion forums), modifying and enhancing other 
people's contributions (e.g. Wikipedia), and sharing information (e.g. Facebook, social 
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functions were tested via internet by end-users using one of the four project sign-
languages (LSF, GSL, DGS, GSL) thanks to the translation option. Gained results 
revealed that the Wiki is actually used equally in order to create new utterances and to 
modify existing utterances. While it would also be possible to use the Wiki interface 
key concepts in pedagogical applications or for information providing purpose in 
combination with other existing solutions like 3DSigner (www.3DSigner.fr), besides 
possible applications, the testers pointed out provided anonymity as the major 
strength of such an application. Detailed reporting on end-user evaluation of the 
DICTA-SIGN Sign-Wiki, is the subject of project deliverable D8.2: Evaluation re-
port of Sign-Wiki demonstrator1. 

4 Conclusion 

DICTA-SIGN has undertaken fundamental research and development in the com-
bined use of image processing and advanced computer vision techniques, statistical 
methods for continuous sign recognition with multimodal fusion and adaptation, vir-
tual human technology, sign language modelling, grammar & lexicon design and 
development as well as corpus construction. The DICTA-SIGN demonstrator focused 
on the end user’s requirements as regards human-computer interaction via sign lan-
guage. Under this light, the main aim here has been to underline the range of actions 
and interaction possibilities that are finally offered to signing users of Web 2.0, result-
ing from research work that exploits properly annotated language resources.  
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Abstract. People with hearing disabilities still do not have a satisfactory access 
to Internet services. Since sign language is the mother tongue of deaf people, 
and 80% of this social group cannot successfully understand the written  
content, different ways of using sign language to deliver information via the In-
ternet should be considered. In this paper, we provide a technical overview of 
solutions to this problem that we have designed and tested in recent years, along 
with the evaluation results and users’ experience reports. The solutions dis-
cussed prioritize sign language on the Internet for the deaf and hard of hearing 
using a multimodal approach to delivering information, including video, audio 
and captions. 

Keywords: deaf, hard of hearing, sign language, VELAP, SLI module, sign 
language glossary. 

1 Introduction 

With the growth of the Internet as a mass media, and its great effect on our daily lives, 
it is incomprehensible that the Internet and its services are still not accessible to eve-
rybody, despite numerous disabled end-users who could benefit highly from having 
access to these services. More than ten percent of our whole world population, i.e. 
more than 600 million people, is disabled [1] and 71 million have some degree of 
hearing loss [2]. According to the American National Organization on Disability sur-
vey, people with hearing and vision disabilities would highly appreciate being able to 
use those services at home [3]. 

However, up to 80% of deaf people cannot successfully understand the written 
content [4]. The main reason is their lack of education and a low level of literacy, 
which is a main criterion to benefit from the text-based Internet. Since sign language 
is the mother tongue of hearing impaired people, and written language is only their 
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second language, deaf signer users often become confused when searching for infor-
mation on Web pages [5 - 7]. It is therefore essential to provide information on the 
Internet in sign language. 

Moreover, legal documents at international, European and national levels, includ-
ing the United Nation Convention on the Rights of Persons with Disabilities (2006), 
Riga Declaration (2006), "Disability Action Plan" of European Union (2006) and 
Brussels Declaration on Sign Languages in the European Union (2010), endow the 
deaf with the right to use sign language. Consequently, there is an urgent need for 
research, design and development to provide appropriate, usable and accessible  
information and communication technology to the deaf and hard of hearing in order  
to improve their reading ability and education level and prepare them for job  
competition. 

2 Principles and Examples of Good Practices for Deaf and Hard 
of Hearing 

Various technologies have been used to deliver online information in sign language: 
avatars, streaming videos of sign language interpreters and speech recognition tech-
nology. According to research findings, natural videos are currently more accepted by 
the end users than signing avatars and synthetic gestures [8]. Therefore, our science 
and engineering approach within the last years has been focused mainly on the devel-
opment of ways to deliver information to deaf and hard of hearing internet users, ap-
plying the technology of sign language interpreter natural video. In this paper, we 
discuss the following four successful best-practice examples and our experiences with 
innovative approaches to ensure e-learning accessibility for deaf and hard of hearing 
people: 

• Video-based E-Lectures for All Participants (VELAP); 
• Sign Language Interpreter Web Based Video Module (SLI module); 
• E-learning Portal for Deaf and Hard of Hearing “How to get a job?”; 
• On-line Sign Language Glossary for Deaf and Hard of Hearing. 

2.1 Video-Based E-Lectures for All Participants (VELAP) 

Considering accessibility, a system called Video-based E-Lectures for All Participants 
(VELAP) was developed. The primary goal was to provide live streaming of lectures 
on demand for people with disabilities. The main features were: 

• Automated recording of lectures with additional materials (presentation slides, 
video captions, table of contents) for live and on-demand web presentations; 

• Inclusion of additional media streams (supplementary video, audio, screen captur-
ing); 

• Inclusion of accessibility options for persons with disabilities: 
─ a sign language video and captions for deaf and hard of hearing users, 
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─ audio captions, text enlargements, background/foreground color corrections and 
JAWS compatibility for visually impaired users; 

• Personal customization of the user's view; 
• Interactive questions. 

In order to evaluate usability and pedagogical effectiveness of the VELAP system, 
four studies were conducted: a) comparison tests between traditional learning and 
online learning with Pre-Test/Post-Test experimental control group design, running 
ANCOVA, b) application of Learning and Study Strategies Inventory (LASSI), which 
is a 10-scale, 80-item assessment of “students' use of learning and study strategies 
related to skill, will and self-regulation components of strategic learning”, c) applica-
tion of method System Usability Measurement Inventory (SUMI), d) Question-
thinking protocol [9]. 

In this research, two experiment groups of students were involved. In the first ex-
periment group, 39 electrical engineering students participated and the second group 
consisted of 36 students of media communications. While the first group participated 
in face-to-face lectures, the second group watched the VELAP Web-lecture. When 
discussing results, ANCOVA showed that there was no distinction between the 
groups in the first lecture in knowledge growth with regard to prior knowledge, whilst 
in the second a significant difference (p < 0.05) was noted. A SUMI test with the 
value 57 indicated that the usability of the system was above standard. Secondly, 13 
deaf or hard of hearing and 7 blind subjects were involved in two experiments. From 
the results, it was evident that deaf and hard of hearing users did not prefer two  
different videos, streaming simultaneously (a lecturer and sign language interpreter). 
However, 77% of the subjects had selected the sign language interpreter video in 
combination with a PowerPoint presentation as the best mode for the Web lecture. 
The group of blind subjects was given a Braille keyboard and the JAWS application 
for performing the tasks. All the subjects were able to control the videos; however, 
they failed to select different videos.  

Due to the study, we were able to conclude the following facts: 

• Requirements for switching media windows are different for deaf and blind users; 
• When attending the lectures, deaf users prefer one video for a sign language inter-

preter without the lecturer; 
• Video control bar for deaf users should be above the video window. 

2.2 Sign Language Interpreter Web Based Video Module (SLI Module) 

Sign Language Interpreter Web based Video Module (SLI module) is a technology 
that enables deaf and hard of hearing people to rapidly access information in their first 
language – sign language, with sign language interpreter videos together with cap-
tions. They are displayed over the existing web page with a transparent background, 
without altering the structure of web page and disturbing the learning process (see 
Fig. 1).  

SLI modules provide multimodal information retrieval (video, audio and captions), 
Timed-Text Authoring Format is used for captioning and cross browser Flash player 
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The first group evaluated the system with the final SUS score 57, which indicated low 
marginal acceptability of the e-learning portal. The SUS score of the second group 
was 70. It indicates that the e-learning portal was acceptable. 

Table 1. Factors considered in the evaluation with the PRU method. (Source: Kožuh et al., 
2011) 

Learning styles Media Interaction 
incidental learning  graphics revision 
inductive learning audio bulletin 
deductive learning video videoconference 
discovery animation videoforum  
 simulation  chat 
 captions  

In the study the following has been concluded: 

• An e-learning system, comprised of contextual (content supported by sign lan-
guage), communicative (videoconference, videoforum, chat room) and collabora-
tive part (exercises, quizzes, assignments) can serve as a model for e-learning sys-
tems for deaf and hard of hearing; 

• PRU method can serve as a universal method for measuring both usability and 
pedagogical richness of e-learning systems for deaf and hard of hearing users. 

2.4 On-Line Sign Language Glossary for Deaf and Hard of Hearing 

The system presents a unified web dictionary of sign language translations with the 
aim of providing accessibility to the original website and an initiative as a starting 
point for the development of official Slovenian sign language recognition. When the 
user selects the text in the browser and triggers the spacebar key stroke, the selected 
text is sent, using JavaScript, to the SLI Flash Glossary. The Flash player loads an 
HTTP request with a string parameter added to the URL. On the server side, the pa-
rameter from the URL is retrieved by the website and the asp.net logic checks against 
the records stored in the database in order to find the denominator of the term. If the 
data matches, the video URL is retrieved by the server-side web application and is 
returned to the Flash player. The Flash player with JavaScript dynamically creates the 
Flash HTML container for the signed video on the original website and the transpa-
rent signed video with captions is played automatically. When the video playback 
ends, the signed video is automatically closed. On the other hand, if the selected text 
does not exist in the database, the asp.net website inserts a new record. 

Due to the study, we were able to conclude the following facts: 

• On-line Sign Language glossary is a unified web dictionary of sign language trans-
lations that can serve as a base for the development of official Slovenian sign  
language recognition. 
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3 Conclusion 

In this paper, we provided a technical overview along with lessons learned from sev-
eral systems, their evaluation results and user experience. The discussed systems 
present a combination of multimodal information including video, audio and captions, 
and offer the option of prioritizing the sign language on the Web for deaf and hard of 
hearing users. The interaction is mainly managed with transparent and movable vid-
eos of a sign language interpreter. The videoforum for deaf people, for example, 
presents an asynchronous communication tool for the exchange of ideas among stu-
dents and tutors in two languages: sign language and written text. The tools presented 
could have a stimulating effect for the deaf and hard of hearing since they can choose 
their own communication model.  

We are of the opinion that the systems presented will thoroughly change the me-
thod of information transmission for the deaf and hard of hearing on the Web. The 
systems discussed have already been accepted at a large scale national level in Slove-
nia and tend to be positively accepted in countries where sign language is recognized 
as an official language for the deaf and hard of hearing. In Slovenia, official websites 
are meanwhile supported with sign language translations. Moreover, a majority of 
television programmes and movies are captioned. Amongst the weaknesses, one cause 
of indignation for the deaf is the absence of captions in live television programmes 
and in sign language interpreter videos on the Web. Thus, our future research will be 
aimed at proving that the captions integrated into sign language interpreter videos are 
required.  

With the expansion of the discussed technologies, we could contribute to literacy 
improvement, rising education levels and improvement of competitiveness in job 
market. This will also enable them to get better opportunities for easier integration 
into the social network and, at the same time, it will preserve their identity and self-
esteem. 
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Abstract. In this paper, we propose a support system for hearing impaired per-
son who attends a small meeting in which other members are hearing people. In 
such a case, to follow a discussion is difficult for him/her. To solve the prob-
lem, the system is designed to show what members are speaking in real time. 
The system consists of tablet devices and a PC as a server. The PC equips 
speech recognition software and distributes the recognized results to tablets. 
The main feature of this system is a method to correct initial speech recognition 
results that is considered not to be perfectly recognized. The method is 
handwriting over the tablet device written by meeting members themselves, not 
by supporting staffs. Every meeting member can correct every recognized result 
in any time. By this means, the system has possibility to be low cost hearing 
aids because it does not require extra support staffs. 

Keywords: hearing impaired person, meeting support system, tablet device, 
speech recognition, low cost hearing aids. 

1 Introduction 

Summary scribe service is one of the typical support methods for people with hearing 
impairment. It is really useful and helpful for these people, especially who cannot 
understand sign language. In usual case, its input method is based on keyboard devic-
es including special one like Stenotype [1]. Using keyboard is fast enough, however, 
it requires special skilled staffs and it becomes a kind of expensive services as a re-
sult. Meanwhile, performance of the speech recognition is extremely improved. The 
recognized result is not a perfect yet, its total quality achieves really high level com-
pare with the quality in several years before. Even without enrollment of the specific 
speaker, the recognized output text is practical level if the speaker was well educated 
with the software and had clear pronunciation. It is not so difficult to be familiar with 
speech recognition software. Because of such excellent quality, speech recognition 
software is recently applied to the field of summary scribe services, instead of key-
board input method [2]. In such a service, supporting staff re-speaks sentences pro-
duced by the real speaker to the speech recognition software at first. After that, other 
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supporting staffs correct the output text from the software to brush it up. However, the 
problem of the cost to manage them is still remains, since it needs to employ support-
ing staffs. It is possible to apply the summary scribe service with speech recognition 
to a large lecture, though it is impractical to use it for a small daily meeting. 

Besides this background, our project aims to develop a low-cost supporting system 
for the hearing impaired, which focused on a daily meeting. We assumed a situation 
of meeting in which members are one hearing impaired person and several hearing 
persons. Actually, such meeting is general case in a company or a school where ac-
cepted hearing impaired person. Of course we recognized the fact that low-cost means 
low-quality. Therefore our project has another aspect to clear a quality level the hear-
ing impaired person can accept. 

2 System Overview 

The overview of our system is shown in Fig. 1. From the viewpoint of reducing the 
cost, the system should be designed as it does not require extra supporting staffs. The 
system consists of one personal computer as a server and several tablet devices as 
clients. Speech recognition software was installed to the server computer in advance 
and every meeting member holds the tablet device in which Android OS is running. In 
front of each hearing members, there are microphones connected to the server com-
puter and in front of hearing impaired member, there is a keyboard to input text. The 
hearing members speak to the speech recognition software directly through the mi-
crophone and the recognition result is distributed to the all tablet devices from the 
server computer like online chatting software. Although the quality of the result is 
much better than the result of several years before as mentioned above, it would not 
be good enough to show to the hearing impaired member directly because the system  
 

 

Fig. 1. An overview of our proposed system 
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The appearance of the client software is shown in Fig. 2. To make a handwriting 
correction, the user has to touch a button with icon of finger at first. Once some mem-
ber touches this button to move handwriting mode, the other members cannot access 
the button by exclusion control of the server to avoid mismatch drawing data. When 
the user touches the button again, the handwriting mode is ends and the drawing data 
is send to the server, then, the server distributes it to all the tablet devices. During the 
handwriting mode, the user can select a width and a color of pen from several choices. 
The software also prepares eraser button, marker pen button and undo button for basic 
drawing. As an additional function, stamp function of smile mark and star mark is 
available. 

4 Summary 

In this paper, we propose a low cost hearing aid system for a small meeting. The sys-
tem is based on speech recognition and handwriting correction by meeting members. 
Of course we think high cost and high quality supporting system for the hearing im-
paired is important, though low cost system is as much as important in the real world. 
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Abstract. Deaf people have their own language and they use the sign
language to communicate. Movies are synchronized into a lot of differ-
ent languages so that almost everyone is able to understand it, but sign
language is always missing. This project makes a first step to close the
gap by developing a ”how to produce sign language based synchroniza-
tion” guide for movies and a video player, which plays and shows two
different movies at once. Methodical steps include modelling of sign lan-
guage movie, conversion between spoken language, noise, music and sign
language, development of a video player, system architecture for the dis-
tribution of the sign language movie and qualitative and quantitative
examination of the approaches with an expert group.

Keywords: deaf people, sign language dubbing, accessibility, assistive
technology.

1 Introduction

Deaf people are not able to conceive the content of a movie or a piece of mu-
sic. Even written language is a barrier for them, because this is an abstract
representation of the acoustic language, which is based on phoneme. It is al-
most impossible to understand the written description of the spoken text, if you
have never heard any spoken language before. Therefore the current methods to
make movies generally understandable for deaf people are not satisfactory for the
medium. Additionally lip-reading seldom helps them to capture the story line,
because many of the movies are in a foreign language and it is also almost im-
possible to understand complex conversations without losing information. Deaf
people have their own adequate language and the usage of the sign language is
necessary to communicate with them.

The goal of this project was to develop a method to synchronize a movie with
sign language. Therefore a standalone movie, which only shows actors signing
the spoken text, has to be produced. One part of the project was the research
about how to design the sign language movies. Some of the questions have been:
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– Should we use different sign-language actors for different voices?
– How can we illustrate noise, music or a voice from the off?
– Where and in which size should we place the sign language video?

The second part of the project investigated the possibilities of playing back the
movie together with the sign language movie. The research focused mainly on:

– How can we display two streams at the same time?
– How can we display one channel transparent?
– How can we distribute the synchronization video?

2 State of the Art

Currently the access to movies and television for deaf people is done by subti-
tling and visual signing[4]. A Web-based possibility are the self-contained sign
language movies.

Subtitles are very important for late deafened people but for many deaf people
they are not suitable. The disadvantage of this approach is that you have to read
and to understand the written text. Subtitles are available for a wide variety of
movies, Blu-ray discs or television programmes.

Visual signing for interpreting movies as described in the project ”Digital
Television for all” 1 is more complex. Beside a good understanding for deaf
viewers with sign language as mother tongue, the challenges are the resistance
from hearing viewers, because the often feel disturbed [2]. The amusement of
watching a movie is equal regardless if it is watched by deaf people with visual
signing or hearing people with an audio track; but the most significant factor to
reach that equal stimulus is the quality of the visual signing [3].

The amount of access services provided by broadcaster depends a lot on legal
regulations. In the member states of the European Broadcasting Union (EBU)
the average quota for subtitling is 49,5% and for visual signing 5% [1]. In Great
Britain, for example, the BBC is forced by law to provide a high percentage of
its daily programme accessible for all people2.

Self-contained sign language movies, which you can find on a lot of different
websites3, are very important to bring current news and other ongoing informa-
tion to deaf people in an appropriate way. Many public institutions and non-
profit associations also translate the content of their website into sign language
and publish the sign language video on their site.

3 Design of the Sign Language Movie

To find out a suitable design for a sign language interpreting movie a two stage
test was performed. In the first step some implementation options were presented

1 http://www.psp-dtv4all.org
2 http://www.direct.gov.uk/en/DisabledPeople/Everydaylifeandaccess/

LeisureAtHome/DG 4018341
3 i.e.: http://signtime.tv

http://www.psp-dtv4all.org
http://www.direct.gov.uk/en/DisabledPeople/Everydaylifeandaccess/LeisureAtHome/DG_4018341
http://www.direct.gov.uk/en/DisabledPeople/Everydaylifeandaccess/LeisureAtHome/DG_4018341
http://signtime.tv
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Fig. 1. Variants for the position of the sign language video

to an expert group of deaf people. The questions referred to the position of the
sign language speaker, the size of the speaker window, the labeling of different
actors in the movie posed by the same sign language speaker and the interpreting
of important sounds. The options, which received the most support, were used
for the production of at least three variants of three different film sequences.
Figure 1 shows different options for the sign language speaker window. In the
second round another two groups of deaf persons were individually interviewed
after watching those different variants. The result was the base for dubbing the
motion picture ’The Counterfeiters’. The closing test was the world premiere of
the movie ’The Counterfeiters’, which was the first movie that has been totally
synchronized in sign language, at 1 Dec. 2010 in Vienna in front of an audience
of deaf people.

4 Playback the Movie with Synchronized Sign Language
Video

To playback a movie together with the sign language movie we can merge both
movies to one and store this movie on the DVD or Blu-ray disc. The problem
with this approach is, that on a DVD there is not enough space, you have to
produce different discs for each sign language the movie is translated to and you
need successful cooperation with all the involved organisations of the production.
The second variant needs a special player, which is able to playback two different
streams synchronous. The main movie comes typically from a DVD or Blu-ray
and the sign language stream is fetched from the Internet or from local storage.

It was very important to select the right basic framework for the development
of the player, because the player should be platform independent and it should
be open source. After analysing the VLC and especially the VLC library4 was
selected as the most suitable. Some reasons besides the former mentioned have
been that the VLC already supports the playback of more than one video-stream
and the huge amount of supported video-codecs.

The developing of the player (figure 2) started with a subset of the original
VLC player, but this did not work in the expected way. Therefore the player was
developed new on the base of the VLC library. At the beginning the sign lan-
guage stream was only fetched via the Internet. But some tests have shown that
the Internet connections are not stable enough to provide a high transmission

4 http://www.videolan.org

http://www.videolan.org
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capacity during the whole playback. For this reason the player was extended with
a pre-download functionality. A second reason for this extension was that fast
forwarding and rewinding is now possible, too. The next enhancement was to
isolate the signing actor by removing the background. Unfortunately the imple-
mentations of the video-codecs in the VLC-library do not support this feature.
Hence a Chroma-filter in combination with a green box overtakes this task. The
results of some test videos show more than sufficient quality.

Beside the player it was also necessary to develop a web service to provide the
sign language movies. This web service offers a simple access to all of the stored
sign language movies.

Fig. 2. Windows version of the video player

5 Summary

Currently, the accessibility provisions of subsidized films, both at EU and in
the individual member states, are exacerbated without developing appropriate
technologies and standards. Therefore we believe that our pioneering develop-
ments will come on the market, we see good potential for exploitation and we
are convinced that a strong demand for high quality and low-cost-sign language
synchronization will occur.

The results of the survey and the response after the screening of ’The Coun-
terfeiters’ give us the feedback, that we are on a good way. The next steps in our
project are to refine the design model with different movie genre and to release
the first version of the player on the website www.barrierefreier-film.at.
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Abstract. Many transcription systems, like SignWriting, have been suggested 
in the last decades to describe sign language in a written form. But, these sys-
tems have some limitations, they are not easily understood and adopted by the 
members of deaf community who usually use video and avatar-based systems to 
access information. In this context, we present in this paper a new tool for au-
tomatically generating 3D animation sequences from SW notation. The SW no-
tation is provided as input in an XML based format called SWML (SignWriting 
Markup Language). This tool aims to improve the reading and writing capabili-
ties of a deaf person who has no special training to read and write in SL.  

Keywords: Deaf, Sign Language, SignWriting, SWML, avatar, 3D signing 
animation. 

1 Introduction 

Reading and Writing are the essential tools of communication for everyone in modern 
society; they give us a way to express, record ideas, access information, learn new 
skills, enrich and expand our knowledge. This is also true for Deaf people who use 
signed Language. In fact, having a written form for their native language is a help to 
them, they could see themselves in a new positive light, outside of deafness. 

Writing signed language will be a significant contribution to the development of 
the range of expression available to deaf community, it would mean a great deal to 
their daily uses where they could communicate with each other and exchange with 
their environment: “Literacy, being able to read and write, greatly improves the effec-
tiveness of the controlling relations between the person and the person's environment” 
(McCarty, 2004). Furthermore, it might be better if novice students could learn basic 
educational skills from texts written in a language that is fully accessible to them. 
This will certainly improve their intellectual performance: “Writing in "common or-
dinary language" was crucial to the effective teaching of science and mathematics…” 
(Boststein, 1986). 

Today, several notation systems for representing SL have been proposed like Sto-
koe [1], HamNoSys [2], Sign Front, and the famous SignWriting [5], [12]. Nonethe-
less, reading these notations may cause some difficulties for the deaf because of the 
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static nature of the representation that seems to have lost the dynamicity of their ges-
tural language. An accurate synthesis of such notation would be of major importance 
to those persons. 

In this context, we aim to develop a new tool allowing the generation of 3D anima-
tion sequences automatically from SignWriting notation which is provided as input in 
an XML based format called SWML. The signs will be made automatically by the 
WebSign player, which is developed by the research laboratory (LaTICE) [13] in 
order to generate sign language using virtual avatars. The main focus of our work is 
the interpretation of the SWML format of a sign to produce the signing gestures that 
should be recognized by deaf users. 

In the following, we present a state of the art of the well-known systems used to 
transcribe signs. Section 3 outlines the problems that can encounter deaf readers and 
how they can be solved.  Section 4 and 5 give an overview of the SWML format and 
some works that use it to animate a virtual avatar. The general approach adopted to 
develop our tool and an example of solution, are illustrated in section 6. Finally, we 
present the conclusion and some perspectives. 

2 Notation Systems 

The need for storing and transferring the sign data makes different sign notation sys-
tems to evolve. A notation system for SL should be able to represent the manual and 
non-manual gestures of the signer, faithfully, as they are visually perceived. Follow-
ing is brief description of the most popular examples that are actually in use.  

2.1 Stokoe Notation 

Stokoe system [1] is the world’s first phonemic script that has been developed by the 
linguist William Stokoe for writing American Sign Language (ASL). The original 
notation contains 55 symbols, divided in three groups, each representing one of the 
important aspects of sign: ("tab" or sign location), ("dez" or handshape & orientation), 
and ("sig" or movement). These symbols, which are based on the shapes of Latin 
letters, punctuation, and numbers, were written in a strict tab-dez-sig order.  

Stokoe research has brought to the attention of the world that sign languages, like 
oral ones, have an independent syntax and grammar. An example of his notation for 
the sign “don’t know” in ASL can be seen in Figure 1. 

 

Fig. 1. Stokoe notation for the sign “don’t know” in ASL 

2.2 HamNoSys Notation 

The Hamburg Sign Language Notation System or HamNoSys [2] is a phonetic  
transcription system which has its root in the Stokoe notation. It was designed with 
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the capacity to transcribe every natural signed language in the world. This system 
includes about 210 iconic characters to represent the different sign aspects. It is still 
being improved and extended all the time as the need arises. 

An XML encoding of HamNoSys [3], SiGML(Signing Gesture Markup Lan-
guage), was suggested by VisiCast project to define the notation in a form suitable for 
performance by a signing avatar. An example of such transcription and its translation 
in SiGML is given in Figure 2.  

 

<sigml> 
<hamgestural_sign gloss="going_to_DGS"> 
<sign_manual both_hands="true"> 
<handconfig handshape="finger2" thumbpos="out"/> 
<handconfig extfidir="uo" palmor="l"/> 
<par_motion> 

<directedmotion curve="u" direction="o"/> 
<tgt_motion> 

<changeposture/> 
<handconfig extfidir="do"/> 

</tgt_motion> 
</par_motion> 
</sign_manual> 

    </hamgestural_sign> 
    </sigml>

Fig. 2. Representation of sign in HamNoSys and his codification in SigML 

Unlike SignWriting, which was developed later by Valerie Sutton, Stokoe and 
HamNoSys notations have always been used for linguistic researches and analysis, 
rather than daily use. Its purpose is analogous to that of the International Phonetic 
Alphabet (API), which is used to transcribe the sounds of any given spoken language 
in a consistent way. In effect, the linearity of these notations and the complexity of 
their symbols which are too technical, make its learning a daunting task for the deaf. 

2.3 SignWriting Notation 

As is widely known, Sutton SignWriting system depicts a practical writing system for 
any variety of sign languages. It was originated from a choreographic notation system 
called Dance Writing. The hand shapes, palm orientation, movements, body locations, 
facial expressions and punctuation are all represented by a set of intuitive graphical 
symbols to record every sign or signed sentence [12]. 

<signbox> 
  <seq>01-03-037-01-02-02</seq> 
  <seq>02-03-001-01-01-06</seq> 
  <seq>02-01-001-01-01-01</seq> 
  <seq>02-01-001-01-01-01</seq> 
  <sym width="30" height="23" left="-30" top="-25">01-03-037-01-02-02</sym> 
  <sym width="10" height="11" left="-4" top="-9">02-01-001-01-01-01</sym> 
  <sym width="13" height="14" left="4" top="0">02-03-001-01-01-06</sym> 
  <sym width="10" height="11" left="19" top="13">02-01-001-01-01-01</sym> 
</signbox> 

Fig. 3. Representation of sign in SignWriting and his codification in SWML 
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Its value comes from its translation of the three dimensional signing space to an 
accurate two dimensional representation which can be read with no loss of under-
standing ; natural shapes and movements of signs can be realistically shown, and this 
brings a lot of advantages from the viewpoint of a writing system for SL [5]. 

SWML is an XML based language for encoding texts written in SignWriting sys-
tem. We will describe it in detail in Section 4. An example of such transcription for 
the sign “prince” in ASL and its SWML translation is given in Figure 3. 

3 Problematic and Objectives 

The major criticisms arising around the writing systems for SL are the lack of under-
standing and their inability to communicate the signs effectively in a visual style. 
Sutton’s system, for example, may cause some problems to deaf reader despite its 
simple graphical symbolism [6]; the signed words are created by compounding glyphs 
of a highly pictorial design and this can make variability across authors. For the same 
sign, different symbols can be used. Two different representations for the “Deaf” sign 
are given in Figure 4. 

 

Fig. 4. Different representations for “Deaf” sign 

In fact, the access that deaf people have to notation content could be greatly im-
proved by the provision of sign language information in visual-gestural modality. 
Therefore, to offer additional support to readers, the notation should rather be pre-
sented in the form of video or virtual signing that uses avatars to perform gestures. 

Thanks to its many advantages, communication systems using virtual avatar pro-
vides an attractive alternative to those based on video. Virtual signing is quicker to 
download than videos and does not take up lots of space on Internet servers since 
transcription content can be stored in XML files, which is smaller than video files. 
Another key advantage with virtual signing technology is the ability to control the 
speed of signing and change the view angle of the signer. 

The objective of our work consists in developing a new tool to display SW notation 
content, automatically, by using a 3D signing avatar. This can help the reader to grasp 
and interact with the transcribing data through a more user-friendly environment. 

4 SWML 

The SignWriting Markup Language (SWML) [4], defined by Antonio Carlos da  
Rocha Costa in 2001, is a proposal format for the storage and processing of SignWrit-
ing documents, allowing thus the interoperability of SW applications. 
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Each sign encoded in SWML corresponds to a sign box comprising the set of sym-
bols that together represent the notation. To identify the aspect of sign language to 
which it corresponds and the variation to which was subjected, each symbol is speci-
fied by a unique ID using the following fields (c–category, g–group, b–baseSymbol, 
v–variation, f–fill, r–rotation). The height, width and spatial coordinates of each sym-
bol within the sign box are also denoted.  

It is important to note that this encoding was not designed to computer animation 
purposes; it cannot provide an explicit order in which symbols are written to interpret 
correctly the sign, and enough information to animate automatically a virtual charac-
ter in sign language. SWML describes just the original glyphs and not the relationship 
between them. 

SignSpellings [5] are Sutton’s solution which makes explicit a linear sequence of 
the symbols in a sign. It focuses essentially on two primary segment types: Hand and 
Movement. Unfortunately, this solution is not always feasible. Taking the example of 
the SignSpellings Sequence of the sign "prince", given in figure 3, where the move-
ment arrow precedes the two asterisks contact, whereas it must be in the between. 
Moreover, the information provided by this ordering are insufficient to simulate effec-
tively the transcribed gestures, we should add explicit details that are implicitly 
present in the two dimensional representation and thereby useful for the purpose of 
animating the avatar. For example, the SSS of the sign “prince” cannot specify exact-
ly the parts of the body where the hand should make contact. 

5 Previous Work 

VSign is one of the first projects that perform animation sequences from SW notation. 
It is a Greek project developed by Maria Papadogiorgaki and al.[7] at the Informatics 
and Telematics Institute in Greece. This project has adapted the original version of 
SWML for the synthesis of virtual reality animations using Body Animation Parame-
ters of the standard MPEG-4. It converts all individual symbols found in the sign box 
to sequences of BAPs, which are then used to animate any H-anim compliant avatar 
using MPEG-4 BAP player. This system can render about 3200 words, but the facial 
expressions, torso and shoulder movements are not implemented. 

Although its effort, VSigns has failed to handle the two major limitations of the 
SWML format. It has interpreted the SWML file without sorting it, and this could 
lead to misinterpretation of the sign. Moreover, due to the lack of information pro-
vided in the sign box, some problems may occur when contacts and complex move-
ments are involved. We can mention as example the hand-hand overlapping that could 
happen when the inclinations of the hand joints are not accurate enough for the exact 
description of the bimanual movement (Figure 5). The touch between the hands or the 
hand-face is also difficult to be achieved. 

South African Sign Language (SASL) Project [8] at the University of the Western 
Cape was concerned also to render an animated avatar endowed with expressive ges-
tures, from SW notation, using MPEG-4 BAPs. It was based on the SignSpellings 
sequence to find the chronological order of symbols but as we mention above, this 
could not complete an accurate animation. This system can produce only 8 signs. 
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Fig. 5. An example of problem occurred due to a complex movement 

6 Approach 

In order to avoid the problems encountered in previous works, our tool aims to ensure 
a sorting process of symbols list and provide a gesture description language to de-
scribe the gestures presented within the input notation encoded in SWML. 

Since SL has many more linguistic components to notate than other languages, the 
proposed language has to explicitly specify how sign is articulated by recording the 
most relevant information required to produce 3D signing animations. The sign de-
scription includes the manual features (hand shape, hand orientation, hand location), 
the various form of movement (forearm movement, wrist movement, finger move-
ment) plus the non-manual features specifying facial expressions and bodily move-
ments such as head and torso movement. To do so, we have relied on the hierarchical 
description of sign proposed by Olivier Losson [9]. 

To provide great precision, a certain amount of information will be more detailed. 
For example, we must identify movement properties (speed, repetition, size, muscular 
tense) to express subtle variations in meaning, and indicate the exact parts of the hand 
and body that should be in contact to improve the quality of generated animations. 

6.1 General Architecture 

Our proposed system architecture (Figure 6) includes the following modules: In the 
first one, a sorting algorithm is applied to determine the order of reading the symbols 
in the sign box, basing on their spatial coordinates and some preliminary rules. Next, 
a second module is needed to specify the missing information useful for realistic mo-
tion synthesis. After generating the description of the sign, the SML (Sign Modeling 
Language) [10 - 11] is then used to describe the 3D signing animation to be per-
formed by an avatar. The animation according to SML is a set of movement or rota-
tion of groups of joints which has a fixed time interval, during it, the rotation of every 
joint in the group is done. The design of the armature is compliant to the H|Anim 
specifications, in which each joint have a specific name and specific initial orienta-
tion. Here, the management of signing space is taken into account. Finally, the signing 
avatar is rendered using WebSign application. 



 Towards a 3D Signing Avatar from SignWriting Notation 235 

 

 

Fig. 6. The architecture of the proposed tool 

6.2 Example of Solution 

As a first attempt, we have started our work by interpreting the SW notations that 
include symbols from two categories of IMWA [12] (The International Movement 
Writing Alphabet): hands and movement. To do so, we have used some preliminary 
rules: 

• The sign always starts with a hand symbol: we  cannot find a sign that begins 
with a movement symbol or any other type 

• The movement must be preceded by a hand symbol: each movement symbol cor-
responds to an specified hand symbol  

• The sign can be ended by a movement or hand symbol, and this can be explained 
by a possible articulator’s change in configuration or orientation.  

• The contact always occurs between two articulators: hand-face, hand-body or 
hand-hand. 

Once symbols of the sign have been identified, we divide hand and movement 
symbols into two groups: the first one concerns the symbols of right hand, while the 
second concerns the left one. To sort the symbol list in each group, we mention their 
first movement symbol found in the sign box, as a referent symbol. Based on its 
spatial coordinates and its orientation, we can deduct those which precede it and those 
which follow it. Generally the symbols at the tail of the arrow are read first, followed 
by the symbols at the arrowhead. The initial hand symbol corresponding to the 
selected movement is the one that precedes it and closest to it, while its final hand 
symbol is the one that follows it and closest to it. (Figure 7) 

 

Fig. 7. The sorting algorithm applied on the ‘hierarchy’ sign 

The same procedure is applied for all movement symbols found in this group to de-
termine their predecessor and successor. The hand symbol, by which the sign starts, is 
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the one that presents only a predecessor of a movement symbol. Finally, to achieve 
the signing animation in real time, the Sorted SWML file is converted to SML de-
scription which then interpreted with WebSign Interface. 

7 Conclusion 

We have presented in this paper a tool that aims to enhance the use of a written form 
of a sign language for deaf person. Such kind of work may well bring to light 
interesting problems concerning deaf accessibility to read and write from formal 
notations. The main challenge is to ensure the realistic animation of virtual agent in 
order to be recognized by deaf users. We wish adapt this tool to recover as much as 
possible symbols used in ISWA 2010 which fit into a set of seven categories: Hand, 
Movement, Dynamics & Timing, Head & Face, Body, Location and Punctuation. 
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Abstract. The paper discusses the potential of exploitation of sign language 
(SL) monolingual or multilingual resources in combination with lately devel-
oped Web technologies in order to answer the need for creation of SL educa-
tional content. The reported use case comprises tools and methodologies for 
creating educational content for the teaching of Greek Sign Language (GSL), 
by exploiting resources, originally created and annotated in order to support 
sign recognition and sign synthesis technologies in the framework of the FP7 
DICTA-SIGN  project, along with a Wiki-like environment that makes possi-
ble creation, modification and presentation of SL content. 

Keywords: Sign language resources, sign language technologies, processing of 
sign language data, sign language educational content, Deaf communication, 
HCI. 

1 Introduction 

Given the lack of written representation of sign languages (SLs) and the till now ex-
clusive use of video to convey the linguistic message, we discuss how SL dedicated 
technologies are researching ways to deal with video data resources of natural signers, 
avatar based synthetic signing and SL recognition, to assist Deaf Web communication 
in the service of SL education mechanisms.  

Since one of the major demands in creation of educational content for SL teach-
ing is the availability of annotated SL resources, in section 2, we focus on creation 
and annotation of a corpus for Greek Sign Language (GSL) and an associated multi-
lingual dictionary, which were initially intended to support development of SL 
technologies. 

In section 3, we discuss how exploitation of these resources and technologies may 
contribute in setting together an advanced educational platform for SL teaching, thus 
recovering the currently noticed lack in respect to tools and language material in SL 
education. The use case reported comprises methodologies for creating educational 
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content for the teaching of GSL, incorporating a brief discussion on the implications 
of sign synthesis technology in educational environments, where sign presentation is 
performed by a signing avatar instead of humans’ video. 

2 GSL Resources to Provide Educational Content 

Currently available GSL resources comprise both lexical resources as well as video 
corpora of natural signers gathered in the framework of various research activities and 
annotated to serve different purposes (sign language recognition, sign language syn-
thesis or GSL linguistic modelling).  

The GSL corpus segment developed in the framework of the DICTA-SIGN project 
(http://dictasign.eu), is part of the parallel multilingual corpora (for GSL, 
DGS, LSF and BSL) that have been created and annotated to serve the project’s sign 
recognition and sign synthesis technologies, along with requirements for the defini-
tion of a generalised sign language model. Elicitation of the DICTA-SIGN corpus 
applied a completely new approach to triggering as close to spontaneous signing data 
productions as possible. Part of the adopted elicitation methodology was the exclusion 
of interference from the informants’ environment spoken language to the greatest 
possible degree [1]. The GSL DICTA-SIGN corpus segment with 5 hours and 40 
minutes of fully annotated data from 16 distinguished signers, hence, significantly 
enhances the collection of the previously existing GSL-Corpus (GSLC) and provides 
a reliable source for elicitation of GSL educational content.   

 

Fig. 1. DICTA-SIGN GSL segment annotated in the i-Lex environment 
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Annotation of the different parts of available GSL resources involves use of both 
ELAN (http://www.lat-mpi.eu/tools/elan) [2] for the earlier acquired parts 
of the corpus and i-LEX (http://www.sign-lang.uni-hamburg.de/ilex) [3] 
environment for the DICTA-SIGN segment (Fig.1).  

Coding of lexical items makes use of HamNoSys [4] notations for the phonetic re-
presentation of manual features of signs, where non-manual feature descriptions are 
made available by means of a dropdown menu in the SiS-Builder tool (Fig. 2), an on-
line SL lexicographic environment that provides for annotations of both HamNoSys 
manual and non-manual features of sign lemmas, which can directly translate to 
SiGML transcripts to feed avatar based sign synthesis [5].  

In this context, among the available SL resources employed for the purposes of  
developing SL educational content, GSL makes use of both monolingual and multi-
lingual resources (Fig. 3) which are currently available on-line and have increased 
considerably the potential of on demand SL content creation. More specifically, free 
access of the annotated parallel DICTA-SIGN lexical and corpora resources [6] has 
opened new perspectives for SL teaching methodologies regarding creation and ex-
ploitation of on demand content.  

 

Fig. 2. SiS-Builder tool: In the screen shot coding of the GSL lexical item “WILD” with paral-
lel presentation by the UEA avatar1 

                                                           
1  http://vhg.cmp.uea.ac.uk/tech/jas/095z/SPA-framed-guiwin.html 
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Fig. 3. The DICTA-SIGN multilingual lexicon 

3 Tools and Platforms to Support SL Education  

SL technologies, though still under development, have contributed to envisioning an 
educational environment which will raise significantly the barriers currently expe-
rienced in Deaf education. DICTA-SIGN technological advances [7] have showcased 
the potential of designing a SL based educational platform which exploits Sign Rec-
ognition and Sign Synthesis technologies along with SL resources in order to make 
possible dynamic creation, editing and presentation of educational content by means 
of a Wiki-like environment. 

Sign Recognition basically exploits knowledge from the domains of image and 
video processing and computer vision, supported by SL resources and NLP mecha-
nisms, in order to assign linguistic values of various levels on streams of SL video. 
Sign Synthesis exploits virtual agent (avatar) technologies with the aim of producing 
dynamic signing utterances on the basis of knowledge provided through appropriately 
coded SL resources. Environments appropriate for maintaining and enhancing SL 
resources, like i-Lex (Fig. 1) and SiS-Builder (Fig. 2), are equally important because 
they allow for storage, maintenance and annotation of language resources necessary 
in developing educational content. The DICTA-SIGN Sign-Wiki prototype (Fig 4), 
which enabled not only to showcase the project’s outcomes, but also allowed for ex-
tensive evaluation and actual use by end-users, incorporates Sign Recognition and 
Sign Synthesis technologies in a user centred environment, evaluation of which by 
end users received enthusiastic acceptance, anonymity preserved via avatar use for 
content presentation being one of the points to be focused by all evaluators. 
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Fig. 4. Sign Recognition in the DICTA-SIGN Sign-Wiki environment: input capturing and 
output reviewing  

The basic idea is that the user signs in front of a camera adopting dictation tempo, 
the system recognises the signed phrases, converts them into an internal representa-
tion of sign language, and then has an animated avatar sign them back to the user. 
Alternatively, the user may compose a linguistic message in his/her SL either by reus-
ing previously created content, or by inputting content via a Kinect camera or by edit-
ing/creating/modifying his/her own content through appropriate graphical interfaces 
and by exploiting already available lexical resources (Fig.5).  
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Fig. 5. The DICTA-SIGN Sign-Wiki environment: Content creation by search in the system’s 
lexicon 

Furthermore, the Sign-Wiki incorporates a simple sign level translation tool, which 
is exploited for exploring corresponding signs in different sign languages and it was 
initially developed as an independent tool, the DICTA-SIGN Sign Look-up Tool 
(Fig.7), which enables a Deaf user to perform a sign and see its correspondences in 
four sign languages, while it plays back to the user the recognised sign or the closest 
matches using an avatar. 

An experimental educational platform for GSL exploits both video resources and 
DICTA-SIGN technologies to propose a new approach to SL teaching. In this scena-
rio video-based educational content in accordance with specific curriculum needs, 
may be retrieved by exploitation of the adequately annotated corpus, while tools that 
support the educational activity comprise SiS-Builder for creation and maintenance of 
SL resources, and a sign language based Wiki environment, which enables collabora-
tive activity and information exchange. 

In this setting, Web Deaf communication makes use of the DICTA-SIGN Sign-
Wiki components, exploiting the system’s sign recognition capabilities which enable, 
among other functionalities, insertion of content by a user signing in front of a Kinect 
camera, avatar-based sign language performance and a sign look-up tool to facilitate 
either retrieval from monolingual lexical resources or rough multilingual translation 
of sign language items, given the existence of the relevant resources in the system’s 
multilingual database. 

Initial experimentation with avatar based educational content presentation has al-
ready been reported in connection with the development of an educational platform 
(Fig. 6) for the teaching of GSL grammar [8], [9]. 

As signing avatar technologies are rapidly maturing, incorporating new features 
which result in more natural signing representations, it is becoming obvious that sign 
synthesis provides a serious option for dynamic creation of on demand SL educational 
content. 
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Abstract. An increasing number of deaf graduates and professionals en-
ter media related careers. In the media industry it is a common practice
to communicate in written English. Since English discourse can prove
a barrier to sign language users, the interactive learning resource Sign-
Media teaches written English through national sign languages. Learners
immerse in a virtual media environment where they perform tasks taken
from various stages of the production process of a TV series to rein-
force their English skills at intermediate level. By offering an accessible
English for Specific Purposes (ESP) course for the media industry, the
SignMedia learning tool supports career progression of deaf media pro-
fessionals.

Keywords: sign language, e-learning, accessibility, ICT, multimedia,
EFL/ESL, ESP.

1 Introduction

Film, video and broadcasting industries provide an increasing number of career
opportunities for deaf graduates and professionals [1]. However, communicating
in written English, which is common practice in the media business, represents
a barrier to sign language users. The European project SignMedia1 intends to
overcome this language barrier by developing an innovative learning resource
which is easily accessible for sign language users.

2 State of the Art and Application Idea

Most deaf sign language users’ first or preferred language is their national sign
language. The national written language is acquired as a second language. If
they grow up outside of an English speaking country, English might be the third

1 This project has been funded with support from the European Commission. This
communication reflects the views only of the author, and the Commission cannot
be held responsible for any use which may be made of the information contained
therein.

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 245–252, 2012.
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language they learn. However, English literacy is becoming increasingly impor-
tant. According to [2], English skills are necessary to participate in academic
or other specialized discourses as well as to communicate with deaf people in
other countries. Additionally, information technology and texts provided on the
Internet mainly use the English language [3]. Despite the necessity of being En-
glish literate, many schools for the deaf outside of English speaking countries
do not teach English as a Foreign Language (EFL). Either it is not part of the
curriculum or it is viewed as less important. Due to these barriers faced in their
educational career, many deaf sign language users may have a limited knowledge
of English [4].

Vocational education for deaf individuals should consider the communica-
tion needs as well as the educational background of this target group [5]. Since
modern language teaching involves spoken conversations, many language courses
offered for hearing participants do not suit deaf learners. Even if interpreters or
counselors are provided in mainstreaming courses, the needs of deaf participants
can hardly be met since deaf people prefer “being taught directly through the
medium of sign language” [6].

2.1 Multimedia Resources for Learning English

Some educational institutions offer in-class English courses for sign language
users that teach written English through the national sign language. However,
deaf learners of EFL/English as a Second Language (ESL) are a very heteroge-
neous group which is scattered all over a country. By offering EFL/ESL classes
we may only reach few deaf learners living in the very region. In order to enhance
independent learning of English, several projects have aimed at developing mul-
timedia resources that use national sign languages as languages of instruction
for teaching EFL/ESL to deaf learners. This approach respects deaf learners’
culture and communication preferences. Therefore, they can easily access infor-
mation without personal assistance [7].

Within the EU-project “SMILE” (1998–2001) an interactive multimedia lan-
guage course for teaching European written languages was developed [8]. The
findings of this innovative project then informed other projects like the elec-
tronic learning tool developed by [9]. Later, the European project “SignOn!”2

aimed at teaching deaf adults with some knowledge of written English to use
English for international online communication. For a detailed description of
this project see [10]. Within the follow-up project “SignOnOne”3 an EFL/ESL
course for beginners was produced. More information on this project is provided
by [7]. Also the EU-project “DEDALOS” focused on teaching English to deaf
sign language users via e-Learning tools ([3] provides more information on this
project.). The recent two year project “BASE” aimed at developing an e-learning

2 The SignOn! online learning tool can be found at
http://www.acm5.com/signon2/index.html

3 The SignOnOne learning resource can be accessed at
http://www.acm5.com/signonone/SignOnOne.html

http://www.acm5.com/signon2/index.html
http://www.acm5.com/signonone/SignOnOne.html
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tool for teaching basic English skills to deaf adults[14]. Another online English
course for deaf learners can be accessed at ”Vibelle”, an online portal by the
DESIRE-research group at the University of Aachen.[15].

The above mentioned learning resources may be used by deaf EFL/ESL learn-
ers individually or by EFL/ESL tutors for in-class teaching. This overview shows
that there are already some tools for beginners or slightly advanced learners of
written English available. However, none of these resources focuses on teaching
ESP at intermediate or advanced level.

2.2 English for the Media Business

If e.g. German speaking professionals working in the field of broadcasting media
are required to use written English, they can easily consult widely available
handbooks as well as bilingual dictionaries or monolingual glossaries to gain
specific terminology and grammar skills needed. They might also be given the
chance to attend ESP courses which exactly meet their needs.

For deaf sign language users working in this professional field only a lim-
ited number of resources are available. Accessible tools like written English to
British Sign Language (BSL) glossaries that offer BSL translations for special-
ized English terms4 are rare.

This lack of learning resources for deaf ESP learners brought the SignMedia
project5 to the scene. It provides deaf graduates and professionals working in
the media industry with an online resource for ESP learning.

3 The SignMedia Project

The SignMedia project (2010–2012) is funded by the Lifelong Learning Pro-
gramme (Leonardo Da Vinci) of the European Commission. The involved part-
ners are the University of Wolverhampton (coordinator) (GB), the University of
Turin (I), the University of Klagenfurt (A) and the deaf led media production
company Mutt&Jeff Pictures Ltd. (GB). The involvement of deaf media pro-
fessionals and other deaf sign language users in the whole project enhances the
quality of the learning tool and ensures its applicability.

Within this project, an interactive learning resource that teaches ESP through
British, Austrian and Italian Sign Language, is developed. It primarily aims at
deaf media professionals, graduates and students of media related studies with
an intermediate command of written English. Furthermore, it might be used by
other deaf EFL/ESL learners who gain, additionally to grammar and vocabulary,
insight into media production processes. Moreover, deaf experts’ hearing co-
workers in the media business and sign language interpreters may use the tool
for learning specialized sign language terms.

4 e.g. the glossary for art and design “ArtSigns” (http://www.artsigns.ac.uk)
5 Detailed information on the SignMedia project can be found at
http://www.signmedia.eu

http://www.artsigns.ac.uk
http://www.signmedia.eu
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All learning activities resemble authentic documentation taken from the pro-
duction process of a TV series. The tool enables deaf users to develop language
skills that are directly transferable to their work in the media industry. The pilot
of this learning tool will be ready for testing in spring 2012, the final product
will be launched in autumn 2012.

4 Methodology

The SignMedia learning tool uses a bilingual approach. Written English is taught
through national sign languages. By working with written texts and having de-
livered all necessary explanations in their first language, deaf learners easily
improve their English language skills.

The online learning resource is designed for individual use. Since deaf sign
language users involved in the media business form a minority which is scattered
across the whole country, an online course can reach a larger number of them
than in-class courses. Another advantage of individual learning is that users may
determine their learning pace themselves. As the tool is permanently available,
users can repeat lessons as often as they want to [10]. Being responsible for their
own learning progress may also enhance their interest in learning [11].

Due to their educational experience, many deaf sign language users associate
formal learning with constant communication barriers6. In order to increase their
motivation for using the learning tool and to make them engage in the tool for
a longer amount of time, a game-based approach was chosen. In a game world
the users are “the most likely to stick with a problem as long as it takes, to get
up after failure and try again” [12]. In contrast, when they face failure in real
life, they might feel frustrated and give up quickly [12].

In the game-based learning tool, users immerse in a media environment. There,
the boundaries between formal and informal learning blur. They will be able to
transfer the skills gained in the immersive environment to the real world [13].
After selecting one of the three available national sign languages on the Sign-
Media website (http://www.signmedia.tv), the users enter the learning tool
and thus the world of “Sunrise Media Productions”, the company responsible
for broadcasting the weekly soap “Beautiful Days”. For their log-in they need a
personal password and a user name. This form of identification is necessary to
store scores within one’s account.

On entry, Crissy, their co-worker, welcomes them in their national sign lan-
guage and leads them through the learning tool. Several written tasks connected
to the working steps when producing a TV soap need to be completed (e.g. filling
out a risk assessment form or completing a call sheet). Users find these tasks on
their desktop which is shown in Fig. 17. They decide on their own which task
they would like to start with. However, some tasks depend on the knowledge
gained in other tasks before, therefore these will only become visible when the
user has completed the basic tasks first.

6 For an overview of the educational situation of deaf people in Austria see e.g. [5].
7 Figure taken from the pilot version of the SignMedia e-learning tool.

http://www.signmedia.tv
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Fig. 1. The user’s desktop

Each task is linked to a certain grammar topic (e.g. passive voice, articles,
present tense) the users work on in the exercises. If the users need further ex-
planations of a task, they can video-call Mark, the producer, who provides ad-
ditional signed information on the English grammar involved. A click on the
“phone the producer” symbol on the right of their desktop (shown in Fig. 1)
opens the required video.

All tasks are divided into several exercises that require the user to either edit
texts, to match pairs, to select the right words, to compile sentences by drag and
drop or to choose the right answer from multiple choices. Via a virtual webcam
the users contact Crissy, their co-worker, who signs the explanation of each
task. Fig. 28 shows the user’s co-worker explaining an exercise which involves
text editing. Stars below a document symbolize successfully completed exercises
within the respective task (shown in Fig. 1). After each completed exercise or task
the users get signed feedback by their co-worker or by the executive producer.
These characters either compliment them on the successful completion of the
exercise/task or ask them to redo it. The more exercises and tasks they complete,
the higher the bar showing the viewing figures (this bar is shown on the left in
Fig. 1). For each completed task they can also win an award related to the
production of a TV series. If the users’ profiles are connected to their social
media accounts, the won soap awards will appear e.g. on their Facebook walls.

The written text provided in the learning tool also includes links to a glos-
sary where certain English terms are explained in and translated into the users’

8 Figure taken from the pilot version of the SignMedia e-learning tool.
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Fig. 2. Co-worker signing the explanation of an exercise

national sign language. A tutorial including explanations on how to use certain
functions of the learning tool is also available. The buttons that direct the user
to the required information are shown in the bottom left of Fig. 1 and Fig. 2.

All characters involved use British, Italian or Austrian Sign Language as their
first language. All texts are video-taped in a professional studio and then edited
using chroma key digital image manipulation for changing backgrounds before
they are incorporated into the learning tool.

5 The Impact of the SignMedia Project

The final product of the SignMedia project will be an innovative learning tool
for written English for the field of media designed for individual use. Sitting
at their home computers, users immerse in the media environment and develop
and foster their knowledge of English grammar, vocabulary and the production
process of a TV series by playing and experimenting. The tool counteracts the
marginalization of deaf media professionals and supports their career progression
by enhancing their level of confidence. By including social media users can easily
get in touch with other deaf media professionals from other countries. They can
communicate using written English, which will enhance the learning process.
The networking involved may also open up new career opportunities.

In addition to individual usage, elements of the learning resource may be used
as part of in-class ESP courses for deaf professionals. Furthermore, the learning
tool may also be used by sign language interpreters and deaf employees’ hearing
co-workers in the media industry. The advanced sign language literacy of these
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groups further enhances the career opportunities of deaf people in the media
business by breaking down communication barriers.

6 Conclusion and Planned Activities

The online resource SignMedia is a first step towards accessible ESP courses
for deaf graduates and professionals. The SignMedia consortium is willing to
promote the re-utilization of gained knowledge and products for the generation
of follow-up projects. At the end of the project, the SignMedia learning resource
will be available in three national sign languages. The inclusion of other national
sign languages or International Sign (IS) would be an option to make the tool
accessible for a wider range of deaf users.

The resource may also be adapted to the development of ESP courses for
other areas. SignMedia focuses on the needs of deaf professionals in the media
business. However, other professional fields may also lack accessible ESP learning
tools.

Furthermore, the SignMedia approach may be used for the development of
learning resources for other national written languages. Many deaf people are
marginalized because of their poor reading and writing skills which stem from
barriers faced in their educational career. They could train their language skills
using an interactive learning tool.

Another opportunity to further exploit the SignMedia learning resource would
be the enlargement of the glossary. It then could be published as a stand-alone
product. Additionally, signed multimedia manuals on film production may be
produced and linked to the glossary. This would further support deaf media
professionals and students of media related studies as well as their teachers.

The continuing work on projects like SignMedia will enhance deaf sign lan-
guage users’ quality of life by increasing the amount of accessible information.
This accessibility of information also opens up a wider range of career opportu-
nities in a variety of professional fields.

For all the plans outlined in this final section it is important to choose an
empowering approach and hence to involve deaf sign language users in all stages
of a project. Products intended for sign language users should rely on the exper-
tise of deaf professionals. As potential users they are thoroughly familiar with
the needs of the intended target group. This approach is liable to enhance the
process and, as a consequence, the results.
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Abstract. SignAssess is a web-based e-learning resource for online sign lan-
guage training assignments simultaneously accessible to desktop and mobile 
applications. SignAssess was developed to meet the sign language training in-
dustry need for an e-learning standard-based online video assignment solution 
compatible with Course Management Systems and not reliant on local user me-
dia recording or storage resources instead to include browser-based media re-
cording and remote storage of content streamed to users on demand. 

Keywords: E-learning, Sign language, Course Management System, Sign lan-
guage interpreting. 

1 What Is SignAssess? 

SignAssess is an e-learning resource developed by University of Bristol Centre for 
Deaf Studies for online sign language training assignments as part of a structured 
CMS (Course Management System) learning programme simultaneously accessible to 
desktop and mobile applications. 

SignAssess communicates with a media streaming and multiuser application server 
to provide video/audio streaming and real-time video encoding as a service of the 
resource. SignAssess includes an assignment builder interface, multiple video reposi-
tories, assignment analysis tools and pre-defined assignment types to support con-
secutive and simultaneous sign language interpreting assignments. 

2 SignAssess Origins and Early Objectives 

Development of SignAssess began in 2008 from a starting point of modernisation 
directly influenced by: 

1. The industry need for an online video assignment solution as a replacement 
for offline language lab installations or hard-media use. No longer requiring a 
learner to physically attend a sign language learning class to submit an assignment, 
likewise allowing an educator to analyse and respond to assignments remotely. 
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2. The industry need for an e-learning standard-based online video assignment 
solution. Benefitting from existing teaching and learning infrastructures through 
CMS compatibility. 

3. The industry need for an online video assignment solution that includes 
browser - based video/audio recording and remote storage as a service of the 
solution and not reliant on local recording or storage resources. 

3 Technical Platform 

3.1 Client-Side 

SignAssess client-side has been developed to use the Adobe Flash Player browser-
based runtime making it accessible to Windows, Mac OS and Linux users. 

The Adobe Flash Player runtime provides SignAssess access to peripheral re-
sources such as a web camera or microphone and can communicate with external 
APIs and remote streaming services. 

3.2 Server-Side 

SignAssess server-side has been developed using Adobe Flash Media Interactive 
Server. SignAssess communicates with Adobe Flash Media Interactive Server for 
real-time capture, encoding, remote storage and subsequent delivery of video/audio 
content. 

Required user knowledge of the capture process is minimal, SignAssess can access 
local camera and microphone resources and decide optimal recording quality using 
bandwidth detection, video/audio is then captured through the Adobe Flash Player 
runtime in the web browser. 

3.3 Packaging and Delivery 

SignAssess has been developed to adhere to the SCORM (Shareable Content Object 
Reference Model) 1.2 and 2004 (4th edition) specifications and is deployed as a 
Package Interchange File (.zip) inside a CMS. 

SCORM is an industry standard model for interoperability and reusability of e-
learning content. This means that SignAssess is interoperable between different mod-
els of CMS (SCORM supporting) and functions as a trackable CMS activity able to 
pass information between SignAssess and the CMS.  

4 Product Development and Features 

SignAssess development is an evolving iterative process rooted firmly in user-
centered design. The requirements of the underlying technical platform were defined 
by the needs of industry professionals and core-functionality and individual features 
are developed with the involvement of educator and learner end users. 
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4.1 Speed of Use 

The SignAssess interface is built for speed, rendering assignment submissions as 
collapsible navigable video galleries.  

 

Fig. 1. SignAssess master video gallery 

The user can move quickly between all assignment submissions or focus on an in-
dividual submission, opening an additional video gallery containing analysis or feed-
back content. 

4.2 Self-correction, Feedback and Analysis Tools 

SignAssess includes tools to allow the learner to review and self-correct an assign-
ment submission against a model answer and time-based selection of content for 
feedback or analysis. 

Educator or learner feedback/analysis content in video or text forms can be at-
tached to the timeline of an assignment submission or stimulus material and accessed 
non-linearly across an extended timeline view. 

 

Fig. 2. SignAssess extended timeline view 
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4.3 Asynchronous Video Messaging and Real-Time Display Updates 

At runtime all online users of an individual SignAssess assignment share a connection 
to each other. This connection enables asynchronous video messaging between all 
connected users, messaging made visible by real-time display updates. 

For example, an assignment submission from a learner will be immediately visible 
to the educator inside the same assignment object without the need for any form of 
interface refresh, likewise any assignment analysis or feedback between the educator 
and learner will also be visible in real-time to both users, useful for online live class 
training scenarios. 

4.4 Assignment Builder 

The assignment builder allows the user to configure an individual assignment when 
the resource is deployed in the CMS and not need to include assignment data in the 
SCORM resource package, reducing administrative workload and the training needs 
of end users. 

 

Fig. 3. SignAssess assignment builder interface 

4.5 Simultaneous and Consecutive Interpreting Assignment Types 

The assignment builder includes pre-defined assignment types to support simultane-
ous and consecutive sign language interpreting exercises. 

 

Fig. 4. SignAssess interpreting exercise 
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When a simultaneous interpreting assignment type is chosen an automatic sync  
between the live recording and the interpretation target stream is saved allowing syn-
chronous playback of the two streams later, the interpreting target stream then remain-
ing intact as an individual stream for re-use, in contrast to an over-dub technique 
when the live recording would be appended to the target stream. 

When a consecutive interpreting assignment type is chosen the user can make mul-
tiple recordings which are automatically turned into a single assignment submission. 

4.6 Multiple Repositories 

SignAssess uses multiple repositories for different resolution video content, allowing 
the user to move seamlessly between different quality versions of assignment content 
without overloading CPU or memory use during recording. 

 

Fig. 5. SignAssess media repository 

Private or shared repositories can also be created allowing individual educators to 
control their own resources. 

SignAssess includes support for MP3, MOV, MP4, FLV, F4V video and audio 
files and H264, On2VP6, Sorenson video codecs. SignAssess can display content in 
4:3 and 16:9 aspect ratios and HD formats (Scaled down). 

4.7 Variable Video Recording Sizes 

SignAssess supports video recording at 320*240 and 640*480 resolutions. 

 

Fig. 6. SignAssess video recording at 640*480 resolution 
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5 Accessibility by Desktop and Mobile Devices 

SignAssess server-side technology (Flash Media Interactive Server) supports connec-
tions from non-browser-based software using Adobe AIR (Adobe Integrated Run-
time), a cross-platform runtime for desktop and native mobile applications. 

Adobe AIR provides the tools for SignAssess application deployment on desktop 
and mobile platforms, taking advantage of the technological and user benefits, popu-
larity and distribution methods of each platform whilst maintaining a single server-
side application structure. 

5.1 SignAssess Desktop 

The SignAssess Desktop application provides the user with an alternative to browser-
based navigation of a CMS. 

 

Fig. 7. SignAssess Desktop 

The user can navigate seamlessly between all SignAssess assignments deployed in-
side a CMS without having to physically navigate the CMS using a web browser and 
HTTP. The alternative form of navigation enables the user to work more quickly and 
any updates made using SignAssess Desktop are visible in real-time in the corres-
ponding assignments inside the CMS. 

5.2 SignAssess Mobile 

Using Adobe AIR native application packaging for iOS, Android and Blackberry 
operating systems we can provide the user with access to SignAssess content through 
an intelligent mobile app and not rely on a mobile device browser to render full  
SignAssess. 

SignAssess Mobile is designed specifically for mobile devices with variable screen 
sizes and slower processors and supports actions such as multi-touch and gesture that 
are common to mobile apps. 
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Fig. 8. SignAssess Mobile rendering of a video gallery 

6 SignAssess Future  

6.1 Tighter CMS Integration 

Adhering to the SCORM specification ensures interoperability between CMS models, 
however there is CMS database information outside of the SCORM specification that 
would be useful to use in SignAssess. For example obtaining the email address of the 
course lecturer and using it to generate email notifications. The next major version of 
SignAssess will include an optional module performing database inspection of the 
MOODLE (Modular Object-Orientated Dynamic Learning Environment) CMS. 

6.2 External Repositories 

YouTube is the world’s largest video repository, the next major version of SignAssess 
will include the ability to search for and include YouTube content in assignments. 

6.3 Technical Platform 

The Adobe Flash Player runtime continues to offer higher PC market penetration 
(99%) over other runtimes [1], combined with support for Linux and Mac OS plat-
forms, the runtime offers the best solution for widespread distribution of SignAssess 
for non-mobile browser-based users. 

SignAssess was never developed to be reliant on Adobe Flash Player for sustaina-
bility across mobile platforms as a browser-based solution, although mobile devices 
supporting Flash 10.1 can use SignAssess. SignAssess Mobile development began in 
September 2010 using Adobe AIR to develop and package SignAssess as a native app 
across mobile app stores. SignAssess Mobile will continue to be developed using 
Adobe AIR and predates Adobe’s decision to abandon its development of Flash Play-
er for mobile platforms in favour of HTML5 and Adobe AIR [2]. 
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Abstract. The AEGIS project aims to contribute a framework for, and building 
blocks for, an infrastructure for "open accessibility everywhere". One of many 
objectives has been to research, prototype and test freely available software ser-
vices for inclusive graphical symbol support as part of mainstream ICT envi-
ronments. Based on the Concept Coding Framework (CCF) technology, a 
"CCF-SymbolServer" has been developed. It can be installed locally on any of 
the major desktop platforms (GNU/Linux, MacOS X and Windows) to provide 
its multilingual and multi-modal representation services, or online to support 
many kinds of web services and networked mobile systems. The three current 
AEGIS applications will be presented: 1) CCF-SymbolWriter, an extension for 
symbol support in LibreOffice/OpenOffice Writer, 2) the new CCF supported 
version of Special Access to Windows (SAW6), 3) CCF-SymbolDroid, an AAC 
app for Android mobile devices. User evaluations and future perspectives will 
be discussed. 

Keywords: AAC, AT, accessibility, graphical symbols, literacy, cognitive im-
pairment, open-source. 

1 Why AAC Is, and Should Be, Going Mainstream on Standard 
ICT Platforms 

Until now, ICT support for individuals who need AAC has typically been provided in 
the form of dedicated software and/or devices. Although there will still be room for 
such, there are a growing number of reasons for a decisive move towards providing 
AAC functionality as part of standard mainstream ICT products:  

• ICT products and services (such as smart-phones, tablets and mobile communica-
tion services) have rapidly become an integrated and often predominant part of 
everyday life, and acquire more general features (portability and usability com-
bined with computing power for running full-featured multi-media apps, larger 
displays of excellent quality etc.) making them suitable and desirable for AAC 
needs. It is natural that both users and their environment expect and request that a 
wide range of needs, including the specific ones in the area of AAC and language 
support, should be well accommodated as part of these mainstream products.  
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• Some previously special functions of Assistive Technology (AT), such as text-to-
speech synthesis, are gradually becoming mainstream technology. 

• A solid infrastructure of flexible multi-modal and multilingual language represen-
tation technology is needed for good AAC support. There are potentially substan-
tial advantages of such an infrastructure going mainstream, both in terms of  
inclusion and participation, and in terms of cost and availability – in particular 
where resources are scarce. More and more parents, (pre-school) teachers and oth-
ers discover that access to synthetic speech and a range of graphical symbol repre-
sentations are great for most learners at some stages in early literacy development 
and early new language learning. This is particularly the case in multi-cultural and 
multilingual environments. 

Some of this integration is now rapidly happening as AAC software is being devel-
oped for and/or migrated to mainstream mobile devices in the form of mobile “apps” 
(though generally still with more limited or specific functionality than traditional 
dedicated AAC applications and devices). Though this is primarily only integration 
on the mobile device level, the consequences are still expected to be profound by 
experts in the field [1]. However, AAC and symbol support within standard activities 
and services is still a major step to be taken. The Widgit products “Point” and “Insite” 
[2] are early examples of more integrated symbol support on the Web. 

2 Preconditions for Inclusive AAC Support in Mainstream ICT 

To allow AAC methodologies and ICT tools to go from special to mainstream, there 
is a need for an infrastructure for inclusive and integrated graphic symbol (and sign-
ing) representation of content and meaning in standard software environments. These 
infrastructural tools need to be based on open standards, be widely and freely avail-
able, and be multilingual and multi-modal so that more language representations may 
be added subsequently and in a distributed manner by local stake-holders. Compo-
nents and tools need to be available to make it easy to provide the multi-modal sup-
port in a widening range of different services. 

There are of course some more fundamental conditions and limitations that will 
create difficulties for AAC support in some environments and services. On the techni-
cal side, for example chat and messaging protocols are not supporting graphics. It is 
essential that a discussion is initiated around how such limitations may be overcome 
to allow future multi-modal communication also via these channels. There are differ-
ent possible longer and shorter term ways to overcome these restrictions, such as: a) 
adding support for graphics in some of these standards, or; b) providing support for 
some graphic libraries packaged as private area Unicode fonts. This latter method is 
now successfully used in the AEGIS CCF development for LibreOffice/OpenOffice 
Writer (see below) [3], [6]. 

But the purely technical obstacles may not be the most difficult ones. We are fac-
ing major challenges in terms of attitudes, predominance of proprietary resources, and 
the lack of well established open standards and resources for multi-modal and multi-
lingual vocabulary interoperability. 
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Currently two symbol systems (Blissymbolics[6] and ARASAAC[7]) and four lan-
guages (English, Swedish, Spanish and Dutch) are supported, and the design is open 
to add more. A word in a given language can be sent to the CCF Server. The server 
will look up possible meanings or concepts in its databases, and return these as Con-
cept IDs with available possible symbol representations. Fig. 2 below shows the 
Graphical User Interface (GUI) of the CCF-SymbolServer, installed and running lo-
cally on a desktop system. It is configured to support English together with Blissym-
bolics and ARASAAAC symbols, and has here received and looked up the word 
“horse“. The concept information is displayed in a verbose format together with the 
found symbol representations. If the concept ID is known, the SymbolServer can 
directly return alternative representations in other languages and symbol systems. 

 

Fig. 2. The CCF-SymbolServer’s GUI window, running in a verbose configuration on a desk-
top system 

Three applications interacting with the CCF-SymbolServer have been developed 
within AEGIS: 

1. CCF-SymbolWriter, an extension for symbol support in LibreOffice/OpenOffice 
Writer[8]. It allows graphical symbol support for several kinds of needs: a) the 
needs of struggling text users to support and confirm comprehension while writing 
and reading text, often in combination with text-to-speech (TTS) support (see Fig. 
3 below); b) the needs of AAC (Augmentative and Alternative Communication) 
symbol users to have access to full symbol representation (as far as possible) with 
symbols displayed on top of each word (see Fig. 4 – right nand side - below); c) the 
needs of helpers (parents, teachers, therapists etc.) to support users by preparing 
and presenting documents with graphic symbol support 

2. A new CCF supported version of Special Access to Windows (SAW 6) [9], an ad-
vanced free and open-source on-screen-keyboard application that allows the crea-
tion of symbol selection charts for the control of any mainstream program on a 
Windows system 

3. CCF-SymbolDroid, an AAC app for Android mobile devices, with the following 
functionality: a) Face-to-face AAC with graphic symbols, text and the system 
speech that is available on the device; b)AAC for indirect communication via mes-
saging in several forms; c) Access to the full CCF vocabulary database via the 
online CCF-SymbolServer; d) Log in with user ID to access the online CCF-
SymbolServer services - save, restore and share local set-ups via the server (the Iris 
and Ithene server services in Fig. 2. above); e) Integration with Tecla Access[10] 
for alternative input control 

Here follows a somewhat more detailed presentation of these three applications. 
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3.1 The CCF-SymbolWriter Extension for LibreOffice Writer 

CCF-SymbolWriter – is a free and open source software package for graphical sym-
bol support in Libre/OpenOffice Writer on all its supported platforms. It consists of 
the locally installed CCF-SymbolServer and an extension for Writer, providing the 
option of graphic symbol representations of words contained in, or entered into, the 
document text. The key innovations of the CCF-SymbolWriter suite are; a) the appli-
cation of the free and open source Concept Coding Framework technology for the 
provision of multilingual and multi-modal language support through graphic symbol 
representation in a standard and free office software environment on all major operat-
ing system platforms; and b) the underpinning CCF-SymbolServer technology allow-
ing for future distributed application in other software, and for a growing range of 
languages and symbols and signs libraries to be added by different stake holders over 
time. Existing corresponding state of the art alternatives are all special  proprietary 
software implementations, e.g. Widgit “SymWriter” and “Communicate: In Print” [2]. 
The intended uses of  the CCF-SymbolWriter package are a) for users with cognitive 
difficulties and users who in general have problems in their interaction with text, to 
help with text production and text comprehension, by adding a graphic symbol repre-
sentation modality (in addition to text only – and text-to-speech if available); b) for 
information providers who want to provide better access to text content for target 
users with the help of graphical symbol representation; c) for parents, teachers, assis-
tants who need this as a tool to support users (from children to adult) in their literacy 
development; d) for 3rd party software and symbol library developers who want to 
use the CCF Symbol Server for allowing flexible graphical symbol support for a 
growing number of languages, symbol resources and software implementations.  

More is found below about SAW 6 as a first 3rd party software implementation of 
the CCF symbol support done within AEGIS.  

 

Fig. 3. LibreOffice Writer with the CCF-SymbolWriter extension in “View only” mode. The 
word currently in focus is looked up and displayed by the CCF-SymbolServer. Left; focus in 
the English, and rigth; focus in the Swedish section of a multi-language document. 

Software installation downloads and preliminary end user documentation for CCF-
SymbolWriter are found at:  
http://dev.androtech.se/ooo/content.html. 
The home of the full open source project release will be decided during the sum-

mer of 2012 – probably www.conceptcoding.org or/and at SourceForge. 
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3.2 SAW 6 – Special Access to Windows – with CCF Support 

SAW6 – Special Access to Windows version 6 (with WindowCatcher) is a major 
update and merge of the two open-source applications SAW5 [9] and Window-
Catcher, which provide a highly configurable and scriptable on-screen-keyboard 
(OSK) assistive tool for users with motor impairments, and for inspection and interac-
tion with the UI of accessible target applications via the MSAA and UI-Automation 
accessibility APIs respectively. 

SAW 6 is now upgraded to full compatibility with Windows 7, including the 64 bit 
version, and with full Unicode support. Dedicated language neutral word-prediction 
and abbreviation expansion has also been added, together with several other minor 
improvements since the SAW 5 version. SAW6 presents two key innovations:  

─ the integration of WindowCatcher, resulting in the to our knowledge first OSK in 
Windows capable of direct interaction with target applications via the MSAA and 
UI-Automation accessibility API:s [11] 

─ the added capability to interact with the CCF-SymbolServer, resulting in unique 
features for creating and maintaining multilingual and multi-modal symbol sup-
ported on-screen selection charts. Fig. 4 – left – below shows SAW 6 in set-up 
mode, interacting with the locally installed CCF-SymbolServer to look up symbols 
for the English word “angry”. Symbol charts may later be semi-automatically 
translated between the supported languages and symbol representations. 

This, among many other things, allows AAC symbol users to better interact with text 
based standard applications as well as with target applications that also make use of 
the CCF technology, such as LibreOffice Writer with the CCF-SymbolWriter  
extension. 

 

Fig. 4. These two screen captures show (left); SAW 6 in editing mode, retrieving symbol repre-
sentations by word-to-concept-to-symbol lookup via the CCF-SymbolServer (shown on top), 
and (right); input of words from a SAW symbol selection chart into LibreOffice Writer with 
symbol insertion from the CCF-SymbolWriter extension in Symbol Insert mode 

SAW6 will be available as free software, e.g. at www.oatsoft.org. It is expected to 
establish a new benchmark for free and open-source OSK solutions in general, and in 
some aspects for the OSK segment as a whole. 
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The second pilot evaluation of the second alpha version clearly indicated that the 
innovative approach to provide multi-modal and multilingual language support as part 
of a standard office suite is fully feasible. The on-going third and final pilot testing 
will contribute further input for release versions of the CCF related software imple-
mentations of the AEGIS project. This will provide a new basic level support for ac-
cess to text content, and a new and wider range of opportunities to communicate for 
people. 

Acknowledgements. The development of the CCF_SymbolServer, with the CCF-
SymbolWriter extension for LibreOffice/ OpenOffice Writer, the CCF symbol sup-
port in SAW 6, and the CCF-SymbolDroid AAC app on Android, have been made 
possible with the financial contribution of the European Commission in the context of 
the AEGIS project [3]. 
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Abstract. The widespread use of smartphones and the inclusion of new tech-
nologies as Near Field Communications (NFC) in the mobile devices offer a 
chance to turn the classic Augmentative and Alternative Communication (AAC) 
boards into Hi-Tech AAC systems with lower costs. This paper presents the de-
velopment of an augmentative communication system based on Android mobile 
devices with NFC technology, named BOARD (Book Of Activities Regardless 
of Disabilities) that not only enables direct communication with voice synthesis, 
but also through SMS and expands the functionality of AAC systems allowing 
control of the smartphone and home appliances, all in a simple way just by 
bringing the phone next to the pictogram. 

Keywords: AAC, mobile phone, NFC, assistive technology, smart home, cere-
bral palsy, ALS. 

1 Introduction 

An inquiry of the National Statistics Institute of Spain [1] shows that 74% of the 
Spanish population with disabilities (2,8 millions) suffers some kind of limitation 
performing daily basic activities (DBA), while about 1,39 million cannot perform 
DBA at all without the assistance of specialized personnel. In this context the most 
vulnerable people are those who, in addition to mobility problems, have speech and 
cognitive limitations. This is, for example, the case of people affected by cerebral 
palsy. AAC high-tech systems serve users with speech impairments to communicate 
their needs or even perform some of their DBA [2-3].   

Nowadays, there are many high-tech augmentative and alternative communication 
systems to facilitate communication through the use of dedicated devices developed 
solely for AAC such as DynaVoxXpress [4], or non-dedicated devices such as generic 
computers that run additional software such as Gateway [5] or Minspeak [6].  

These types of systems based on dedicated computer devices or software have sev-
eral drawbacks, not because of the software solely but on the hardware requirements 
as well. On the one hand, these systems are hardly portable due to the requirements of 
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using a monitor and a CPU, and cannot be carried where the user goes. They are in-
tended to be used in the user's home. And although computers are smaller and there 
are screens and CPUs integrated such as a panel pc, there is the disadvantage that the 
batteries of these computers with built-in screen do not last more than a few hours and 
require power supply. One of the most important disadvantages is that these systems 
are also very expensive, especially when they are dedicated devices.  

With the appearance in the market of smartphones and tablets, the devices size 
have been reduced and battery life has been improved with new possibilities for the 
development of augmentative and alternative communication based on these portable 
devices [7-8]. Also the prices have dropped for these devices as every 6 months there 
are new models reaching the market. Yet even today, the augmentative and alterna-
tive communication systems most used by users outside the home are the low tech 
communication boards due to their simplicity and ease of customization for each 
user [9].  

2 Book of Activities Regardless of Disabilities (BOARD)  

For these reasons we have developed a project combining: a low-tech com-
munication board with a classic look which has Near Field Communication (NFC) 
tags [10] attached behind the pictographic symbols, and the accessible high-tech mo-
bile software that can read the NFC tags in the communication board only approach-
ing the mobile device [11]. The user uses the mobile as an extension of his hand to 
point to the different pictograms, receiving audible and visual feedback of what is 
happening in each moment. The mobile works like a magic wand with which the user 
can communicate, send messages, change the phone settings, and even control the 
house appliances. The project is called BOARD, Book Of Activities Regardless of 
Disabilities. 

The BOARD system consists of two different parts: 

• BOARD communication board: The BOARD communication board is a usable 
communication tool set of ordered cards enhanced by the attachment of formatted 
NFC tags matching an action. The cards are grouped by categories and each card 
contains a pictogram that consists on an image or symbol describing the pro-
grammed action, a text description and Braille printed etiquette. Behind every card, 
there is an NFC tag with an embedded action previously recorded. 

• BOARD app over an NFC capable Android device: The device will act as a gate-
way between the actions to be performed and the BOARD communica-tion board 
itself. With the device, users can just read the smart tags ap-proaching the mobile 
to an image of the BOARD communication board and therefore, the device will 
trigger automatically the selected action reading aloud the action through the mo-
bile Text To Speech engine. 

Figure 1 shows an image of the actual BOARD communication board proto-type. 
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Fig. 1. Image of BOARD communication board 

2.1 BOARD Functionalities 

The BOARD communication board prototype is a sample of what the BOARD sys-
tem and the NFC technology can do. In this case, there are four different categories as 
shown in Figure 1. 

1. Messages category: The messages category combines the Text To Speech tech-
nology with the pictogram expression methods, allowing a user to concatenate 
different pictograms to form a sentence. This is the main communication area; 
here the users conforms his sentences. After making a sentence the user has the 
option to send a SMS with the sentence to a chosen destinatary on the contact 
category. 

2. Contact category: A contact card contains a contact picture with a phone number 
(in normal or international format). The approach of the mobile device to one of 
the contacts will perform an automatic call to the specific selected person. For 
security reasons, this process has to be confirmed by the user just to avoid mis-
takes. If the previous interactions were related to pictogram and message send-
ing, then the system will send an SMS to the target contact instead of performing 
a call. 

3. Mobile settings: Within this category, the user can automatically perform tasks 
over its phone without having to know or navigate through the menus. In the proto-
type there were included samples of typical functionality. However, these functions 
can be customized to perform almost any kind of action in the device.  

4. Home controls: The home controls are just another example of what the system can 
do. When the device has 3G or Wi-Fi connectivity, it can trigger actions over the 
appliances of a smart home. 
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After checking the potential of the prototype, the future work will cover two  
fields. 1) Expand the features and capabilities that the application BOARD can offer 
to the users. Increasing the number of programmable pictograms, and thus the lexicon 
to build messages and increasing the capabilities with which to interact with the mo-
bile phone, for example, activate the camera. And 2) developing an evaluation with 
more users, where the system usability, and acceptability, among other parameters 
will be assessed. 
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Abstract. The purpose of this study was to develop a Korean web-based cus-
tomized AAC board making system that is easily accessible and compatible 
across devices in Korean cultural/linguistic contexts. Potential users of this sys-
tem are individuals with communication disorders and their parents/teachers. 
Board making users can make customized symbol boards using either built-in 
or customized symbols. The AAC users can access their own AAC page gener-
ated by personalized AAC page application using any devices only if they can 
access to a web-browser. We expect that this system plays a role for Korean 
AAC users to generate customized AAC boards on the web and to use the 
boards in meaningful environments to meet their unique communication needs. 

Keywords: Accessibility, Augmentative and Alternative Communication, 
Board Making, Web-Based System. 

1 Introduction 

The users of Augmentative and Alternative Communication (AAC) devices use  
different types and levels of communication tools based on their current level of 
communication abilities [1]. At the beginning, AAC users may start with simple 
communication boards printed as a paper-copy. As their communication abilities us-
ing AAC have improved, they may need more complicated and dynamic AAC boards 
with a speech output. Using a web-based customized AAC board making system, 
AAC users can enhance their communication abilities by adapting and expanding 
their symbolic vocabularies using a variety of customized boards across settings. 
Many AAC devices currently used in Korea are hardware-based, so accessibility, 
extensibility, and portability of the devices are limited. The web-based AAC board 
making system makes it possible for AAC users to create communication boards us-
ing any devices, anytime anywhere only if they can access to a web-browser. 

2 Related Works 

One of the popular AAC board making systems is Boardmaker(Mayer-Johnson) [2]. 
It provides a web-based version of Boardmaker called as Print Editor, and it also  
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provides the users an internet community called as Boardmakershare.com in order to 
help them to share their customized boards. However, Print Editor is not available on 
the mobile web-browser because it uses Adobe Flash working on the plug-in based 
web-browser. In addition, the primary functions of Print Editor are limited to edit, 
save and print published boards, and it does not support the voice output function 
which is an essential part of effective functional communication trainings [3]. The 
other popular web-based AAC board making system is AAC Cloud of Alexicom Tech 
[4]. After the users log in the Alexicom web system, they can manage their persona-
lized boards by making and editing the boards on the web. Alexicom AAC supports 
twenty voices and five languages (English, Spanish, German, Italian, and French) 
using AT&T Natural Sounding Voices [5]. However, Alexicom AAC does not sup-
port Korean, and it is complicated to search and reuse individual symbols since there 
is no symbol-level search feature. It is also difficult to manage users and to classify 
symbols in Alexicom AAC. 

3 System Implementation 

As the population of individuals with disabilities has been steadily increased in Korea, 
the characteristics of individuals with disabilities have also been varied and compli-
cated. However, there has been little effort to develop Korean AAC systems in both 
hardware and software, and no web-based AAC system is currently available in Ko-
rea. Thus, there are strong needs to develop AAC devices that are easily accessible 
and compatible across devices and contexts, and to develop customize AAC symbol 
boards with voice outputs appropriate to each AAC user’s unique communication 
needs, disability characteristics, and cultural/linguistic environments [6, 7]. 

We developed a web-based customized AAC board making system to compensate 
the limitations of current AAC systems and it has the following advantages: (1) it is 
independent on the client’s environment, so the users can easily access to the web-
based AAC board making system using any device only if they can access to a web-
browser without any extra hardware, (2) it compensates the limitations of current 
web-based board making systems by supporting the voice output function and by not 
using Adobe Flash, and (3) it provides symbols/words that are appropriate to Korean 
cultural/linguistic contexts. Its database contains more than 3,000 Korean symbolic 
vocabularies developed by Ewha Womans University in Seoul, Korea in order to meet 
the unique communication needs of Korean users [8]. 

 

Fig. 1. Components of the Korean web-based AAC board making system 
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Fig. 2. AAC Symbol Data Model 

We implemented the Korean AAC board making system on Tomcat (a web appli-
cation container) and MySQL as a backend database system. We used a TTS (Text-
to-speech) engine to generate a sound for each AAC symbol on AAC boards. Figure 1 
shows the major components of the system. 

• AAC Users: There are two types of users: board making users such as teachers and 
parents who make AAC boards for their students and children, and real AAC users 
who actually communicate using the AAC boards customized by their teach-
ers/parents. 

• Hierarchical Symbol/Category/Board Management: Figure 2 shows the data model 
for AAC symbol database of the board making system. The basic unit of AAC 
boards is the AAC symbol that consists of its graphical symbol or image, a text la-
bel, a tag (a keyword for searching), and a sound generated by TTS. The system 
provides a set of built-in symbols. Board making users can make customized sym-
bol boards for individuals with diverse disabilities. A category is a group of related 
built-in and/or customized symbols. The system predefines a set of built-in catego-
ries, and board making users can create new customized categories. An AAC board 
is a collection of symbols that can be used as a paper-copy or as a graphic display 
with a voice output. Board making users can create a customized board for a spe-
cific user from the scratch or using a built-in board by editing them. They can also 
select a board layout and arrange the symbols on the board at their convenience. 
The users can save, search, and edit the customized symbol boards whenever they 
need through their board lists or recent board-making history. 

• AAC page personalizing application: Real AAC users can access their own AAC 
page generated by personalized AAC page application. Personalized AAC pages 
may include a simple 2-cell board, a more complicated 16-cell board, or a multiple 
board according to each user’s communication level. 

• AAC symbol search: The AAC board making users can search and select symbols 
in the AAC symbol database. The search can be done by navigating the category 
hierarchy or by typing text keywords. In the AAC symbol database, we developed 
an index for keyword searching. In addition to all built-in symbols, the search 
space for a user includes his/her own customized symbols. 
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4 Conclusion and Future Work 

The purpose of this study was to develop the Korean web-based customized AAC 
board making system that is easily accessible and compatible across various devices 
and that is appropriate to Korean cultural/linguistic contexts. We expect that the Ko-
rean web-based AAC board making system plays a role for Korean users to generate 
customized AAC boards on the web and to use the boards in meaningful  
environments to meet their unique communication needs. It is planned to include 
more symbolic vocabulary lists in this web-based AAC board making system to en-
hance accessibility and usefulness. Further study needs to be conducted to get actual 
users’ feedback on the user interface of this system through a user-centered usability 
testing. 
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Abstract. We introduce a multimodal picture-based communication platform 
for users with intellectual disabilities, and results from our user evaluation car-
ried out with the target user group representatives and their assistants. Our cur-
rent prototype is based on touchscreen input and symbol and text-to-speech 
output, but supports also mouse and keyboard interaction. The prototype was 
evaluated in a field study with the help of nine users with varying degrees of in-
tellectual and motor disabilities. Based on our findings, the picture-based ap-
proach and our application, SymbolChat, show great potential in providing a 
tool for users with intellectual disabilities to communicate with other people 
over the Internet, even without prior knowledge of symbols. The findings hig-
hlighted a number of potential improvements to the system, including providing 
even more input methods for users with physical disabilities, and functionality 
to support the development of younger users, who are still learning vocabulary 
and developing their abilities. 

Keywords: symbol communication, instant messaging, accessibility. 

1 Introduction 

Information and communication technology (ICT) solutions offer possibilities to en-
hance the quality of life for people with cognitive disabilities, by activating them intel-
lectually and physically, and by providing communication methods that help reduce 
social isolation [5]. Cognitive disabilities affect the capacity to think. These disabilities 
cover a wide spectrum from mental retardation and learning disabilities to changes in 
cognitive ability caused by brain injury and various neurodegenerative diseases. Cogni-
tive disabilities pose challenges and limitations for interpersonal communication 
beyond speech and expressive methods such as signing because accessing textual in-
formation is difficult [4]. Often the use of graphic representation is the only possible 
means of written communication [7]. This symbol-based communication can take 
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many forms, from selecting pictures from picture folders to using specialized commu-
nication devices or computer software.  

One of the challenges for communication is that people with intellectual disabili-
ties currently lack accessible, real-time distance communication tools. Although there 
are several face-to-face communication applications available for users with special 
needs, most instant messaging clients are inaccessible for this user group: they are too 
complex and require reading and writing skills. To overcome these problems, we 
created an accessible tool for people with intellectual disabilities to communicate in 
real-time over distance that can be easily adapted for each individual user. 

This paper presents SymbolChat, a software platform that supports the creation of 
personalized multimodal instant messaging applications over the Internet. End users 
and their support personnel can customize the input and output features of the applica-
tion based on the user’s individual needs. We report results from a field study of 
SymbolChat, carried out with nine users with varying degrees of intellectual disabili-
ties. Our participants were able to express themselves in basic, day-to-day communi-
cation with the assistance of their caregivers using picture-based vocabulary, even 
without prior training in the use of symbol languages. Several future development 
issues were also identified. 

The rest of the paper is organized as follows. First, we introduce the SymbolChat 
application, and related work. Then we describe the conducted user evaluation  
with target user group representatives. Finally, we present our results and discuss the 
findings.  

2 The SymbolChat Application 

The SymbolChat application was designed in close co-operation between profession-
als working with intellectually disabled people and researchers of interactive technol-
ogy. The design is based on end users’ needs, context of use and activities. Initial 
prototypes of SymbolChat were tested by users with intellectual disabilities and their 
assistants. 

SymbolChat is a client-server application based on touchscreen PC computers in 
the client end. SymbolChat interface (Fig. 1) is organized into three main sections: 

1. The message history view shows the sent and received messages either as symbols 
or text according to the selected output method, and a list of participants’ names 
and pictures. Messages are read out loud once using text-to-speech (if enabled), 
and they can be replayed using the button in front of each message. 

2. The symbol input view provides functionality for composing, previewing and send-
ing messages. Messages can be played back before sending them. Symbols can be 
selected either from the symbol grid or from the message history view. If all the 
symbols in a category cannot fit in the symbol grid, they are distributed on several 
“pages” represented as folder icons. The symbols have been given a binary priority 
value, with higher priority symbols being listed at the start of the symbol grid. 
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3. The symbol category view shows a list of available symbol categories. Selecting a 
category (or subcategory) updates the symbol input view accordingly. Navigation 
up in the category hierarchy is possible using the Back button. 

The current version of SymbolChat uses a set of about two thousand Picture Com-
munication Symbols (PCS) . The used symbols were selected by professional speech 
and other therapists. The symbols are divided into a customizable Quick Menu cate-
gory and seven main categories (e.g., People, Verbs and Nouns), which include up to 
11 subcategories, and are distinguished also by color. 

 

Fig. 1. The Finnish version of the SymbolChat user interface and an example discussion be-
tween two participants 

The application supports several input and output methods. The current version is 
designed for graphical symbols and speech output, with touch input on large  
touchscreens. Text output, mouse interaction and keyboard input are also available for 
literate users. Users can customize the interaction methods depending on their prefe-
rences and abilities. Touch input was selected as the primary input modality in order 
to provide an interaction method as easy as possible for users with limited computer 
skills [3] and users who have fine motor disabilities. 

The input and output methods can be changed during the usage of SymbolChat. 
The settings also include controls for the text-to-speech functionality (e.g. speech 
synthesis rate) and the size of the symbols. Being able to modify the size of the sym-
bols helps the users with fine motor disabilities or visual impairments. 
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3 Related Work 

Picture-based communication systems are a form of augmentative and alternative 
communication (AAC) technology that is based on the use of graphics, such as draw-
ings, pictograms and symbols [7]. AAC research prototypes and commercial applica-
tions exist both for collocated and remote picture-based communication.  

Image-Oriented Communication Aid [6] is a system for preliterate users with 
speech and motor impairments who require assistance in the form of image-based 
communication support. The system is used with a touchscreen tablet computer, with 
the possibility to use other input methods such as mouse. The message composition 
interface is organized as a two-dimensional canvas, intended to assist with the diffi-
culties AAC users have with the standard linear style of concatenating syntactic units. 
An important finding suggested by the authors is the need for a tradeoff between the 
vocabulary size and cognitive demands on the user. The need for scaling the system to 
address changing needs and developing abilities is also discussed, for example in 
terms of symbol complexity, vocabulary size and communicative functions. Commer-
cial systems such as the DynaVox family [2] are intended to enable face-to-face 
communication through symbol selection and text-to-speech output. More advanced 
devices also allow for the use of Web, email and text messaging for information 
access and remote communication. While such tools are highly customizable and 
applicable to the needs of the target audience, their cost can be prohibitive to adop-
tion. Based on the feedback gathered from our practitioner informants, a real need 
exists for low-cost solutions that could be used on existing infrastructure such as lap-
tops or tablet devices with touchscreens.  

Fewer systems exist for remote picture-based communication. The system most 
similar to ours is the Messenger Visual [11]. It allows people to exchange pictogram-
based messages in real time across the Internet. The findings from their user study 
with intellectually disabled people show that the participants are able to communicate 
with a pictogram-based IM client, which enables social interaction and promotes digi-
tal inclusion. The participants also found the service both interesting and entertaining. 
The main differences to our approach are the lack of alternative input and output me-
thods (e.g., text-to-speech and touchscreen). Zlango [12] is a commercial Web and 
mobile service for icon-based messaging that allows users to generate icon-based 
messages that can be shared on the Web, email and on social media sites such as 
blogs. Although the main target user group of the service is not people with intellec-
tual disabilities, it is to our knowledge one of few primarily image-based commercial 
Web-based communication services. 

4 Evaluation 

We evaluated SymbolChat with nine male participants aged 14–37 (median = 26 
years) and the level of their intellectual disability varied from low to high, except for 
one participant who had severe speech and physical disabilities but no intellectual 
disability. Only two participants had prior experience on symbol languages. The eval-
uation consisted of four evaluation weeks, each week having a group of two to three 
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provide a positive experience to users with limited practice with and understanding of 
symbol communication. We believe that the reason for the stated difficulties is also 
linked to the lack of experience with symbol-based communication. As the users were 
unfamiliar with the structuring and content of the symbol set, finding appropriate 
symbols for message construction was time-consuming.  

The results from the adapted SUXES questionnaires [10] show that the expecta-
tions were met almost on all nine statements (see Fig. 3). The use of the SymbolChat 
application was reported to be more natural than expected. Despite the high expecta-
tions on usefulness, the experiences met these expectations. Before the use of Sym-
bolChat, the assistants reported that the participants would most likely want to use the 
application again, and also highly rated expectations were met. Even the lowest rated 
experiences reached at least a neutral level, which can be considered a positive sign. 
As with the participants’ subjective experiences, these ratings related to the speed, 
clarity and error-free use and functioning of the interface are likely related to the 
symbol set and its presentation. We believe that training on symbol-based communi-
cation and the use of personalized symbol sets could overcome these difficulties. 

 

Fig. 3. Expectations and experiences: white circles represent the expectations (n=6); black 
circles represent experiences (n=7) (median values, due to missing data the n varies) 

In general, our results show that social inclusion for people with intellectual disa-
bilities can be improved with simple instant messaging tools that can be adapted to 
the individuals’ personal requirements. Many of our participants had physical, visual, 
hearing, speech and behavioral disabilities. The results show that they can benefit 
from alternative input and output methods, and even more input methods should be 
developed for users with more severe physical and motor disabilities. Finally, since 
most of our test participants were not symbol users, the results suggest that people 
with intellectual disabilities can learn to communicate in an assisted manner with 
symbols even without prior formal training in their use.  



 SymbolChat 285 

A review of the evaluation sessions with AAC professionals revealed several ave-
nues for future work. Our AAC experts noted that SymbolChat could foster the learn-
ing of more independent communication and social skills. For younger individuals, 
who are still on the way of developing such skills and finding the right tools for ena-
bling this development, SymbolChat could provide, for example, cues to respond to 
incoming messages that facilitate the learning of turn-taking, and functionality for 
enlarging the symbol set based on the progress of the individual. For more settled 
users, whose abilities are not developing constantly anymore, SymbolChat could pro-
vide a more static tool for communicating and learning communication by having a 
fixed set of symbols tailored to the abilities of the individual.  

Looking back, the experimental design in our research may have been a little too 
challenging – both from researchers’ and participants’ point of view. Conducting 
evaluations with this kind of special user group does not only concern the participants 
and the researchers, but also assistants and other stakeholders. Thus, recruiting partic-
ipants is challenging, and considering the varying individual abilities and limitations 
of the few participants, finding “matching” communication parties even more diffi-
cult. People with intellectual disabilities may lack motivation to engage in such  
com-munication scenarios, and the variety in communication skills and vocabulary 
be-tween the parties most probably does not decrease this issue. Another issue may be 
that the conversation partner is not known well and simply does not feel like an inter-
esting communication partner. As a conclusion, it might have been more beneficial to 
design the evaluation so that the participants with intellectual disabilities would have 
communicated with caregivers, relatives or friends who are familiar with the abilities, 
needs and desires of the participants. As our goal with the SymbolChat was to provide 
a tool for users with intellectual disabilities for communicating – not only with other 
people with intellectual disabilities, but with anyone they like – it is possible that this 
first stage evaluation would have provided more insights to the actual potential of the 
SymbolChat approach had the communication parties not been limited to the target 
user group representatives only.  

6 Conclusion 

We have presented a picture-based remote communication tool for users with intellec-
tual disabilities, and findings from our user evaluation with the target user group rep-
resentatives. Based on the results, it can be concluded that the SymbolChat platform 
forms a solid basis for further improvements and new symbol-based communication 
services, such as participation in social media.  

At the moment we are developing an application version for tablet devices. This 
will enable a reasonably priced mobile option for communicating while still achieving 
the benefits of touch input, large screen and speech synthesis. In addition to people 
with intellectual impairments, symbol-based mobile communication could be used to 
enable affordable access to information services for illiterate users in developing 
countries. 
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Abstract. Alphabetical-based message generating method is one of the essen-
tial features for an augmentative and alternative communication (AAC) system, 
although it is not the most efficient method. For the Mandarin Chinese AAC 
users, Chinese text entry is very important if they are expected to say what they 
want to say. However, a user is required to assemble specific keys to generate a 
Chinese character. Users need to learn a specific text entry method before they 
could generate any Chinese character. This study aims to develop a web-based 
training system which comprises the core Chinese characters to assist the indi-
vidual with disabilities to learn to generate Mandarin Chinese message more ef-
ficiently. This study conducted a usability evaluation to exam the system. In 
addition this paper also recruited children with learning disabilities and mental 
retardation to test the training system. 

Keywords: augmentative and alternative communication, Mandarin Chinese, 
core vocabulary. 

1 Introduction 

Augmentative and alternative communication (AAC) is to provide interventions that 
will optimize expressive communication, both spoken and written, for individuals 
with complex communication needs [1]. The ability “to say what you want to as fast 
as possible” or to generate rapid, spontaneous, novel utterances is valued by individu-
als who rely on AAC [2]. Single-meaning picture, alphabetic, and sematic compaction 
are three major methods to generate message for AAC devices [2]. Each abovemen-
tioned method has his contribution to assist the persons with severe communication 
disorders to express their thought. When the single-meaning picture and sematic 
compaction methods could generate message more rapidly, the alphabetic method is 
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the only method to produce whatever the persons with severe communication disorder 
want to say because of its small number of symbols and the capability to generate 
endless messages.  

With the rapid development of information technology, more and more AAC de-
vices are computerized. Not only increasing the message storage, the computerized 
AAC devices also embed various keyboarding systems to allow the AAC users to 
generate whatever they want to say. Some devices comprise different keyboarding 
layouts, from traditional QWERTY keyboard layout to alphabetic order layout, and 
word prediction methods. 

In addition to oral expression, communication on the Internet through text message 
also has become more important in the digital society. Computerized AAC device 
also built-in WiFi capabilities and word processor, such as Essence PRO 
(http://store.prentrom.com/). Therefore, keyboarding becomes one of the 
essential methods to generate messages for both oral and text communication.  

Different from the spelling system, Chinese text entry system requires combining 
some keys to generate a Chinese charter. It also could be regarded as a kind of coding 
system. A user should learn a specific method to generate a Chinese character based 
on a specific rule. These methods can be grouped into two types [3]. One is phonetic-
coding input; and another is pattern-coding input. Phonetic-coding input requires a 
typist to press Zhyinor Hanyuphonitic symbols to generate homonyms, while the 
pattern-coding input a typist input codes of disassembled basic character patterns, 
such as the Changjay or Dayi pattern coding, to produce a corresponding Chinese 
character. 

Many kinds of Chinese text entry methods are built in Windows system already. 
However, the issue is how to be familiar with a kind of text entry method. Chinese 
text entry system, as abovementioned, is similar with coding system in English. 
Morse code, for example, requires a user to learn the codes for each English character 
before he/she could generate a character correctly even he/she know a character very 
well.  

Therefore, an AAC user or potential user must learn a specific text entry method. 
Without a text entry method, he/she could not be a real communicator even an ad-
vanced AAC device is equipped. There are two issues an AAC clinical professionals 
will face when teaching an AAC user or potential user to learn a specific text entry 
method. One is which method should be taught because of so many text entry me-
thods available; the other one is what characters should be learned, because there are 
thousands of Chinese characters used for communication. Some studies explored the 
effect of teaching the students with disabilities to learn a kind of the text entry me-
thods (e.g. [3],[4]). The studies demonstrated the positive effectiveness of learning 
text entry, but no training material was developed systematically. For example, Chen 
and his colleagues (2002) only used 120 Chinese characters which were developed for 
a specific text entry method as training material [3]. Therefore, the AAC clinical pro-
fessionals need a proper text entry learning system to train the AAC users or potential 
users to learn a kind of text entry method that serves as a message generating method 
in AAC system.  
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As a good message generator, a person should be familiar with the codes to assem-
ble Chinese characters. But what should be learned at first if a person starts to learn 
the codes? Core vocabulary should be a good approach to initiate the first set of Chi-
nese character for a novice learner.  

The core vocabulary comprises of only a small number of word (approximately 
250-400 words), but make up 80%-85% of the total words used in the participants’ 
language sample. In addition, the core vocabulary does not change across environ-
ments, topics, situations, activities or between individuals [5], [6]. Individuals who 
rely on AAC access to the core words not only for communicating effectively but also 
for developing language competence. 

Although selecting core vocabulary to develop communication vocabulary set for 
AAC user is not a new issue in AAC field, it has not been explored in Chinese users. 
Due to the huge number of Chinese vocabulary used in communication, learning the 
most frequent Chinese words or characters at the initial stage might be a more effi-
cient and systematic way. Therefore, core vocabulary list should be also considered 
when developing Chinese text entry training system. Accordingly, this study aims to 
develop a Chinese character entry training system based on the core vocabulary ap-
proach and evaluate its usability. 

2 System 

This Mandarin Chinese Characters Entry Training system (MCChEn system) is a 
web-based training system which is implemented through a three-tier model 
(client/application server/database server). The system comprises training module and 
testing module as well.  Based on the task analysis of a Chinese character generating 
process, as shown in Figure 1, three steps are required for generating a Chinese cha-
racter. The first step is to be familiar with the codes of a Chinese character for a spe-
cific method. The following second step is to assemble the codes base on a specific 
order. This stage will create one or many corresponding characters that are assembled 
by the same codes. Therefore, selecting the correct character from a list is required in 
the third step. 

 

Fig. 1. The process for generating a Chinese character with different text entry method 
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2.1 System Framework 

The major framework of the MCChEn system is shown in Figure 2.According to the 
above process, both training module and testing module comprise three major text 
entry tasks. They are codes matching, codes assembling, and character generating. 

Codes Matching. This task requires a learner to find out the specific code for a text 
entry method. A learner should press the target key on the keyboard which matches 
the code displays on the screen.  

Codes Assembling. A learner should assemble the corresponding codes for a Chinese 
character without selecting the correct character in this task. The major purpose of 
this task focuses on gathering the codes of a character in a specific text entry method. 

Character Generating. This task requires a learner to generate a precise Chinese 
character by whatever text entry method he/she is familiar with. A learner should 
generate the target character shown on the screen by assembling the correct codes and 
selecting the correct character for a list. 

 

Fig. 2. The framework of the MCChEn System 

2.2 Material for Training  

The Chinese character used for text entry training included two groups, first groups is 
core vocabulary, and the second one is extended vocabulary. The characters were 
collected from the text books for Chinese Art in the school. The text books, published 
by three major text book providers, were collected from grade one to grade nine. The 
text of each book was separated into Chinese characters at first. Then the characters 
generated from each book were grouped into six levels, two grades for each level in 
elementary school, one grade for a level in junior high school. The frequency of each  
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character was calculated for each level. The characters those comprise the 90% of the 
text were regarded as the core characters; meanwhile, the last characters were re-
garded as the extended characters.  

2.3 The Feature of the System 

Core Vocabulary Based. The Chinese characters used for learning in this system 
were sorted by each character’s frequency which display in the textbooks of Mandarin 
Chinese from first grade to ninth grade. The higher frequency the higher priority to 
learn. The learner would learn to generate the Chinese character based on the fre-
quency of the characters. 

Embedded Prompting Strategy. A good training text entry system should prompt 
the learner how to generate a Chinese character correctly, because it is impossible to 
expect a learner who did not know the codes of a character to type the codes by him-
self/herself. This system provides the correct codes after three incorrect trials. The 
screens of displaying prompts are shown in Figure 3. 

 

Fig. 3. Two snapshots of the prompting feature, left one provides location cue for code on the 
QWERTY keyboard layout; right one shows the corresponding codes for the target Chinese 
character 

Individual Learning Pace and Content. The characters were grouped into six levels 
based on the grades of the text books belonged, level one for grade one and two; level 
two for grade three and four; level three for grade five and six; level four to six for 
grade seven, eight, and nine. The learner could select a proper level based on his/her 
grade or his/her cognitive ability. In addition, based on the master learning theory, a 
character would display in the practice until the learner could generate it correctly.  

Providing Learner Profile. Learner profile could allow the learner’s teacher or in-
structor to manage the content for learning, to monitor the progress, and to find out 
some characters with high error rate. This system allows a teacher/instructor to man-
age his/her responded learners. An authorized teacher could assign the proper learning 
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procedure for the learner and could monitor the progress of the learners as well. The 
examples of the information provided by the system are show in Figure 4 and 5. As 
the Figure 4 illustrated, in addition to the accuracy rate, the outcome of each test re-
ports time spent, number of keystroke, and erroneous codes for each character.  The 
Figure 5 provides the amount for each practice section, the total number of the charac-
ters have been generated precisely, the counts for a character been generated erro-
neously.  

 

Fig. 4. The outcome report for a test 

 

Fig. 5. The error analysis for a learner after a test 

3 Usability Evaluation  

A preliminary usability evaluation was conducted to explore the usability of MCChEn 
system. Thirteen special education teachers participated in the evaluation voluntarily. 
They attended a three hour workshop to learn how to use the MCChEn system at first, 
then they recruited one of their students at least touse the system to learn Chinese 
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characters generation before they completed a questionnaire. The 5-point Likert scale 
questionnaire for usability evaluation was developed. The participants rated from very 
disagreement to very agreement. 

The results of evaluation are shown on table 1. As the result indicated, except 2 
items, the other six items were rated higher than 4 points. The results of evaluation 
reveal that the special education teachers agreed that the design of the MCChEn sys-
tem is clear and consist, the training material is efficiency, the pace of learning is 
individualized, and the error analysis is clear.   

Table 1. The results of usability evaluation for MCChEn system 

Items Mean SD Items Mean SD 
Clarity of opera-
tion 

4.31  0.75 
Individualized train-
ing load 

4.77  0.44  

Consistence of 
interface 

4.69  0.48 
Efficiency of content 

4.77  0.44  

Difficulty of 
learning 

4.85  0.38 
Prompt for learning 
correctly  

3.85  1.28  

Errorless of oper-
ation  

3.77  0.93 
Error analysis for 
mistake correcting 

4.58  0.90  

4 Pilot Study 

A 5th grade student with intellectual disabilities (Allan) and a 6th grade student with 
learning disabilities (Kay) were invited to participate in the pilot study. Because the 
purpose of this pilot study was to explore the usability of the MCChEn system in the 
schools, this experiment only use the top 100 core Chinese charters as content. Each 
session comprised 20 characters that were not learned or not typed correctly in the 
previous session.  

A pre-test was conducted before the training session. Five training sessions were 
provided. In each session, a participant practiced every single character at first.  
During the practice, the system will provide prompts if the participant could not as-
semble the codes correctly. The participant took a typing test after practice all 20 
characters. Accuracy and characters per-minute (CPM) were adopted to represent the 
performance. 

The performance of accuracy was not improved because of the high accurate rate 
in the pre-test(95%) for Allan. But the CPM was doubled for him (pre-test=3.04, pro-
test=6.5). For Kay, on contract, the accurate rate raised from 76% in pre-test to 98% 
in protest. However, the CPM did not improved (pre-test=3.44, pro-test=3.77). 

5 Discussion 

Alphabetical based message generating method ensures AAC user to say exactly what 
he/she wants to say. In order to help the Mandarin Chinese AAC user to learn a  
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specific text entry method, thisMCChEn system was developed based on the core 
vocabulary approach which could provide the learners with systematic text entry 
learning process and contend. The results of a preliminary usability evaluation dem-
onstrated that the design and content of MCChEn system is good, but the effect of 
purposed prompting strategy should be improved. In addition, the results of pilot ex-
periment also indicated that students with different disabilities could benefit from this 
system.  

Therefore, the MCChEn system might be a proper training system for speech the-
rapists or special educators to adopt to train their AAC users to learn Chinese message 
generating systematically and efficiently. However, the prompting strategy used in the 
training module should be improved by providing dynamic and clear prompts in the 
next version of MCChEn system. 

Besides, in order to demonstrate the effect of MCChen system on assisting a AAC 
user or potential user to learn text message generating skill, a training program should 
be conducted to explore the learning procedure and learning performance for students 
with various capabilities and limitations. 
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Abstract. For speech impaired persons even daily communication may cause 
problems. In many common situations, where speech ability would be necessary, 
they are not able to hold on. An application that uses Text-To-Speech (TTS) con-
version is usable not only in daily routine, but in treatment of speech impaired 
persons as a therapeutic application as well. The VoxAid framework from BME-
TMIT gives solutions for these scenarios. This paper introduces the latest im-
provements of the Voxaid framework, including user tests and evaluation.  

1 Introduction 

With the latest mobile devices we are able to make phone calls, write text messages, 
gain access to the Internet, use the devices for multimedia purposes. Complex, re-
source-demanding applications can be run.  

A long list of available functionalities and services are provided in these systems, 
but just a few services can be found that have been developed directly for disabled 
people. For speech impaired people voice communication over mobile networks is not 
possible without a dedicated solution. Mobile devices are important for speech im-
paired persons in both everyday life and in emergency situations as well. 

The number of severely speech impaired persons is about two million, and the 
number of moderately speech impaired persons is about three million in the European 
Union1. One can lose the ability to speak because of birth defect, external impacts 
(e.g. accidents, surgery) or illness. 

The aim of this study is to investigate the existing methods and devices along with 
the needs of speech impaired people, and to introduce the design and development 
work and the results of a new communication aid platform. 

2 Problem Statement 

In the following chapter the possible user groups and application area are introduced, 
followed by the evaluation of present assistive solutions. 

                                                           
1  http://www.tiresias.org/phoneability/telephones/ 
user_numbers.htm 
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2.1 User Groups and Application Area 

The VoxAid framework [5-7] has been designed directly for speech impaired persons. 
The everyday activities that are natural for people with speech ability can lead to dif-
ficulties in case of speech impaired persons. The obstructed voice based communica-
tion can cause inhibitions regarding social contact establishment. This may be the 
source of problems both in private life and in work. The loss of speech can cause 
different mental disorders (e.g. depression, continuous anxiety) [1], however speaking 
aids may influence these problems in a positive way.  

A well designed application with speech output can serve as a communication aid 
for speech impaired people and it is also suitable for therapeutic purposes. In some 
cases (e.g. people with aphasia) speech and language therapy should be a solution for 
speech ability improvement [2]. Although therapy rarely solves all problems, repeated 
practice under supervision of a trained language or speech therapist can enhance the 
speech ability. If the application is capable of producing appropriate voice feedback, 
it may contribute to provide individualized therapy. The speech therapist defines the 
vocabulary, which can be practiced by the patient without his/her presence [3]. 

2.2 Present Solutions 

Regarding the chosen carrier device we have to distinguish solutions designed for 
everyday use, and solutions for therapeutic use. For daily use a lightweight, small 
device is optimal, with a relatively large display. Smartphones are ideal devices for 
this purpose, because of their high computing power, low weight and moderate screen 
size. For therapeutic use the chosen hardware is personal computers, as the text input 
on the keyboard is easier than on a smartphone, they have bigger screens, and louds-
peakers can be easily connected. 

There are some existing solutions for speech impaired people. These solutions can 
be divided into two main categories: dedicated hardware solutions; software solutions 
for PCs or smartphones.  

Usually dedicated devices consist of a keyboard for text input and from an inte-
grated speaker for speech output (e.g. TextSpeak2). In some cases the device has a 
screen, memory for text storage and word prediction functionality (e.g. Allora3). 
Software solutions can operate on Palmtop [4], on Windows Mobile 5 powered per-
sonal digital assistants (PDAs) [6] or on Android devices (SpeakingPad, Talk Now4). 

The problem with dedicated devices is that the user has to carry an additional de-
vice. In addition some of these devices cannot be operated by one hand. Software 
solutions do not offer extensive services (e.g. multiple text input methods), or the 
used carrier device may be based on an obsolete technology, and replacement parts 
are often not available. All this implies the need for a new solution regarding commu-
nication aids for speech impaired users. 
                                                           
2  http://www.digac.com/talktype.htm 
3  http://www.zygo-usa.com/usa/index.php?option=com_virtuemart 
&page=shop.browse&category_id=65&Itemid=11 

4  http://newburygraphics.com/talknow/talknow.html 
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3 System Design 

The new generation of the VoxAid framework works on multiple platforms: personal 
computers, Android and Windows Mobile 6 smartphones. A well designed, intuitive 
and common user interface is highly important among all solutions; because speech 
impaired users have to be able to operate them as fast as possible. It is also important 
that platform switching does not require a long learning process. On any platform the 
system should be able to convert Text-To-Speech (TTS). 

3.1 Application Concept 

There are three applications implemented inside the new VoxAid framework  
based on our decade-long experience [5-7]. They are called SayIt, SayItDesktop and 
SayItAndroid. 

Each application offers three different ways for text input: free text input; fixed 
text input and partly-fixed text input. The free text input is basically a text editor, 
where the user gets the opportunity to enter text without any restrictions. The applica-
tion may read the provided content, or a part of this content (e.g. sentence, selection). 
In the fixed text input mode the application uses a pre-stored collection of sentences. 
These sentences are ordered into different unique categories to allow fast and efficient 
search between the sentences. The applications do not have any restriction regarding 
the number of categories and sentences used. In this input method the user does not 
have the opportunity to modify these sentences and categories directly, only the stored 
sentences can be used. The partly-fixed text input method is similar to the fixed text 
input, but with this method after sentence selection the user gets the opportunity to 
edit parts of the sentence. For example if we have the sentence “Please pick me up at 
<place>”, the <place> field can be replaced by the user. Each sentence may contain 
multiple editable parts. The only restriction is that these parts cannot be encapsulated 
in each other. The predefined sentences and categories are stored in an XML (eXtens-
ible Markup Language) file, and these files are compatible among all elements of the 
VoxAid framework. 

In this paper only SayItDesktop and SayItAndroid will be introduced. SayIt oper-
ates on Windows Mobile smartphones. It was previously discussed in detail [6], [8]. 

3.2 SayItAndroid 

Nowadays the most widespread operating system among smartphones is Android5. 
These devices are very heterogeneous regarding the operating system version and 
hardware capabilities. A great amount of different distributions are employed, and 
their performance, available memory, screen size and screen resolutions are different. 
So the application should be highly optimized to be able to work on many different 
devices. 

                                                           
5  http://www.gartner.com/it/page.jsp?id=1924314 
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SayItAndroid is usable on Android 2.2 (or above) powered smartphones for every-
day usage. It is a newer version of SayIt [6][8]. The application employs all three 
previously mentioned input methods. A redesign was necessary regarding the graphi-
cal user interface, furthermore additional functions was implemented. 

 

Fig. 1. Graphical user interface of SayItAndroid. Left: free text, middle: category list of fixed 
text, right: sentence editor of partly fixed text 

Nowadays smartphones use capacitive touchscreens instead of resistive ones. The 
main difference is that resistive touchscreens can be controlled by a special pen (sty-
lo), but capacitive screens are manageable by the users’ fingers. The redesigned user 
interface is depicted on Fig 1. 

The user interface provides a view divided into three tabs for the different input 
methods. Smartphones have a relatively small screen with virtual keyboard, the text 
input can be still fast, thanks to the built in word prediction functionality provided by 
the Android operating system. 

The different categories and sentences for the fixed and partly fixed text can be 
modified. For modification the application has a different view that can be accessed 
under the settings menu item. The user can modify and delete items, and has the pos-
sibility of adding new ones. 

3.3 SayItDesktop 

SayItDesktop operates on personal computers powered by Windows XP (or above) 
operating system. This version was designed for therapeutic use. The bigger screen 
size, the easier text input, and more accurate pointing device give the possibility to 
create an application that can be used during treatment sessions. 

All the three input methods are also available in this application. The user interface 
is tabbed as the smartphone versions. For fast usage the application can be controlled 
with just the keyboard, without using any pointing device. There is no separated inter-
face to modify fixed and partly fixed items. The application allows the modification 
and amendment of these substances, and to create new ones. The software offers the 
opportunity to use multiple different substances, and to switch these files in run-time. 
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In addition these substances can be exported under arbitrary names and locations. 
This solution is necessary to ensure for the speech therapist the option that they can 
handle these substances for each patient separately, and to be able to construct perso-
nalized vocabularies. With this capability the application can be used as an adminis-
trative extension for the other two versions of SayIt as well. Thus the applied changes 
can be exported directly to the smartphone, and without any further settings these can 
be used there. Furthermore the application is able to store multiple texts that were 
constructed with the free text input method. In this way speech therapists may pre-
create practice sessions, and they can reuse them with multiple patients. 

Regarding personalization of the user interface, the application may change text 
size, and adjust settings of the TTS engine (volume, speed and pitch). For therapeutic 
purposes the application ensures the possibility for word by word reading, where the 
TTS engine takes a break before each word. The length of this break can be specified 
by the user. With this reading method it is possible to read out the sentences with 
preserving accentuation or with rejecting it. With accentuation preservation emphasis 
in the sentence is not changed, only pauses are inserted between the words. If the 
reject accentuation option is active each word is pronounced as a separate sentence. 

4 Evaluation Results 

The VoxAid framework has been continuously tested by potential users during the 
whole development process. We started different real-life user tests with all the three 
new applications nearly half a year ago with speech therapists and also with speech 
impaired persons. The evaluation method is to hold regular interviews, where the 
users tell their impressions about the applications. They also tell their comments, 
which are taken into consideration. Based on the user feedbacks and proposals new 
features have been implemented in the desktop version. 

In this paper the results of a comprehensive assessment are presented, where the 
evaluation was based on a questionnaire regarding the Android and the desktop ver-
sions. The assessments were performed by 13 participants. Six of them used the desk-
top version, and seven subjects used the Android version of the application. From the 
total number of 13 participants, six male and seven female volunteers took part in the 
assessment. The age of participants covered the 17-58 range, with a mean value of 34. 
In the final assessment the evaluation results from an 86 year-old participant wasn’t 
taken into consideration, because he never used a computer before, thus he evaluated 
both the device and the software and not just the application. 

The evaluation was divided into three phases. In the first phase everybody received 
20 minutes to get familiar with the application and its functionalities. In order to 
measure the ease of use of the application, no detailed description was provided for 
the test persons, just some brief information about the basic functionalities. They were 
aware that the application is able to convert text-to-speech, and it has three different 
text input methods, and they had knowledge about how these methods work. In the 
second phase every participant had three tasks to perform:  

a.) Find the given sentence and make the application read it up.  
b.) Change the text size used by the application to a specific value.  
c.) Create a new fixed text category and add a new sentence to it.  
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In the final phase the participants were asked to fill out a questionnaire, where they 
had to evaluate the application by multiple criteria on a scale of five. 

Table 1. Task completion time results (mean ± variance) 

Task completion time SayItAndroid (sec) SayItDesktop (sec) 

Task a.) 27 ± 11 15 ± 4 
Task b.) 31 ± 21 20 ± 7 
Task c.) 74 ± 37 58 ± 24 

All participants were able to operate the application and complete the given tasks. 
The average task completion time was shorter with the desktop version of the applica-
tion (Table 1.). This implies that the desktop version is easier to control, and also that 
higher text input speed is reachable on the keyboard. All participants who evaluated 
the desktop version used a computer before, but from the smartphone testers 2 partic-
ipants have never used a smartphone before. 

The results of the questionnaire based evaluation can be found in Table 2. In the 
first row the difficulty of the three tasks is evaluated. On average, users who tested the 
desktop version of the application gave higher marks. It may be caused by the pre-
viously mentioned issues: pointing and typing can be faster and easier on a computer 
as it is on a smartphone, but for both applications the mean values are high. 

For simplicity the smartphone version received higher marks compared to the 
desktop version, but not sharply. This implies that both of the applications are easy to 
use, and easy to handle. All participants were able to handle the application correctly, 
and neither of them reported incorrect or unwanted behavior. 

The third row depicts the results regarding how logical the application structure is. 
Here the smartphone version received lower marks, mostly because of the modifica-
tion view, where the users can modify the used fixed and partly-fixed categories and 
sentences, is a hidden function. This means that this view is not reachable directly 
from the main screen, it is on the second page of the settings menu. 

Table 2. Evaluation results (mean ± variance) 

Criteria 
SayItAndroid SayItDesktop 

Value* Value* 

Task simplicity 4,71 ± 0,24 4,83 ± 0,17 

Handling simplicity 4,71 ± 0,24 4,67 ± 0,27 

Logical structure 4,71 ± 0,24 4,83 ± 0,17 

Application speed 5 ± 0 4,83 ± 0,17 

Function access 4,14 ± 0,14 4,5 ± 0,3 

Usability 4,85 ± 0,14 4,5 ± 0,7 

*On a scale of five, where 1 is the worst and 5 is the best 
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For application speed both versions reached a high value. The applications were 
designed to consume as few resources as possible, in order to assure high speed. 

In the function access row the respondents evaluated the minimum time that is ne-
cessary to gain access to specific functions (e.g: modification interface, settings). 
SayItAndroid received lower marks compared to the desktop version. This is because 
the limited screen size of the smartphones forced us to distribute the application func-
tions into more views, thus some functions only reachable with more touches on the 
screen. 

The majority considered the applications usable solutions for speech impaired 
people. The smartphone version was preferred, due to its portability, and ease of use. 
Also its simpler user interface is a great advantage regarding participants’ opinion. 

5 Future Plans 

Besides the above mentioned cooperation with speech impaired persons and speech 
therapists we are looking for further partners for cooperation. Based on their opinion 
and preferences, the user interface will be adapted and new features may also be  
introduced.  

Our current solutions support the Hungarian language only. We used standard An-
droid and Windows speech interfaces, thus it is easy to switch between TTS engines 
and we have the potential to create multilingual versions. A cloud-based storage sys-
tem [9] is also under investigation, where users may store all their preferences, 
fixed/partly-fixed messages in a cloud. This could assure rapid change between de-
vices and platforms without the risk of data loss, and without the inconvenience of 
manual data transport. 

For the time being the applications are ready to use on multiple platforms. The num-
ber of speech impaired people cannot be neglected, and they need a solution to replace 
their lost speaking ability, even if this is a partial solution only. Our goal is to create 
applications on prevalent platforms for this purpose. We hope our system can serve as a 
useful communication aid for many people, and with continuous support and develop-
ment we can assure an elevated standard of living for them. We are also looking for the 
possibility to route TTS output to the phone line during phone calls on Android. For the 
time being the developers of Android deny this feature for developers. 

Acknowledgements. This research was partly supported by BelAmi ALAP2-00004/2005, 
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Abstract. The Concept Coding Framework (CCF) effort, started in the Euro-
pean WWAAC project and now continued in the European AEGIS project, as 
well as the current vocabulary efforts within BCI (Blissymbolics Communica-
tion International), highlight that issues of AAC vocabulary content, manage-
ment and interoperability are central. This paper outlines some stages of this 
work so far, including the important role of the Authorised Blissymbol Vocabu-
lary (BCI-AV) and its relation to resources like the Princeton WordNet lexical 
database and the ARASAAC symbol library. The work initiated to link Blis-
symbolics and other AAC symbol vocabularies, as well as the CCF concept on-
tologies, to the ISO Concept Database (ISO/CDB) and the work of ISO Techni-
cal Committee 37 (ISO TC 37), will be discussed. In this context the long-term 
ambition to establish an ISO standardised Unicode font for Blissymbolics will 
also be brought to the fore. We’ll stress the importance of clarified and, when 
possible, harmonised licensing conditions. 

Keywords: AAC, graphic symbols, vocabulary, multilingual, multi-modal, 
speech impairment, language impairment, cognitive impairment, language 
learning. 

1 Background 

1.1 The Concept Coding Framework 

The Concept Coding Framework (CCF) [1] technology was defined as part of the 
European World Wide AAC (WWAAC) project [2] 2001-2004. The CCF has slowly 
developed through several phases, and now with increased pace in the current more 
substantial CCF efforts as part of the European AEGIS project [3].  

The CCF was created as a means to break down the isolation and barriers between 
different AAC symbol vocabularies by defining an open technology for connecting 
these vocabularies to each others and to standard lexical resources. This means that it  
was also developed to break the isolation between the AAC field in general and the 
rapidly developing and more widely adopted standard language technologies. Thus 
the CCF was largely based on the free lexical resources of the Princeton WordNet [8], 
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and on technologies of the Semantic Web, like RDF and OWL. For details, see Deliv-
erable 10 of the WWAAC project, “Code of Practice” [1].  

To this common foundation of free language technologies, dedicated free CCF 
technology, and mainstream web/internet technologies, both free and proprietary 
AAC Assistive Ontology resources may then be connected and allowed to interact, as 
indicated in Fig. 1 below. 

 

Fig. 1. Three combined views of the Concept Coding Framework (CCF) 

1.2 The Blissymbolics Vocabulary 

During the period of 2007-2011, Blissymbolics Communication International (BCI) 
has invested much work to make its BCI Authorised Vocabulary (BCI-AV) [4]  
available in more secure and effective data formats suitable for modern ICT based 
applications. For example, the format of the English gloss (used in the file names of 
the Blissymbols in the graphics libraries) has been revised and made consistent. 

The licensing policy has also been updated to suit both the need for free language 
resources and the need to efficiently support commercial providers of AAC software 
and services. It has become natural to cooperate closely between the CCF  and BCI 
parallel efforts due to the special qualities of Blissymbolics.  

Blissymbolics is an interesting and valuable resource in the general vocabulary 
standardisation and interoperability work, as it was initially developed as an artificial 
semantic graphical language, inspired by Chinese writing, and later adopted and ap-
plied for AAC use. Thus Blissymbolics is a thoroughly semantically defined lexical 
resource, in particular compared to other AAC symbol libraries. It is unusually con-
cise and well structured, and bridges in some ways the space between traditional 
ideographic and phonological writing systems and concurrent graphic libraries for 
AAC.  

New Bliss-words may continuously be created from the existing library of Bliss-
characters according to the detailed specifications of the BCI “Blissymbolics Funda-
mental Rules” document [4]. This may be done as needed by local Blissymbol users 
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will require a major joint effort of the Blissymbolics community and Unicode experts 
we know who are eager to help, and it will be a work of value for the general objec-
tive of AAC vocabulary standardisation and harmonisation. 

2 Experiences of Early Standardisation and Harmonisation 
Efforts 

The work of aligning mainstream natural language lexical resources like WordNet [8] 
with Blissymbolics, ARASAAC [9] and other AAC symbol libraries, and supporting 
multiple languages, is a far from straight-forward task. It is in fact and in principle a 
never-ending one that will ask for on-going iterations for better and wider coverage. 

There are many difficulties in mapping and harmonising the above mentioned re-
sources against each other, and against subsequently more natural language transla-
tions. Concepts and meanings are not congruent between natural languages, neither 
between graphical languages themselves,  and of course not between these two cate-
gories.  

Fig. 2 below may give an impression of the complications involved in mapping 
symbol vocabularies via concept codes to a lexical ontology resource like WordNet. 

 

Fig. 2. Possible relations between words (e.g. English), WordNet and CCF Reference Ontology  
concepts - to the left, CCF Concept Codes - in the middle, and so called Assistive Ontologies 
with words mapped to symbol representations - to the right 

In Fig. 1 we can see that a written word may represent several concepts with dif-
ferent meaning (homonyms). Several different words may represent the same concept 
(synonyms). Some Concept Codes we may also link to more than one WN/RO con-
cept. This is because WN concepts are often split up in very fine-grained definitions. 
For the “inter-lingua” layer of Concept Codes we typically don’t want that level of 
detail, but want a wider and more “generous” coverage of meaning. On the Assistive 
Ontology side the situation is a bit more diverse between different symbol systems:  
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Blissymbolics is concise with no symbol homonyms and few synonyms. Pictorial 
systems like ARASAAC may contain numerous homonyms (e.g. one symbol 
representing both a noun and a related verb) and often plenty of synonyms (due to the 
concrete representations making generalised use difficult). This causes rather complex 
preconditions for consistent mapping. 

2.1 Populating the CCF Database  

Two sets of symbols are currently used to populate the database, Blissymbolics and 
ARASAAC, consisting of around 5,000 symbols each. Princeton's lexical database 
WordNet is used to extract lemma as well as part of speech and a dictionary definition 
for a majority of these symbols.  

In WordNet, words sharing the same concept are grouped together in synonym 
sets. Each synonym set is linked to other sets via lexical and semantic relations. Each 
sense of a concept has a frequency score and is categorized by part of speech. Over 
150,000 words combined in over 117,000 synsets make WordNet a large ontology 
resource for natural language processing, as an alternative to standard lexicons.  

An application has been developed (in Python) that uses a stripping algorithm to 
transform the symbol's file name to a string that will be searchable. Since WordNet 
stores single words or collocations as entries, the file names of the symbols are  
adjusted to create the best matches possible. This means that there are several algo-
rithms operating to ensure that crucial information is not being left out while extract-
ing the simplest searchable string possible.  

It is important to be able to present the possible symbols to the end-users according 
to likeliness. There is a ranking algorithm to decide this. This selection is mainly 
based on the frequency with which each lemma occurs in corpora, but also on the 
occurrence of related words in the definitions. For each return of a WordNet match, 
there are algorithms for extracting Swedish, Spanish and Dutch translations, using 
manually translated lists. These translations are also inflected according to their part 
of speech.  

This extraction of lexical information is done for each symbol set, and the resulting 
output is all found entries in the WordNet database for each given symbol in a  
set. This is produced as text files with all this information lined up, one for each  
symbol set.  

These are, in a next step, merged via the WordNet index number, which is the 
common attribute between the outputs. Entering such a large data set into the database 
is very time-consuming, and thus this output, a text file with information from both 
symbol sets, is divided into smaller sets of 100 words. A final script is used to popu-
late the database with these sets. The populated database is then used by CCF aware 
applications like the CCF-SymbolWriter extension to LibreOffice/OpenOffice Writer, 
or the CCF-SymbolDroid AAC app for Android mobile devices, both developed for 
the AEGIS project [3], to support end-users with the look-up of concepts and symbols 
for words.  
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Problems Encountered. The work has, and still is, presenting numerous problems, 
many of which have only been partially solved, and some still waiting to be solved. 
These include: 

─ Words are not in the lexicon (including many common function words not present 
in WordNet, added and handled in a partly ad hoc manner) 

─ Fewer symbols than expected found (partly due to ad hoc handling of versions of 
data resources) 

─ More symbols than expected found (incorrect cross-linking in database population 
– major clean-up needed) 

─ Major improvements needed in handling of ranking information (concepts and 
symbols are not presented in an optimal order for the user) 

─ Inconsistencies in the handling of  inflected forms (varying between languages) 
─ Natural language translation lexicons used need improvements 
─ ARASAAC symbol resource needs to be switched form ad hoc to a more consis-

tent one (now available, but not yet used)  

Solutions. To solve problems like these on a short-term solution, we have been re-
viewing and updating the data and improved algorithms when needed as we go. Even 
though this has been necessary to keep the process going, it requires too much time 
and deters too much to temporary fixes to be a long-term solution. Instead, we need to 
find a qualitative approach. One way of doing that would be to rebuild the database 
from scratch in a controlled manner. Instead of entering 5,000 symbols at once, trust-
ing a system to process them completely accordingly, we need to enter smaller sets 
and use a system to manually review and accept or decline the proposed entries. 

Conclusions. The CCF work has highlighted that freely available resources for more 
reliable automatic mapping between semantically corresponding terms in a growing 
number of languages would be immensely helpful. The unfortunate fact that the Eu-
roWordnet effort in the 1990s [10] resulted in proprietary resources is still having 
destructive effects, even though later work has resulted in free WordNet resources 
[11]. Current attempts aiming for free resources are encouraging, such as the “Open 
linguistic infrastructure” (CIP-ICT-PSP.2010.6.1) network projects [12]. So far, and 
until resources are more thoroughly established and available, the semi-automatic 
methods used to map up the different representation ontologies require a lot of manual 
checking and correction to end up with reasonably accurate and reliable resources. 

3 Licensing Issues 

The AAC field is facing an in some ways absurd situation in terms of property rights 
claims and licensing policies. Individuals who are not capable of communicating via 
spoken or conventionally written language are offered alternative means of communi-
cation via graphical symbol vocabularies. Using these resources however, these per-
sons are often made dependent on proprietary owned and managed language resources, 
which are provided under restrictive commercial licensing conditions. Increasingly 
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often this brings about the natural question: Shouldn't language resources be free, as in 
free speech, also for AAC users? This is becoming an increasingly awkward situation 
in our age of expanding ICT based interactive online communication.  

There is a range of more freely available AAC alternatives such as Blissymbolics, 
ARASAAC, Straight-Street Mulberry Symbols [14] and Sclera Pictograms [15]. 
However, here as well we have problems with conflicting and/or unclear licensing 
policies that cause problems for integrating or mixing these resources with other free 
material or software. A joint effort to promote a common straight licensing policy for 
free resources without other limitations than the protection of their continued freedom 
would be of great value. Licences compatible with the main-stream of free software 
and other free resources, licenses such as GPL, LGPL [16], and CreativeCommons-
BY-SA [17], should be encouraged. Additional incompatible unnecessary and 
counter-productive restrictions (such as Non-Commercial) should be discouraged.  

This should not exclude parallel licensing alternatives for use in non-free proprie-
tary commercial products. This is, and will be, the policy applied by both the CCF 
and Blissymbolics communities. Others will be encouraged to follow the same track. 
A more concrete discussion on these issues will be encouraged. On the other hand; 
co-operation with proprietary and otherwise licensed resources for interoperability 
based on open standards should in any case be initiated and continued. 

4 Future Perspectives 

The work for establishing a standardised foundation for interoperability between 
multi-modal and multilingual AAC vocabulary resources has just started. To succeed, 
his work will require decisive and enduring efforts in close co-operation between 
AAC resource maintainers, relevant mainstream language technology developments, 
and with the involved standardisation bodies. We want to strongly encourage all in-
volved stake-holders to join forces in the gradual building of a common free infra-
structure of multilingual and multi-modal language ontology resources, including a 
growing range of AAC graphic symbol and sign language representations. This will 
not only be of major benefit for the minorities of people in need of AAC support, but 
also for a much wider area of Special Educational Needs, and all the way to main-
stream education in early literacy and second language learning. 
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Abstract. The language nature of morse is discussed, showing similarities and 
differences with spoken language. The radio amateur club working at the  
Laboratory of Speech Technology for Rehabilitation was used to educate and 
investigate behavior of a stuttering autistic boy. Morse codes’ (phonemes’) per-
ception accuracy was measured changing the speed of the phonemes. A hypo-
thesis is described that the language elements have to be fixed at different 
speeds for quick recognition. Experiments with a non-speaking autistic girl us-
ing tablet PC are also described. 

1 Is Morse a Language? Yes! 

Morse can be seen as a specific language [1]. If you compare the sonograms of the 
morse and the spoken speech you can see the main differences.  Spoken language can 
be characterized with three main parameters, the rhythm, energy and frequency. 
Morse is a marginal case having only rhythm, if we do not consider the fading and the 
frequency difference of the sine waves because of the beat oscillator. Morse charac-
ters’ sound are actually the phonemes of the language. 

One can think that morse is only a code system serving ciphering and deciphering a 
text. This was not true even when morse was used mainly by the army. This old  
USA Army didactic film underlines the necessity to learn the rhythm of words  
and phrases as a whole unit: http://www.youtube.com/watch?v=Li8Hiwbc664 
&feature=youtube_gdata_player. 

Nowadays only radio amateurs use morse. Language elements are special abbrev-
iations, English and national characters, words, phrases and sentences. 

The phonemes of morse are not redundant, which is an extra burden to the learner, 
but the main learning process is very similar to that of the spoken language. If  
the only morse language parameter, the length of the short (dit) or long (dash) or  
the pause are distorted, it is very difficult to recognise the morse phoneme properly. 
The three parameters of the “normal” speech are overlapped in diads and triads of the 
phonemes, which add extra redundancy. 

There is another difference: we speak morse with our fingers. It is especially true 
when we use the so called straight key:  

(http://en.wikipedia.org/wiki/Telegraph_key). 
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A Hungarian doctor of laryngology Laszlo Pataki played two sounding parts of 
white noise for autistic children [3]. He found that they could distinguish less these 
parts than healthy children. Pataki supposed that autistic children hear these sound 
longer. Pataki did not use sinusoidal sounds because different children are sensitive to 
different frequencies. This test encouraged me to experiment with morse. 

2 The Rehabilitation with Speech Technology Radio Club 
(HA5RST) 

For more than two years there has been a radio amateur club working in the Laborato-
ry of Speech Technology for Rehabilitation. The club has the callsign HA5RST, 
which stands for (R)ehabilitation with (S)peech (T)echnology, but RST is also the 
abbreviation of the so called report (R)eadability (S)ignal-strength and (T)one which 
is used during morse contacts. 

The main goal of creating the club was to investigate behavior of a stuttering autis-
tic boy. The morse language has the very important similarity to other languages ex-
isting in a specific societies (nations). Amateur club is like a family, where members 
speak the same language and they teach new members the common morse language. 

One says that autism is a social type of disorder “social blindness”. I must contra-
dict. I have experience with several people having different level of autism. The “so-
cial blindness” is not the nature of autism, but is a side effect of it - in my opinion.  
All the autistic people who I know are very empathic. The HA5RST club gives me a 
good environment for observation and education. 

3 Learning Morse Language with an Autistic Boy 

The subject of this article is a stuttering boy, who was diagnosed with autism in his 
early childhood. He was 16 year old (now he is 18), when he with his mother ap-
peared in the radio club. It was his decision to become a radio amateur.  He had sev-
eral strange eye-catching manners at the beginning. He refused handshaking, he 
avoided eye contact, and he was running up and down, but he was also persistent to 
listen to and observe radio amateur activity. 

He does not speak much, because he is stuttering. He has kink not only in his 
speech, but also in his arms from time to time. Two years ago, when I got acquainted 
with him, I explained my goals to teach him to become a radio amateur. He agreed to 
learn morse language and also to investigate his behavior during learning. Other radio 
club members also took him into the club, so he felt himself comfortably. 

We taught the boy how to construct small electronic circuits, wind coils. Winding 
was a difficulty for him because of sudden arm jerking. I gave him training tasks to 
insert many 16 pinned IC sockets into printed circuit board holes, and also to solder 
them properly. At the same time we started to learn morse phonemes. 
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I suggested him to use the G4FON self-learning morse trainer program 
(http://www.g4fon.net), and agreed with him to set Farnsworth timing – 
http://www.justlearnmorsecode.com/farnsworth.html, which means 
fast character speed with long spaces in between. He even turned character speed 
faster then I suggested and used a similar on-line trainer program LCWO 
(http://lcwo.net/) instead of G4FON. When he reported me that he had learned all 
the 26 letters and 10 digits, we organised a test. 

We set the following values in G4FON for our testing: 
Actual Character Speed 30 WPM, Effective Code Speed, 3 WPM, 26 letters  

only, 113 randomly generated letters. He did 5 mistakes. After this test I set the  
following values with CW_player to be able to set the same effective speed 
(http://www.southgatearc.org/articles/morsetutor.htm): 

Actual Character Speed 3 WPM, Effective Code Speed 3 WPM, 26 letters only, 
113 randomly generated letters. 

His number of mistakes increased to 10! I made similar tests with persons without 
autism and had similar results, with the increase of mistakes. The reason for this in-
crease in my opinion is that people learn morse patterns at a given speed, and when 
they hear the same pattern with very different speed, they are not able to match the 
sound. There is no time to convert the sound pattern even to a lower speed, during 
mental load of the test. People have to learn morse (and probably spoken speech) 
patterns at different speeds. 

I found this myself during my long morse learning process, that it was no joy to 
copy morse texts character by character. I started to enjoy morse language communi-
cation, only when I was able to understand not different characters, but whole words 
and phrases as one patterns, and also learned all the speeds and fists (“dialects”) too. 
We say in morse instead of dialect: “the operator has a nice fist”. 

My autistic pupil produced very interesting results. When I asked him to read the 
characters by phonetic spelling (Alpha, Bravo, Charlie etc.) he never stopped in his 
speech. He learned both the English and Hungarian spelling. He does not stutter in 
spelling with either language. His English language knowledge is rather good. He can 
understand and speak with our native English speaking club mate. My assumption 
was that his newly learned morse and spelling helped him stop stuttering. We tested 
his morse conversation without using radios. He was sure of himself and never 
stopped his morse sending. Later we repeated this test with real partners and in real 
radio contacts. The results were good, he “stuttered” in morse sending only rarely. 

Other interesting results were produced, when he started phone mode contacts with 
spoken language. He became confident in it too. He is still stuttering when he speaks 
with us, but when he is in a radio contact, he stops stuttering. It seems when he 
presses the Push-to-Talk button of the microphone, he switches off his stuttering. 

Similar progress happened in his arm jerking. I ordered a small transceiver kit KX1 
(www.elecraft.com) and let him solder all the parts alone following the very detailed 
English descriptions. He assembled the two band transceiver almost without any help 
and completed the very first morse contact with it. Parents and school teachers also 
mentioned the remarkable advance in his behavior over the last two years. The latest 
news is that he passed the highest international radio amateur exam plus optional 
morse code test. 
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4 Talking Tablet Experiments with a Non-speaking Autistic 
Girl (TalkPad) 

We had another attempt to help autistic child. She was 12 year old when we first met. 
She is now 16 and can “speak” with the help of her mother using the facilitated  
communication tool. It is a piece of paper containing the Hungarian alphabet. She is 
pointing with her finger, but her mother had to keep her finger in her hand. Now her 
mother holds her elbow only to facilitate communication. 

We created a talking program using a Personal Data Assistant and a tablet PC (she 
does not want to see the screen). The name of the program is TalkPad. She accepted 
our help, but later she was negative. She did not like the quality of the speech pro-
gram. Later we changed to a better text-to-speech, which she accepted, and said, that 
it is almost as good as her mother’s speech. Later she told that she wants to speak 
alone, with her own voice. She wants to break out from autism. She belongs also to 
the quarter of autistic people with high IQ. She learned German language alone from 
books found at her home. 

The last two years she became less negative to the computers, but she is still strug-
gling with the slowness of the facilitated communication method. Sometimes she 
speaks understandable sentences, especially when she is very excited. We intend to 
follow working with her and her mother using Android tablets. We have to find the 
way how she will accept other persons to facilitate her communication.  

The TalkPad program has several levels of logging (see the first level above the 
number pads). These logs helped our research. Speech echo has also more levels. The 
first one done by recorded speech for the highest quality. Word and sentence level is 
produced be different text-to-speech systems. It is similar to our MObile SlateTalker 
(MOST) [2] developed for blind people. 

5 Conclusions 

It is not easy to develop devices and programs for people with autism. Nevertheless 
we have to find (sometimes even unusual ways) how to help children to break out 
from autism. We must try to receive them into the society. Autistic people have no 
“social blindness”! They are empathic people. They are only hyper sensitive and that 
is why they become sometimes aggressive. 
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Abstract. Scanning or soft keyboards are alternatives to physical computer 
keyboards that allow users with motor disabilities to compose text and control 
the computer using a small number of input actions. In this paper, we present 
the reverse Huffman algorithm (RHA), a novel Information Theoretic method 
that extracts a representative latent probability distribution from a given scan-
ning keyboard design. By calculating the Jensen-Shannon Divergence (JSD) 
between the extracted probability distribution and the probability distribution 
that represents the body of text that will be composed by the scanning key-
board, the efficiency of the design can be predicted and designs can be com-
pared with each other. Thus, using RHS provides a novel a priori context-aware 
method for reverse-engineering scanning keyboards.  

Keywords: Scanning Keyboards, Information Theory, Huffman Algorithm. 

1 Introduction and Background 

For many people with disabilities, using conventional keyboards is a challenge due to 
the fine motor skills required. Using scanning or soft keyboards is a popular alterna-
tive indirect text entry technique that allows users to compose text using as little as 
one or two reliable input actions [8] (see figure 1, left). In this approach, an arrange-
ment of alphanumeric symbols and system commands, referred to as selectables, is 
displayed on a screen and highlighted or put in focus in some order (hence, the use of 
the term scanning). The user selects a highlighted selectable by performing an input 
action, ranging from single button presses to the use of puff switches and EMG sig-
nals [3]. Focus advancement, the movement of focus over the hierarchy, can either be 
triggered by a separate input action (i.e., active) or automatic (i.e., passive). While 
active focus advancement requires more effort, it provides more control over the pace 
of the interaction and is preferred by some users.  

The selectables are often grouped. In order to select a selectable, the user has to se-
lect its group by performing the input action when it is in focus. This action will select 
the group, after which only its subgroups, one of which contains the desired selecta-
ble, will be highlighted. The user has to keep selecting subgroups that contain the 
desired selectable until it is highlighted by itself, at which point an input action would 
add it to the created text. Scanning keyboards are often speeded up by various tech-
niques, such as text completion or text prediction and have been effectively used by 
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people with disabilities in various contexts, especially as part of voice output commu-
nication aids (VOCAs) that synthesize created text into speech using a text-to-speech 
(TTS) module [1, 6] and are used by individuals with little or no functional speech, 
writing or gesture (the so-called communication disorders). The scanning keyboards 
examined here can also be used in other contexts, such as mobile computing, in which 
small keyboard size and number of input actions is desirable [8, 9].  

 

Fig. 1. A scanning keyboard with selectables highlighted in rows and columns (left) and the 
corresponding encoding tree (right) 

Among the different factors affecting the performance of scanning keyboards, the 
layout of the keyboard (i.e., the ordering and placement of the selectable) is an impor-
tant design aspect that affects the performance directly [3]. In this work, we focus on 
analyzing this aspect of scanning keyboard design. Many variations of scanning key-
board layout design exist [13, 14]. In linear design, selectables are not divided into 
subgroups and are presented to the user one after the other in some order. For exam-
ple, in an alphabetical linear design, the user moves among selectables one after the 
other in alphabetical order. The shortcoming of this approach is that to make a selec-
tion, all the selectables that are placed before the desired selectable have to be tra-
versed. In other words, a shortcut to the selectable does not exist. This method is often 
improved by placing the most frequent letters of the alphabet at the beginning of the 
list so that fewer focus advancements are required to reach them. Another popular 
approach, the row-column design, groups the selectables into categories as mentioned 
above. There are many possible variations on the row-column design that aim to im-
prove the performance by having subgroups within groups or arranging selectables 
according to the occurrence probability of their corresponding symbols or commands. 
Scanning keyboards can either have a static or a dynamic layout. Static layouts, which 
we focus on in this work, remain the same during the interaction but dynamic layouts 
might change after each selection, usually rearranging themselves so that the next 
most likely selectable is easier to select [8]. There is a tradeoff between the speedup 
that dynamic layouts can provide and the disorientation users might experience due to 
selectable rearrangements.  

We present an a priori method (i.e., a method that can precede human participant 
experiments) for the analysis and comparison of scanning keyboard designs.  
This method is context-aware, in the sense that information about context of use is  
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incorporated in the evaluation, and can be used to make predictions about the effi-
ciency of a particular design prior to conducting user experiments, thus decreasing 
cost and effort considerably.  

2 Models of Scanning Keyboards 

Different descriptive and predictive models have been developed for the evaluation 
and design of indirect text entry methods for both assistive technology [1] and mobile 
computing [9].  The goals of work in this vein include the development of tools for 
the prediction of outcome (in terms of text entry rate and other efficiency measures) 
and for the principled design of novel and improved entry techniques. One popular 
model is the keystroke-level model (KLM) [2] that predicts expert error-free task 
completion times by breaking down a task into sub-tasks and summing up the sub-
task times and the additional required overhead. When applied in a priori analysis, the 
metrics essentially boil down to mean encoding length (MEL): the mean number of 
input actions per character (or the mean amount of time required per character, de-
pending on how “encoding" is characterized). MEL is sometimes normalized in terms 
of words per minute (wpm).  

In prior work, we recognized the similarity of indirect text entry to a code trans-
mission task [1]. In the popular variant of scanning keyboards that uses automatic 
focus advancement - the encoding alphabet (∑) corresponds to actions that consist of 
a mix of dwell periods (i.e., time it takes for focus to traverse from one element to the 
next) and input actions. In this context, MEL is a more apt and generalizable evalua-
tion metric than KSPC [7] since it does not assume an equal-cost encoding alphabet 
and takes into account the time required for focus advancement, if any. It followed 
from our observation that Information Theoretic source and channel coding tech-
niques could be applied [1]. The behavior of the scanning keyboard can be expressed 
using an encoding tree and the focus advancement rules, if any. The encoding tree is a 
directed acyclic graph in which each leaf node corresponds to a single selectable in W 
and each internal node corresponds to a group of selectables that are highlighted dur-
ing interaction with the system (see figure 1, right). The dynamic behavior of the 
system is captured by the notion of focus. At any given point in time a single node in 
the graph is in focus. The focus moves in the tree corresponding to the movement of 
highlighting on the interface of the scanning keyboard. In order to select a selectable, 
the user has to traverse the focus on the tree from the root to the leaf with the corres-
ponding selectable.  

For each selectable, the path from the root of to the corresponding leaf is unique 
and expresses a prefix-free encoding. Given an encoding tree, MEL can be calculated 
by weighing the length of each of these encodings by the empirically occurring prob-
ability of the symbol corresponding to the selectable in extant text.    

3 Reverse-Engineering Scanning Keyboards 

We present the reverse-Huffman algorithm (RHA), a novel method for a priori evalu-
ation of indirect text entry designs. RHA is developed with the view that even extant 
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interfaces are formulable as solutions to the source coding problem and any indirect 
text entry technique can be seen as an optimal solution for some set of parameters. It 
aims to extract these parameters and compare them with ones relevant to a target user 
population.  

We hypothesize that there is a hierarchy, often latent, in every scanning keyboard 
design. This hierarchy expresses the relative importance of the selectables in terms of 
their occurrence frequency and can also be characterized using a probability distribu-
tion. While the existence and ordering of this hierarchy is clear in linear layouts where 
the selectables are ordered by their frequency or alphabetic occurrence, it is less ap-
parent in more complex layouts that use groups and subgroups. Even in designs where 
other considerations, such as the user’s familiarity with popular layouts such as the 
alphabetical or QWERTY layouts, inform the layout design, there is still a latent hie-
rarchy that expresses the relative ease of selection for each selectable. In the design of 
scanning keyboards, it is desirable to make the more frequent selectables easier to 
select (in terms of time and input actions needed), thus an important design goal is to 
require a smaller number of input actions to select a more frequent selectable. This is 
the principle behind using MEL and other related metrics [8]. Thus, this hierarchy 
would capture the design rational behind a specific layout and recovering it would 
allow us to compare different designs with each other.  

Our method extracts this probability distribution and measures its proximity to ex-
tant empirically occurring probability distributions. The result of this comparison 
predicts the efficiency of the design. This method is a tool for designers to analyze 
and compare their various designs before conducting experiments with human partic-
ipants that is a necessary complement to our method and helps paint an accurate pic-
ture of what the interaction would eventually look like.  

3.1 The Reverse-Huffman Algorithm (RHA) 

The Huffman encoding or algorithm is a well-known method for generating efficient 
encodings [5]. Given a set of selectables (W), a probability distribution over W and 
an encoding alphabet (∑), the Huffman algorithm produces an encoding tree with the 
smallest MEL for each symbol. The outdegree of the tree (k), which is the maximum 
number of children internal nodes can have, is another factor affecting its structure.   

We have developed a reverse Huffman algorithm (RHA) that views any given  
encoding tree as the output of the Huffman algorithm for some input probability dis-
tribution. Given W, ∑ and an encoding tree, RHA extracts a representative latent 
probability distribution from the design. RHA answers the question of what probabili-
ty distribution best describes the text that a given scanning keyboard can most effi-
ciently create. 

We describe the steps of the algorithm: Given a scanning keyboard design variant, 
we create its corresponding encoding tree. As mentioned before, this tree expresses 
the ordering of focus advancement over the selectables during interaction. We then 
transform the given tree into a new encoding tree in which every internal node has the 
same number of children or outdegree by adding ghost leafs, simple place holders that 
cannot be selected during interaction, to them. 
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Next, we generate a set of linear constraints on the relationships between the prob-
abilities associated with the selectables that describes the hierarchy of the tree. For a 
given tree, the constraints describe the infinite set of latent probability distributions 
that can create the tree if input to the Huffman algorithm.     

The constraints are defined as follows. First, the sum of all probabilities must be 1. 
Second, the probability of each internal node is set to the sum of the probabilities of 
its immediate children. Next, the selectables are ordered by performing a breadth-first 
traversal of the tree that visits leaf-nodes in decreasing order of probability. Con-
straints are created expressing this relationship; the probability of each selectable is 
more than the probability of the selectable following it. These linear constraints iden-
tify the aforementioned set of latent probability distributions. Inputting any member 
of this set into the Huffman algorithm would result in the modified encoding tree.   

Next, a single representative latent probability distribution is identified by using an 
empirically occurring probability distribution. The empirically occurring probability 
distribution is derived from extant text corpora and can capture a context in which the 
design will be used. For example, in our experiments we have used two empirically 
occurring probability distributions: PCw, derived from a corpus of chat logs and PFw, 
derived from a corpus of formal English. The differences between the two distribu-
tions reflect and express the difference between the texts (due to factors such as dif-
ferent topics of discussion, spelling conventions or degree of language formality 
among others) created in each context in probabilistic terms. Their incorporation 
makes our method context-aware. Previous research has stressed the importance of 
incorporating such information about the context in which text will be created [4].  

Given an empirically occurring probability distribution, we choose from the set  
of latent probability distributions, the probability distribution with the minimum sum 
of absolute differences between its corresponding probability values and the values of 
the empirically occurring distribution as the representative latent probability distribu-
tion. This allows the design rational to be expressed as a single probability distribu-
tion that is comparable with other designs, once the same input parameters are applied 
to them. As will be shown next, the representative distribution is used to measure the 
efficiency of a design with respect to extant text.   

3.2 The Jensen-Shannon Divergence (JSD) as a Measure of Efficiency 

The Jensen-Shannon Divergence (JSD) is a well-known measure for calculating the 
distance between two probability distributions [7]. We hypothesized that the JSD 
value between a representative latent probability distribution and an empirically oc-
curring probability distribution measures the efficiency of the given design for the 
creation of text similar to the empirically occurring text. To test this hypothesis, we 
conducted an experiment in which we performed RHA on 36 scanning keyboard de-
sign variants. The designs included of 15 variants described by Venkatagiri [11]. 
These included both row-column variants and linear variants. The row-column va-
riants included the familiar QWERTY layout, as well as, designs informed by symbol 
occurrence probabilities. The linear designs also included the alphabetical layout, as 
well as, designs informed by symbol occurrence probabilities. The designs also  
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included 21 variants created automatically by the Huffman algorithm using varying 
input probability distributions and outdegree values. Together, these design variants 
formed a diverse set that included both manually and automatically designed layouts. 
We calculated MEL and JSD values using two, previously described, empirically 
occurring probability distributions: PCw and PFw.  

Next, for each variant, we calculated the normalized ratio of JSD to MEL,  
calculated as the JSD value over the percentage of improvement of MEL over the 
worst-case MEL. To clarify the analysis, we grouped the design variants based on 
their outdegrees and compared two groups of variants: the first group consisted of 
variants with outdegree 4 and the other group consisted of designs with outdegrees of 
6, 6.25 and 7. Figure 2 shows the results.   

A correlation analysis of the results showed that the two metrics are positively cor-
related and a correlation coefficient test showed that the correlation is significant for 
both PCw and PFw. The results were the same for both design variant groups. The 
design variants with outdegrees of 4 showed a significant positive correlation for both 
PCw (β = 7.21, t(3) = 22.3, p < .005) and  PFw (β = 7.26, t(3) = 16.6, p < .005). Also, 
the design variants with outdegrees of 6, 6.25 and 7 showed a significant positive 
correlation for both PCw (β = 2.91, t(4) = 5.54, p < .005) and PFw (β = 3.13, t(4) = 
4.15, p < .005).  

 

Fig. 2. Relationship between JSD and MEL for designs with outdegrees, k, of 4, 6, 6.25 or 7 

Further ANOVA analysis revealed that the correlation between MEL and JSD is 
not affected by other independent variables. In these tests, the dependant variable was 
the normalized ratio of JSD to MEL and the independent variables were (1) derivation 
technique, with two levels indicating whether the design variant was generated using 
the Huffman algorithm or manually-derived; (2) probability distribution input to 
RHA, with two levels indicating whether or not the probability distribution used to 
generate the design variant and the probability distribution used as input to the RHA 
are the same; and (3) outdegree size, with two levels: large (values larger than 6) and 
small (values smaller or equal to 6). If JSD is reflective of MEL, we would expect 
that none of the independent variables will have a significant effect on our dependent 
variable. ANOVA analysis showed that the effect of all the independent variables is 
insignificant. 
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That JSD is positively correlated with MEL confirms our hypothesis that JSD can 
be an alternative to MEL. Our conjecture has been that JSD effectively measures the 
divergence of a layout’s latent probability distribution and the one that occurs empiri-
cally and that this divergence is a fundamental factor in scanning keyboard evalua-
tion. Thus, both MEL and JSD are essentially capturing the “optimality” of the de-
sign, but are doing so from different perspectives. 

JSD provides several benefits. Firstly, it is easier to interpret than MEL; it has a 
lower bound of zero and tends to infinity. Moreover, it is valid to compare JSD values 
of designs that differ from each other in terms of factors such as encoding structure 
and keyboard layout. In order to analyze design choices, the researcher can build up a 
distribution of JSD values and develop an intuition about how to interpret particular 
JSD values prior to implementation. For instance, in our data analysis, the range of 
JSD values encountered was [0.002, 0.322]; since our data set included design va-
riants that are known to be highly inefficient (e.g., linear QWERTY designs), we 
know that JSD values around the 0.3 threshold are indeed indicators of very poor 
designs. A corollary of this finding is that a design is doomed (in terms of its opti-
mality), no matter how clever its underlying design principles, if its representative 
latent probability distribution diverges by around 0.3 from the empirically occurring 
probability distribution. A divergence of zero means that the a priori probability dis-
tribution is the same as the probability distribution that occurs empirically — that is, 
the design variant is perfectly matched to the application domain. In sum, a non-zero 
JSD value means that there will be a difference between how the scanning keyboard 
is designed and how it actually gets used in its domain. The larger the JSD, the more 
the actual application domain differs from how the design was envisioned to be used. 

The interpretation of MEL, on the other hand, is more complex. Given a particular 
MEL value, how can one know whether it indicates a reasonably efficient design? It is 
difficult to know the lower and upper bounds in advance — they depend on the em-
pirically observed probability distribution used to derive MEL. Two cases must be 
identified. In the first case the evaluation probability distribution is precisely the same 
as the one used to generate the layout and in the second case it differs. For the first 
case, the worst-case MEL, for any outdegree size, occurs when the codewords are 
equiprobable, where MEL will be equal to log|∑|(|W|), where |W| is the size of the set 
of selectables and |∑| is the size of the encoding alphabet. The best-case MEL is 1, but 
this occurs only for boundary cases — for encoding alphabets of size equal to the 
number of source symbols and for probability distributions so skewed that one source 
symbol is many times more likely to occur than any other (the precise factor depends 
on the size of the encoding alphabet). For the second case: the worst- and best-case 
MELs actually depend on the nature of the divergence between the two probability 
distributions. So, in sum, given a particular MEL value, it is difficult to ascertain 
whether it is a “good” or “bad” value — doing so requires an analysis that needs to 
take into account the size of the encoding alphabet, the shape of the empirically oc-
curring probability distribution, and the divergence between the two probability dis-
tributions used for the design and the evaluation of the scanning keyboard design. The 
lower bound for MEL values differs according to each combination of these three 
parameters. 
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4 Conclusion 

Our work is built upon the observation that a set of probability distributions that ex-
presses the design rational in terms of the relative importance of the selectables is 
latent in a given scanning keyboard layout design. We presented the reverse-Huffman 
algorithm (RHA), an Information Theoretic reverse engineering method that extracts 
a representative latent probability distribution from a given scanning keyboard design 
variant.  

We postulated that the Jensen-Shannon Divergence (JSD) between the extracted 
probability distribution and an empirically occurring probability distribution is a use-
ful metric for the a priori evaluation and comparison of design variants. We applied 
RHA to 36 design variants, extracted their representative latent probability distribu-
tions and calculated JSD values using two different empirically occurring probability 
distributions. We showed that JSD is positively correlated with mean encoding length 
(MEL) and that it is more straightforward to interpret its values. Thus, we established 
the usefulness of JSD as a metric in this context and have shown that both JSD and 
MEL are alternative ways of looking at a given design from different perspectives. 
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Abstract. We designed, developed and evaluated an Augmentative and
Alternative Communication (AAC) system, AutVisComm, for children
with autism that can run on smart phones and tablets. An iterative de-
sign and development process was followed, where the prototypes were
developed in close collaboration with the user group, and the
usability testing was gradually expanded to larger groups. In the last
evaluation stage described here, twenty-four children with autism used
AutVisComm to learn to request the desired object. We measured their
learning rates and correlated them with their behavior traits (as observed
by their teachers) like joint attention, symbolic processing and imitation.
We found that their ability for symbolic processing did not correlate with
the learning rate, but their ability for joint attention did. This suggests
that this system (and this class of AACs) helps to compensate for a lack
of symbolic processing, but not for a lack of joint-attention mechanism.

1 Introduction

Autism is a developmental disorder characterized by impairments in social in-
teraction, impairments in verbal and non-verbal communication, and presence
of repetitive behaviors. Many children on the autism spectrum lack sufficient
speech to meet their communication needs. Augmentative and alternative com-
munication (AAC) systems are designed to fill this void and help these children
communicate.

The most prevalent AAC technique used is Picture Exchange Communication
System (PECS). PECS uses picture cards and a systematic training approach
to help children with autism communicate. PECS training proceeds through six
stages in a strict sequence. The first stage is requesting, where, using physical
and verbal prompts, the child is led to learn to exchange a picture card with the
communication partner in order to obtain a desired object. Subsequent stages
involve helping the child to learn to make a choice, to combine pictures and
make phrases, and so on. The success of PECS with children with autism has
been widely reported in literature[1]. But picture cards suffer from a lack of
portability and require access to pre-arranged picture cards. Attempts to im-
prove on these two fronts led to the development of electronic communication
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aids. These, however, have traditionally been dedicated, custom-built systems
for individuals with specific communication difficulties. Some of the commer-
cially available dedicated AAC devices include Dynavox [2] and Vantage Lite
[3]. These are picture-based speech generating devices where the child presses
a picture on the device’s display to playback an appropriate speech message.
These speech messages could be either pre-recorded or synthesized using a text-
to-speech conversion module.

Recent research on AAC systems has concentrated on improving the speed
and richness of the messages constructed by users. BLISS2003 [4] is a communi-
cation software that allows users to construct messages using blissymbols, which
is a graphical language that represents concepts by geometric shapes that are
not necessarily iconic. BLISS2003 also features a prediction assistant that can
aid faster message construction and the ability to translate bliss messages into
natural language. Sibyl [5] is a text-based AAC system, which features letter pre-
diction, word prediction and word completion to improve the speed of message
construction. How was school today? [6] aims at helping users communicate in
terms of conversational narratives. This tool uses sensors to collect data of chil-
dren’s activities, and uses Natural Language Generation to help them in creating
narratives based on this data.

The recent proliferation of mobile touchscreen devices like smart phones and
tablets offers a new platform to build AAC applications as well as new direc-
tions of research. Such devices are more affordable and easily available than the
dedicated AAC systems. They are also more socially acceptable as they do not
stigmatize the user and adhere to the Design for Social Acceptance [7] strategy
to develop assistive technology. Currently available AAC applications on main-
stream devices include Proloquo2Go [8] and iAugComm [9]. Though there is
some anecdotal evidence available that these applications are usable, no formal
evaluations have been carried out to assess their efficiency.

Our goal in this research is to design and evaluate an AAC system on a
commonly available device that is effective, inexpensive, accessible, and incon-
spicuous. Light et al [10] have proposed a model in which they argue that an
individual’s ability to effectively use an AAC device depends on three factors:
the individual’s skills (motor skills, sensory issues, cognitive skills), the device
architecture (display organization, selection technique etc.,) and the demands of
the communication task (one-on-one communication vs group interaction). Chil-
dren with autism are a heterogeneous group in terms of their skills and hence
it is a challenge to design an application that would ideally suit the need for
all. In order to understand the right set of features that would be appropriate
for the children and their parents, we opted for a participatory design process.
Other recent participatory design approaches to developing assistive systems for
children with autism include vSked [11], which is a visual scheduler for class-
rooms containing students with mild to moderate autism; and the ECHOES
project, which aims to teach social skills to children with autism through virtual
agents [12].



A Communication System on Smart Phones and Tablets 325

2 Preference for AAC Platforms - A Survey

In order to find out the users’ preferences for AAC platforms we started with
a paper-based survey with the parents of children with autism. Twenty parents
participated in this survey. Parents were given a form with two questions. The
first question was which platform they would prefer for an AAC. They were
provided with three options: a laptop, a tablet, a smart phone. In the second
question, they were asked to give reasons for their choice. Eighteen responses
were collected and analyzed. Seventy-two percent of the parents preferred using
a smart phone or tablet as the communication device. The reasons provided by
them were: ease of use (the touch screen), portability, cost and interest of the
child. Some sample responses from the parents are:

A communication device on a tablet. Touchscreen is easier than keyboard and
is portable. It is small in size and he won’t attract attention using it.

I think my son can manage a touch screen. If it is a smart phone or tablet, I
can carry it wherever I go.

I would prefer a communication device on a laptop. He is very interested in his
father’s laptop. He watches with interest what is being displayed on the screen.

Since the parents equally preferred a smart phone and a tablet, we chose to
build our first prototype on a smart phone as it is more portable and affordable.
In the next section, we describe the experiences we had with this prototype with
a child with autism and his mother.

3 Participatory Design: Experience with Initial
Prototypes

We developed several prototypes in close collaboration with a child with autism
and his mother. The child was an eight-year old boy, who was non-verbal and
attended a school for children with autism. He had difficulties with fine motor
control, and though he had a general affinity for gadgets, he had not used any
AAC device before. His mother was a college graduate and had a reasonable
exposure to technology: she used a smart phone and a laptop for day-to-day
communication and browsing. When we met the child and his family, the parents
were trying to teach the child how to use gestures to communicate. Since the
child was non-verbal, his mother acted as the proxy and provided us feedback
on the prototypes of the design.

We chose to call our system AutVisComm. The first prototype was developed
on a smart phone with a 3.2” capacitive touchscreen running Google’s Android
TMoperating system. The vocabulary for the system contained the child’s favorite
food items. The mother used AutVisComm with the child to ask him what he
wanted for breakfast that day. However the child had difficulty in choosing the
target picture accurately with this form factor. Hence, in the second iteration,
we ported the application to a tablet form-factor device. With a tablet, the child
was able to choose the images without errors.

The mother felt that a dynamic display, where she could choose the items to
be displayed on-the-fly on the screen, would help her to contextualize the AAC
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better. For instance, if breakfast on a day had apples and bread, she would like
to present only those two choices. She felt that the presence of multiple irrelevant
items on the screen distracted the child from understanding the ongoing commu-
nication. Consequently, we redesigned the application where she could construct
AutVisComm’s display on-the-fly by choosing images from the device’s camera,
from the web or from the existing images in the device’s memory card. Inter-
estingly, we found that the device’s camera was used only rarely. The mother’s
explanation was that when using the in-built camera, there were always other
background items along with the object of interest, and this seemed to distract
the child. So we disabled this option in the final prototype. The final prototype is
as shown in Figure 1. Once the user opens the application, all the pictures avail-
able to them are displayed. Users can choose the pictures they need to construct
the display. We used this prototype for further usability evaluation.

4 Usability Study with a Larger Group

At this point we expanded our user group to four children with autism. Three
boys and one girl (Mean Age: 8 years; SD: 7 months), and their teacher par-
ticipated in this usability study. All four children were recruited from a special
school for children with autism. Informed consent was obtained from the par-
ents. The teacher and the children used the device for one month. The teacher
was initially explained how to use AutVisComm and configure the display. The
device was used to offer choices like whether the child would like to play in the
pool or in the playground.

All activities made with AutVisComm like configuring the display, choosing a
picture etc. were logged with time-stamp. We found that the configuration time
(duration between opening the application to finishing the display configura-
tion) decreased significantly during initial sessions, and from there on remained
relatively constant. This shows that teachers could learn to configure AutVis-
Comm in very few sessions. Many touchscreen devices provide a tactile feedback
when touching a screen element. One child had an aversion to this vibration,
and hence this feature was turned off. This apart, no significant usability issues
were reported from children. Also the teacher felt that it was easier for her to
use AutVisComm than to prepare laminated picture cards for each child and
keeping track of them.

Our learnings from the participatory design and usability study process are
summarized below

– None of the children in the group we worked with found the texture of the
device or the touch screen aversive.

– AAC with dynamic display allows caregivers to configure the same device
for different children and for different contexts.

– Some children might be aversive to the vibratory feedback available in these
devices

– The size of the device to use depends on the fine motor skills of the child.
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5 Learning to Communicate Using AutVisComm

To help children learn to communicate using AutVisComm, we conducted train-
ing sessions for all the non-verbal children from a local school for children with
autism. The inclusion criteria were the children had no functional speech or
speech consisting of less than five words or word approximations. Twenty-four
children took part in these sessions and informed consent was obtained from
their parents. Each child had two one-on-one sessions per week. Each session
lasted for about 15-20 minutes. The goal of these sessions was similar to the
requesting stage of PECS - to help the child to learn to request his or her desired
object using AutVisComm.

The session setup is shown in Figure 1. It involved the child, an adult commu-
nication partner (teacher), the child’s preferred snack item and AutVisComm.
The food item was beyond the reach of the child, close to the teacher. To re-
ceive the food item, the child had to request using AutVisComm, i.e. press the
appropriate picture on the touch screen device. A single session consisted of five
trials. The desired food item remained the same across all trials. In each trial,
the teacher asked the child, “What do you want?” If the child responded spon-
taneously by touching the picture, this was considered an independent response
(IN). If the child did not respond spontaneously, the teacher verbally prompted
the child, “Press the picture here.” If the child responded to this prompt, it
was considered a verbally prompted (VP) response. If the child did not respond
even after the verbal prompt, the teacher held the child’s hand and pressed the
picture. This was considered physically assisted (PA) response.

Fig. 1. Final prototype of AutVisComm (left); communication training setup (right)

5.1 Communication Performance

The type of the child’s response in each trial (IN, VP or PA) was noted. Then the
numbers of IN, VP and PA responses for each child in a session were tabulated,
averaged across children, and the mean PA, VP and IN responses per session
were computed. Figure 2 shows the data for the first ten sessions. The graph
shows that in the first session most children had to be physically assisted: the
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mean PA response is close to 5. As sessions progressed, the need for physical
assistance became less frequent and most children started responding to the
verbal prompts as indicated by the peak in mean VP response at around session
4. Further into the sessions, the need for verbal prompts also became less frequent
and the children started responding spontaneously as indicated by the increasing
trend of mean IN response.

Fig. 2. Communication Performance (left). PA - child pressed the picture with physical
assistance, VP - child pressed the picture after verbal prompt IN - child spontaneously
pressed the picture . Individual differences in learning (right). Each dot denotes the
number of sessions required by the child to achieve at least three IN response trials in
a session. There are 24 dots in all one for each child.

5.2 Individual Differences in Performance

The goal of the training process was to help the children to learn to request the
desired object independently. We consider the child to have learnt this when they
request spontaneously (IN) without verbal or physical assistance in at least three
of the five trials and this performance is sustained in at least three consecutive
trials. In our analysis, we found that there was a large variance in the number of
sessions required for each child to attain this performance as shown in Figure 2.

In order to understand this variance, we provided the teachers (who were not
involved in the children’s training sessions with AutVisComm) of the children
a checklist as shown in Table 1. Two teachers rated the students using this
checklist. This was a one-time rating collected at the end of the intervention.
The items in the checklist were drawn from the Autism Behavior Checklist [13].
These items measure for various cognitive capacities of the children like joint
attention, imitation, social skills, symbolic processing etc. The teachers were
asked to rank the children on the 1–5 scale, where 1 indicates that the child
always exhibits the behavior and 5 that the child never exhibits the behavior.
We analyzed the correlation between the ratings provided by the teachers and
the number of sessions required by the child to request independently (IN) with
AutVisComm. The correlations and their associated significance values are also
shown in Table 1. Requesting an object by gesturing (pointing) requires the child
to share attention with the care giver and shift attention between the care giver
and the object of interest and hence considered a measure of joint attention [14].
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Toy play indicates that children can use toys to represent objects in reality and
hence considered a measure of symbolic thinking [15]. The results indicate that
the measure of joint attention was significantly correlated with the performance
of the children (r = 0.526, p = 0.01 ), while measures related to their symbolic
processing and imitation (r = 0.06, p = 0.7 ) were not correlated.

Table 1. Performance analysis checklist. Statistically significant (p < 0.05) correlations
shown in bold text.

No. Checklist Item Relates To Correlation(r)

1 Gets desired objects by gesturing Joint Attention [14] 0.526
2 Not responsive to other peoples facial expressions Theory of Mind [16] 0.477
3 Has sensory issues Sensory Issues 0.324
4 Often frightened or very anxious Sensory Issues 0.144
5 Does not follow simple commands Receptive Language 0.138
6 Actively avoids eye contact Eye Contact 0.114
7 Strong reactions to minor changes in routine Repetitive Behavior 0.102
8 Does not use toys appropriately Symbolic Processing [15] 0.067
9 Has special abilities in one area Rules out mental retardation 0.032

10 Has motor control issues Motor Issues 0.030
11 Rocks self for long periods of time Repetitive Behavior 0.028
12 Has not developed any friendships Social overture 0.020
13 Does not imitate other children at play Imitation -0.153
14 Prefers to be occupied with inanimate objects Repetitive Behavior -0.298

6 Discussion

Twomajor deficit areas are considered as contributing to the socio-communication
difficulties in children with autism - a) deficits in joint attention, that is, the capac-
ity to coordinate attention between people and objects; and b) deficits in symbolic
thinking, that is, the ability to think in terms of representations rather than actual
objects, and understanding the concepts of shared meaning. Both these factors
are crucial to language development [14]. Using concrete pictorial representations,
which are lesser abstract than language, compensates for the deficit in symbolic
thinking. This is suggested from our results where the symbol processing ability of
the children does not correlate significantly with performance. However, a picture-
based communication system cannot compensate for difficulties in joint attention,
and hence this correlates with the children’s performance.

7 Future Work

We plan to supplement the analysis presented here with the psychophysical
studies with the children with autism to see how psychophysical parameters
correlate with behavioral parameters. We also plan to measure the progress in
the communication capacity in these children with respect to their ability to
combine pictures and communicate in pictorial sentences.
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Abstract. In this paper we propose an assessment of biosignals for handling an 
application based on virtual keyboard and automatic scanning. The aim of this 
work is to measure the effect of using such application, through different inter-
faces based on electromyography and electrooculography, on cardiac and elec-
trodermal activities. Five people without disabilities have been tested. Each 
subject wrote twice the same text using an electromyography interface in first 
test and electrooculography in the second one. Each test was divided into four 
parts: instruction, initial relax, writing and final relax. The results of the tests 
show important differences in the electrocardiogram and electrodermal activity 
among the parts of tests. 

Keywords: affective interfaces, biosignals, control system, disability. 

1 Introduction 

According to the Eurostat [1], the total population in Europe was 362 million in 1996 
which 14.8% of the population between 6 and 64 years old have physical, psychologi-
cal or sensory disabilities. Therefore, assistive and adapted systems have to be devel-
oped. The aim of these ones is to help users in their diary tasks, letting them to live in 
a more comfortable way.  

Focus on software, in general, it can be claimed that these applications have a high 
degree of flexibility and customizable, but their throughput strongly depends on the 
adapted device or interface the user needs to interact with it. The aforementioned 
throughput might also be dramatically reduced for people who suffer from severe 
disability. Another lack of these software programs is that they cannot be automatical-
ly adapted when they are running and self-adjusting to user requirements. 

The goal of developing a method for matching parameters that could be modified 
in an adaptative row-column scanning to each individual user is discussed in [2], but, 
in that paper contextual information of the application is considered instead of physio-
logical signals. Nowadays there are several researches focus on in incorporate the 
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feature of self-adaptation in different systems or applications. So, based on this con-
cept there are papers whose aim is modify the environment to adapt to the user 
needs/preferences (Ambient Intelligence) or use biosignals to adjust an application 
automatically (Physiological Computation [3]).  

This paper describes how the use of virtual keyboard (VK) affects different physio-
logical signals and how these ones could be used to incorporate automatic adaptation 
of functioning parameters in this VK application. 

2 Related Work 

Disable people need interfaces to be adapted to their physical and cognitive skills. 
Whatever the user’s type of disability, the interface needs to detect user’s will in order 
to select the highlighted row or column on the virtual keyboard. In most cases, user is 
able to move some muscles and press a special switch, or control a mouse pointer on 
computer screen through an accelerometer [4]. But sometimes user’s ability is con-
strained to move the eyes; therefore an eye-tracker is required. Electric biosignals can 
be used instead of those systems. For instance, an electromyography (EMG) system 
can record muscle activity and substitute the switch, and also electrodes placed 
around the eyes can be used to detect gaze [5, 6].  Moreover, interfaces based on 
Brain Computer Interface (BCI) don’t require   user movements [7] because this one 
is based on electroencephalogram (EEG).  

Biosignals can be also used as a source of information when user emotional state 
must be determined. Electrodermal activity (EDA) [8] and electrocardiogram (ECG) 
are two of the biosignals most used in this area. EDA has been used in several re-
searches about stress and cognitive load [8-10]. It has been shown EDA is a good 
method to detect different emotional states. A typical experiment to measure the stress 
[9] is to make a subject calculate several arithmetic operations of different level of 
difficult in 4 minutes and 3 phases. From phase to phase the level of stress goes up  
by increasing the operation difficulty. Significance changes in EDA among phases 
have been reported, such that the cognitive load was evaluated correctly in 82.8% of  
studied cases.   

It has also reported in several papers that the cardiac activity is also affected by the 
kind of task. In [10] the authors have used biosignals as objective indicators of state 
of users, where EDA, ECG, EMG and breath frequency were recorded while the sub-
jects played a game. 

3 Methodology 

3.1 Application 

The tests were developed using a customizable VK [6] shown in figure 1. Among 
other things the VK allows: keys personalization, using different control interfaces 
based on events and generating a list of predicted words. An extended VK distributed  
 



 Assessment of Biosignals for Managing a Virtual Keyboard 333 

by rows of six characters each is selected. High frequency characters in Spanish lan-
guage are placed on first rows. A row/column scanning method was used to select a 
letter or a word on a prediction list. The minimum number of selected characters used 
to turn on prediction engine was set to 3. The scan time or dwell time was established 
in 1.6s for EMG control interface and 1.8s for EOG control interface based on 0.65 
rule [11]. 

 

Fig. 1. Extended Letter VK 

3.2 Signal Acquisition 

Three different biosignals were simultaneously recorded during the tests. One of them 
was used to manage a VK application (EMG or EOG), and the others were registered 
to determine the stress/fatigue of the user induced by the control interface (ECG, 
EDA) [8-10].  

The assembly used to record the different biosignal is shown in the figure 2. A mo-
nopolar assembly was employed to record the ECG signal (figure 2.a). The EDA as-
sembly was placed on the wrist (figure 2.b) [12]. Three electrodes on the arm were 
used for the EMG signal (figure 2.c). Finally, to pick EOG signal up two electrodes 
by direction (figure 2.d) where placed around the eye [13] and the ground and refer-
ence sensors were placed respectively in the right and left ears. 

 

Fig. 2. Electrode positions. a) ECG. b) EDA. c) EMG. d) EOG. 

Ag/AgCl electrodes with self-adhesive/conductive gel were used to record the bio-
signals. Two bioamplifiers were employed: g.USBamp and g.MOBILab of gTec. The 
first of them registered the control biosignals with a sample frequency of 512Hz for 
EMG and 128Hz for EOG. A notch filter in (48, 52)Hz was implemented to eliminate 
the power electric noisy, and a bandpass filter in (5, 200)Hz for EMG and (0.1, 30)Hz 
for EOG. Also, the version 2.0 of the BCI2000 software was employed [7] to send the 
event to the VK through a socket. The other bioamplifier recorded the ECG signal 
with a frequency of 256Hz, a notch filter in (48, 52)Hz and a bandpass filter in (0.5, 
100)Hz.  
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The EDA signal employed a different system: QSensor [12]. This one is a wearable 
system that wears in the wrist and uses Ag/AgCl electrodes. Different sample fre-
quency can be employed and the data are stored in the internal memory. 32Hz of 
sample frequency was setting. 

The version 7.6.0.324 of Matlab application was utilized to offline analysis of the 
recorded data. 

3.3 Procedure 

Trials are focused on text input function of the VK. EMG and EOG signal are consi-
dered like control interfaces. Five users without disabilities between 26 and 45 years 
old participated in these trials (mean 31.2, sd. 7.79); only one of them had used the 
application before.  

The temporal line of the experiment is splitted into four parts: 

1. Task explanation and electrode setting. Users are instructed about the task they are 
going to do. Then electrodes to record EDA, ECG, EOG and EMG signal are 
placed. 

2. Ten minutes of relax. During this time user is reading a magazine. 
3. Main activity. Users input a predefined text using virtual keyboard. Command to 

control the application is based on biosignals. Duration of the trial is user depen-
dent, this is, there is no time to finish it. 

4. Rest time. 10 minutes to recover, reading a magazine. 

The main task consists in writing a text of 43 words (209 characters). The application 
is operated by a single event which, in turn, is generated in two different ways: Mus-
cle activity by EMG signal processing or Horizontal Eye Movement by EOG analysis.  
A wrong character had to be corrected. However, the mistakes made by selecting an 
incorrect word from the prediction list had to be ignored, so the user had to write the 
next word. 

The ECG and EDA signals are recorded in all phases, excluding phase 1 where the 
users are instructed. By measuring these signals, it is possible to acquire objective 
information about the user emotional state. Two State-Trait Anxiety Inventory (STAI) 
questionnaires were also provided to subjects. They filled them in at the beginning of 
the relax phases (phases 2 and 4). So, a subjective measure of stress is also achieved.  

4 Work and Results 

Different parameters of affective signals have been researched. The heart rate  
variability (HRV) has been the main extracted feature from ECG. Each HRV vector 
element shows the time between two neighbor heartbeats. The extracted data are clas-
sified in two groups: information based on temporal analysis or based on frequency 
analysis. The standard deviation of beat-to-beat or NN intervals (SDNN), the square 
root of the mean squared difference of successive NN intervals (RMSSD), the propor-
tion of NN intervals that differ by more than 50 ms (pNN50), the width of the  
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minimum square difference triangular interpolation of the highest peak of the histo-
gram of all NN intervals (TINN), and the entropy of HRV are the parameters of the 
first group. The other group is based on calculate the power spectrum density (PSD) 
of the HRV. The PSD is divided in 4 parts: frequency from DC to 0.003Hz (Ultra 
Low Frequency - ULF), from 0.003 to 0.04Hz (Very Low Frequency - VLF), from 
0.04 to 0.15Hz (Low Frequency) and from 0.15 to 4Hz (High Frequency - HF). One 
additional parameter is the ratio between HF and LF (HF/LF). The influence of each 
band about the PSD was calculated as the sum of PSD of the band divided by overall 
PSD sum. In all parameters, a slide window of 5 minutes of width with a shift of 1 
heartbeat was applied.  

Five parameters were extracted from EDA signal: tendency, average amplitude, 
mean of derivative, average increase in periods of rising, and time ratio increase. A 
slide window of 5 minutes of width with a shift of 1 sample was applied. 

The extracted information was analyzed through an analysis of variance (ANOVA) 
for each single subject with a threshold of 1% (alpha parameter - p < 0.01). Four ana-
lyses for each subject were realized: relax phase 1 vs. main task, main task vs. relax 
phase 2, relax phase 1 vs. relax phase 2, and relax phase 1 vs. main task vs. relax 
phase 2. Difference between using EMG or EOG interfaces was the goal of the next 
ANOVA analysis: relax phase 1 of EMG control vs. relax phase 1 of EOG, main task 
of EMG vs.  main task of EOG, and relax phase 2 of EMG vs. relax phase 2 of EOG. 
The expected results were the relax phases weren’t affected (p > 0.01) and the main 
activities showed significative difference between EMG and EOG (p < 0.01). Howev-
er, the ANOVA results of majorities of subjects in relax phases showed an important 
influence of unknown variable (p < 0.01). So, variations in ECG and EDA signals due 
to doing main task with EMG or EOG interfaces are not conclude, in despite of the 
expected results for main tasks were obtained. 

Table 1. STAI test results for control interfaces 

Phase 
User 1 User 2 User 3 User 4 User 5 

EMG EOG EMG EOG EMG EOG EMG EOG EMG EOG 
Relax 1 40 46 43 38 43 47 52 50 43 44 
Relax 2 44 45 44 35 41 36 46 45 38 37 

The EMG and EOG control interfaces showed the kind of phase affects directly all 
EDA parameters (p < 0.00045). Also, SDNN, RMSSD, pNN50 (p < 0.0007) and the 
bands ULF and VLF (p < 0.0085) of ECG parameters showed significative changes 
when using the EMG interface, while SDNN, pNN50 (p < 0.0004) and all frequency 
bands (p = 0) were affected for EOG control . On the other hand, the table 1 with the 
STAI result showed that the different phases affected to stress state of the subjects, 
such that the subjective stress level of two of them was higher in the end of the main 
task than in the begging of test for EMG. The others were a stress level higher in the 
begging of the test than in the end of main task. Also, the variance (var.) of the mod-
ulus of the difference between phases in STAI test was bigger in EOG (var. 8) than 
EMG (var. 3.44). 
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5 Conclusion and Planned Lines of Research 

This paper presents how the biosignals can be used to manage an application from 
two points of view: the voluntary control actions and self-adaptation based on the 
measure of emotion. EMG and EOG are used to control and EDA and ECG to meas-
ure emotion. 

To sum up, it have done EMG and EOG test and it has been determined by 
ANOVA analysis  what are the parameters of EDA and ECG signals that are affected 
in different phases of trial. Significant changes were observed in these parameters. So, 
important differences were found between relax phases and main task. However, it 
was not possible determinate ECG and EDA changes between EMG or EOG inter-
face, because an unknown variable affected the relaxed periods. 

In the future, the aim will be develop an intelligent agent to incorporate to the VK 
application. This one will adapt automatically the software depending on emotional 
state of the user to do easier the use of system. So, it is necessary to determine exactly 
what the causes are which produce the changes in the biosignals, tired or stressed, and 
how these states affect to the measured parameters. 
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Abstract. In this paper, a computerized language therapy program that aims at 
supplying the required dose of practice for PWAs will be presented, namely the 
ELA®-Language Modules. The rationale and underlying principles for each 
linguistic level and the linguistic structure of the language tasks for the word, 
sentence and text level and for dialogues will be explained and how the compo-
nents of the ELA®-Language Modules adhere to the principles of experience-
dependent neural plasticity. First pilot applications of the ELA®-Language 
Modules with PWAs are discussed in terms of the principles of experience-
dependent neural plasticity and usability.  

Keywords: Aphasia, computerized language training, neural plasticity.  

1 Introduction  

Providing language therapy face-to-face, on a one-to-one basis, to persons with an 
acquired language disorder (‘aphasia’) is a dynamic and complex process. In recent 
years leading clinicians have stressed the necessity of identifying the crucial parame-
ters of the language therapy process and of making this intricate process more explicit 
(Byng, 1995; Byng & Black, 1995). In this context, Byng’s discussion of ‘what apha-
sia therapy is’ and ‘what constitutes a language therapy session’ is basic to any analy-
sis of aphasia therapy conceived for improving the verbal communicative abilities of 
persons with aphasia (hence PWAs). Within the impairment based approach to apha-
sia therapy, the focus of therapy refers to the decision made by the therapist in colla-
boration with the PWA as to how to address his/her language deficits. Optimally, 
according to an overall therapy schedule based on the individual needs of the PWA, 
two possible methods are available:  

1. Reorganization of the residual language functions by directly working on im-
proving impaired language skills using well thought out therapy protocols, which 
are based on an analysis of the PWA’s impairment(s), or  
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2. Compensating for impaired language functions by circumventing the specific defi-
cit(s) through training (a) particular linguistic unit(s) in a different way to obtain a 
goal, or   

3. A combination of a) and b).  

Irrespective of the approach, the structure of each session and the overall therapy 
protocol as well as the content of every task constituting a session are important. With 
regard to the structure of the therapy, the emphasis lies on providing specific, linguis-
tically-based therapy protocols that encompass a sequence of steps or tasks, which are 
conceptualized according to linguistic and psycholinguistic parameters. The term 
content of the therapy has a twofold meaning. On the one hand, this term refers to the 
overall structure of the therapy protocol. On the other hand, it relates to the semantic 
content of the materials used in each therapy session/language task. Every therapy 
protocol should be based on information, topics, themes which are relevant for the 
PWA in carrying out his/her daily routines. 

Two important variables related to the decision making process for the provision of 
language therapy are the intensity and the duration of the language therapy. The real-
world situation regarding these two variables differs greatly in countries around the 
world. In light of the increasing financial cutbacks in the health sector, the provision 
of therapy is becoming increasingly limited in intensity and duration. 

In light of this development the ELA®-Language Modules were conceptualized 
and developed as a supplement to face-to-face therapy on an individual basis and/or 
as the only option for language rehabilitation for longstanding chronic PWAs when 
individual therapy is no longer available. By adopting computerized language pro-
grams for PWAs the scope of aphasia therapy can be broadened to meet the actual 
needs of PWAs. In this process, the principles of experience-dependent neural plastic-
ity can be brought to bear and govern the adequate use of computerized language 
tasks by allowing a PWA to receive the required amount of input to obtain significant 
gains in his/her language performance. 

2 Methods 

Language production and comprehension tasks were conceptualized based on multi-
media principles, psycholinguistic parameters, and variables relevant for each linguis-
tic level: word, sentence, text and pragmatic (dialogue) as well as for cognitive, non-
verbal tasks addressing memory and other higher cortical functions. To date, with 
partial funding from the Zentrum für Information und Technologie (ZIT – FemPower 
Call 2007), three language tasks for the processing of language stimuli for each of the 
aforementioned linguistic levels have been developed in German and programmed 
(JAVA 1.6, Java Script) for the auditory and visual modalities. Three levels of com-
plexity were developed for each task to enable persons of varying degrees of severity 
to use the program. Selected tasks were administered to PWAs (n=8) according to 
their language processing difficulties and applied and discussed in a group setting (i.e. 
Aphasie-Club (n= 15)).  
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3 ELA® - Language Modules  

Based on the successful applications of the analogue version of the Everyday Life 
Activities (‘ELA®’) Photo Series (Stark, 1992 to 2003)  administered on a one-to-
one basis as well as in group sessions with PWAs, the next logical step was to devel-
op a computerized version of language tasks for rehabilitating the specific language 
defi-cits of PWAs. The premise of basing the language tasks on everyday life activi-
ties was maintained for the computer version keeping the content of the tasks relevant 
and salient for each PWA. The psycholinguistic and linguistic variables selected for 
the tasks on each level encompassed basic parameters for the specific level in ques-
tion (e.g., frequency, length, structure, complexity factors for each linguistic level). 
An overview of the language tasks developed to date is provided in Table 1. 

Table 1. Overview of the tasks in the ELA®-Language Modules software (to date) 

Linguistic 
Level 

Task   Nr. of items 
for auditory/ 
visual task 

Modality of  
presentation 

Word Object naming according to se-
mantic categories  

225 / 225 Auditory/visual 

 Object naming of simple and 
compound nouns  

90 / 90 Auditory/visual 

 Judging rhyme words  120 / 120 Auditory/visual 
 Comprehending minimal pairs  380 Auditory/visual 
Sentence Sentence production  90 / 90 Auditory/visual 
 Sentence comprehension  90 / 90 Auditory/visual 
 Yes/No sentence judgment 90 / 90 Auditory/visual 
Text  Constructing a story  120 / 120 Auditory/visual 
 Selecting a title  120 / 120 Auditory/visual 
Pragmatic 
(Dialogue) 

Producing a dialogue to themes  200 / 200 Auditory/visual 

 Judging politeness 120 / 120 Auditory/visual 
 Understanding a dialogue  60 / 60 Auditory/visual 
Cognitive  Constructing a picture story 30 Visual (pictures) 
 Finding pairs of objects 180 Visual (pictures) 
Basic 
Vocabulary 

(Re-) Building a vocabulary  3100 / 3100 Auditory/visual 

3.1 Word Level Tasks 

The word-level tasks encompassed oral and written naming of picture stimuli  
and the comprehension of single words presented auditorily and visually, auditory 
discrimination of minimal pairs and judgment of rhyming of single words. The va-
riables included the structure of the words, the semantic categories, the frequency  
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of the words according to an objective rating (Wortschatz Universität Leipzig, 
http://wortschatz.uni-leipzig.de) and also a subjective rating by ten per-
sons. For the rhyme judgements and the comprehension of minimal pairs, the levels of 
complexity for the auditory and written modalities varied according the number of 
items presented sequentially from two to four words. 

3.2 Sentence Level Tasks 

The developed sentence-level tasks trained the oral and written sentence production 
and comprehension of auditorily and visually presented sentences in a multiple choice 
task design (n=4 picture stimuli), as well as a judgment task requiring the PWA to 
affirm or negate (Yes-No) that a sentence corresponds to the activity depicted. The 
three levels of complexity were based on a combination of the variables verb-
argument structure, semantic reversibility, sentence structure and length. For the sen-
tence comprehension task, three distractors were chosen based on the variables se-
lected for the sentence level.    

For remediating word and sentence level language processing difficulties several 
computer programs are available. However, computer programs with systematically, 
well structured language tasks for text and pragmatic level (dialogue) abilities are 
lacking. For both the text level and the pragmatic (dialogue) tasks, the context in 
which a test item is embedded is important. For this reason, the context is given in the 
form of a heading for each item for several of the tasks.  

3.3 Text Level Tasks 

For the text/discourse level, the developed tasks include producing or constructing a 
text from auditorily presented or visually presented, i.e. written stimuli, finding a title 
for a story and comprehension of auditorily and visually presented texts. The com-
plexity of the texts presented in the task “finding a title” is based on the length of the 
texts. The texts varied from ~ 35 words for level 1, ~52 for level 2, to ~71 for level 
three. Complexity was also built into the number of titles to choose from. Two, three 
or four titles were provided for level 1, level 2 and level 3, respectively.  For the task 
text production/construction, the number of sentences varied for the three levels of 
complexity from three sentences for level 1, four for level 2 to five sentences for level 
3 presented in auditory or written form to be put in the correct order to form a ‘story’.  

3.4 Pragmatic (Dialogue) Level Tasks 

The pragmatic level is represented in the ELA® - Language Modules in the form of 
tasks requiring the production of a dialogue on numerous themes that encompass 
various semantic categories reflecting daily routines in everyday life, judging the 
politeness of utterances in specific contexts and judging or comprehending auditorily 
or visually presented dialogues, by determining which picture stimulus reflects the 
presented dialogue. For the task of producing a dialogue, the complexity of the dia-
logues ranges from one turn-taking for level 1, to one turn-taking plus a response for 
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With each application of the program and by repeated use of the software, Prin-
ciples 1 and 2 are implemented. The user-friendly format of the modules and the ran-
domization of the items each time a task is started will motivate the PWA to go 
through the tasks repeatedly to improve his/her language performance and practice at 
a self-prescribed pace without becoming bored. 

Principle 3 is directly addressed by the systematic and linguistic structure of the 
overall program. Each task is based on psycholinguistic and linguistic variables rele-
vant for the specific units to be practiced. Specificity of each task is a feature of  
the overall concept of the ELA®-programs. Another very individualized aspect of the 
structure of the tasks is that a PWA determines the pace of progressing through the 
exercises. After responding to each item, he/she can listen to the stimulus and/or cor-
rect a response as often as he/she feels the necessity to do so. The program does not 
automatically proceed to the next item after a response has been given to each item. 
This allows each PWA to work through the tasks at his/her own speed. The break-
down in three levels of complexity and in auditory and written modalities permits a 
structured build-up, which is particularly important for more severely impaired PWAs 
and for obtaining a transfer from one modality to another (Principle 9). Tasks are 
available for a range of difficulties. 

Inherent in computerized language software are Principle 4 and Principle 5: Repeat 
to remember and remember to repeat. These principles stress the necessity of allowing 
the PWA to receive sufficient repetition and intensity. A high dosage can be achieved 
by repeated applications throughout the day. In connection with the repetition of lan-
guage stimuli, intensity and duration are two principles crucial for achieving im-
provement in language performance and for obtaining a transfer to other items, tasks, 
etc. 

As it is not known which forms of plasticity come into play at specific times in the 
recovery process, being able to practice for a long period of time will make it more 
possible to apply the programs at the appropriate times for learning. 

The relevance of the themes and topics for all of the items in the program make the 
tasks sufficiently salient (Principle 7). Since basic everyday life activities constitute 
the organizing principle, salient task items are guaranteed. The further breakdown 
according to the frequency of single items into three groups - frequently used, less 
frequently used and least frequently used words/terms - allows a structured build up.  

According to the principles of experience-dependent neural plasticity an enormous 
amount of repetition is necessary. This high dosage is achievable by means of  
com-puterized language programs. The pilot applications with the individual PWAs 
result-ed in repetition of those tasks which were accomplishable and also allowed a 
step-by-step build up from less to more complex. Overall in the pilot applications, the 
option to listen to and repeat the items several times before going on to the next item, 
was utilized on a regular basis. This demonstrates the need for a great deal of repeti-
tion to strengthen and enhance performance. With regard to enhanced performance, it 
is assumed that with extended use of the program, Principle 9, i.e. a transfer to other 
items, tasks or modalities will be observed. Continued use of the software will also 
demonstrate transference from one modality and/or from one level of complexity to 
another. The pilot applications cannot address this issue. Only extended use of the 
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program will allow the clinician to document the progress made by each PWA. In 
order to document the evolution of a PWA’s progression and changes in language 
performance accurately, a statistics program must be built into the software program. 
The next step in the development of the ELA® - Language Modules is the program-
ming of such a procedure. 

5 Summary  

On average, the amount of therapy a PWA receives does not comply with what would 
be necessary to bring about significant changes in verbal communicative abilities. In 
order to fill the gap, additional practice can be provided by computerized language 
therapy programs. As previously stressed, the content of what is to be learned is a 
crucial variable. The structure and the content of the tasks constituting the ELA® - 
Language Modules comply with the principles put forward by Kleim and Jones 
(2008). It is this synthesis of linguistic structure, specificity and the repeated applica-
bility that makes this program suitable for PWAs of varying degrees of severity of 
their language impairments. The ELA®- Language Modules allow the PWA the ne-
cessary repeated applications, which inevitably enhance the process of (re-) learning 
of language on the word to text level and within each linguistic level for the three 
levels of complexity. 

In summary, the first applications demonstrate the value of selecting adequate lin-
guistic parameters for the language tasks on all linguistic levels and also for the 
breakdown according to three levels of complexity. The combined adherence to psy-
cholinguistic and linguistic variables and the principles of experience-dependent neu-
ral plasticity provide a conducive environment for (re-) learning and, thus, are more 
likely to facilitate transfer to everyday use of language in various contexts.  
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Abstract. Previous studies show that assistive technology has a significant im-
pact on helping students with disabilities achieve their academic goals. Assis-
tive technology is hardware, devices and software equipment that help students 
with disabilities by giving them the same access to perform certain tasks that 
would otherwise have been challenging. Selecting an appropriate AT tool for a 
student requires parents, educators, and other professionals take a comprehen-
sive view, carefully analyzing the interaction between the student, the technolo-
gy, the tasks to be performed, and the settings where it will be used. Therefore, 
this study was conducted in order to confirm the effective use of assistive tech-
nology such as Thai Word Search. The results reflected an improvement in stu-
dent achievement and appeared to make a greater contribution toward student in 
this study when using assistive technology to support writing. 

Keywords: Assistive technology, Dysgraphia, Learning disabilities, Single sub-
ject design, Writing tool. 

1  Introduction 

Most physicians state that people usually has a learning disability from birth or some-
times from early childhood. Although it is a permanent condition, people with a learning 
disability can and do learn and develop with the right sorts of support from other people 
[1].  In addition, Horowitz [2] informs that people with learning disabilities fall into one 
of two categories which are nonverbal and verbal. People with nonverbal learning dis-
abilities may have difficulty processing what they see. They cannot understand the visu-
al details like numbers on a book or the blackboard. Nonverbal learning disability may 
confuse the plus sign with the sign for division. They also have problem with abstract 
concepts like fractions which may be difficult to master for them. People with verbal 
learning disabilities have difficulty with words, both spoken and written. Verbal learn-
ing disabilities such as disabilities in basic writing affect the learner's ability to write 
words with correct spelling, appropriate word choice, and basic mechanics such as letter 
formation, grammar, and punctuation [3]. People with learning disabilities in basic writ-
ing may not understand the relationship between letters and the sounds they represent 
and often cannot distinguish the correct written word from the incorrect word. Learning 
disabilities in basic writing are also sometimes referred to as Dysgraphia [4]. Learning 
disabilities in writing may be genetic, caused by differences in brain development, brain 



 Assistive Technology: Writing  Tool to Support Students with Learning Disabilities 347 

injury, or stroke. They are not solely the result of problems with expressive or receptive 
language, visual or hearing problems, or hand-eye coordination, but they can be compli-
cated by these conditions [5]. 

Moreover, writing and reading process are related to each other. Students with 
learning disabilities in reading also have problems in spelling as well. Spelling diffi-
culties can be endured in individuals with reading difficulties, sometimes even after 
reading has been successfully remediated. Addressing spelling difficulties is impor-
tant, because poor spelling can hamper writing and can convey a negative impression 
even when the content of the writing is excellent [6]. Therefore learning methods of 
students with learning problems are different from other students. The techniques 
used are also different as well as the technologies. Although some students with learn-
ing disabilities will be able to study with normal students, they require special 
processes or methods of teaching to draw out their expertise and unique talents in 
order to replace or remove their weaknesses [7]. 

2  Methodology 

In this study single subject research design (a single-case experimental design) was 
applied into our experiment. We use this method when the sample size is one or when 
a number of individuals are considered as one group. These designs are typically used 
to study the behavioral change an individual exhibits as a result of some treatment [8]. 
In single-subject design, each participant serves as his or her own control. 

2.1 Subject Selection 

• The instructor of grade 6th at the school in Bangkok gave advice on selection of 
student to finally get one student named Pete (Pseudo name). 

• Pete is a student with severe learning difficulties who struggle with writing. He 
was selected to participate in the experiment. 

• Pete’s writing ability was tested on the specific vocabulary where each of which 
was allocated about 12 minutes to finish the test (25 words). This is to confirm that 
he has learning difficulties in writing and is willing to participate in this study. 

2.2 Material and Equipment Used in the Study 

The number of children with learning disabilities is increasing whereas the use of assis-
tive technology is still limited in Thailand. Moreover, students with learning disabilities 
still have to learn the same way as normal students because the use of assistive technol-
ogy in the country is still limited [9]. Though in the market, there are various types of 
assistive technology for students with learning disabilities, those tools are not suitable 
for Thai students. Most of them are designed and developed for English speakers. The 
prices of those assistive technology tools are also expensive. Hence, we have to design 
and develop our own assistive technology for students with learning disabilities in 
Thailand.  Previous researches on assistive technology and disabilities stated that assis-
tive technology will help increase the ability or adjusting proficiency of students with 
learning disabilities to learn effectively. Therefore Thai Word Search Program is de-
signed and developed in order to confirm previous researches. 
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The Thai Word Search program assists the students with learning disabilities when 
they want to write any vocabulary that he or she cannot spell it correctly, the student 
will just type part of word according to pronunciation or as guessed, the program will 
then check and demonstrate the words for selection that most likely matches the one 
desired by the student including their pronunciation. The program will provide assis-
tance in searching for vocabulary either in the mode of Homophony or Soundex   or 
Word Approximation (words with a similar depiction; probably be misspelled or 
wrong tone) [10]. 

In this study we applied Vaja-TTS (Thai text to speech) as one of its components 
aimed to read text and convert it to voice for the user. Pronunciation of vocabulary by 
Vaja-TTS can help students with learning disabilities to hear and select the desired 
vocabulary correctly [11]. We also applied the Thai Query Correction or Thai Q Cor  
(a service rendered in the pattern of web server with an ability to verify vocabulary 
wrongly written by the user, by presenting in, for instance, homophony or related 
written word due to wrong word writing or spelling) [12] into our program.   

Additionally, interface design and the component of Thai Word Search Program 
will demonstrate in figure 1. Figure 1 shows the interface design and the components 
of Thai Word Search Program. The Component of Thai Word Search Program con-
sists of 4 parts (1) Menu Button, (2) Keyboard Parameter Display, (3) Vocabulary 
List, and (4) Page Selection. 

 

Fig. 1. The Component of Thai Word Search Program 

3  Experiment 

3.1 Activity A: 

• The subject was required to write 25 vocabularies with pen or pencil on paper. 
• The subject was required to type instead of writing the same vocabularies using a 

word processor with the assist of assistive technology program Thai Word Search. 
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3.2 Activity B:  

• The subject was required to summarize the lesson learned in Science class. 
• The subject was required to write on favorite activity during the holidays.  

Figure 2 demonstrates Pete's handwriting on paper and displays Pete’s typing in a 
word processor. He also uses assistive technology Thai Word Search Program to 
assist him in his writing. This figure also shows his personal log file. 

      
Fig. 2. Pete’s handwriting and Pete’s typing with Word Processor and log file 

 
Fig. 3. Pete’s handwriting on the title: Anatomy of Our Body 
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After the Science class, Pete was required to summarize the lesson he learned. He 
was required to accomplish two tasks (i) writing down with a pen or pencil on his 
workbook and (ii) typing with Word Processor using Thai Word Search program. 
Figure 3 presents Pete’s handwriting on the title: Anatomy of Our Body. Figure 4 
shows Pete’s personal log files when he used Word Processor with Thai Word Search. 

 

Fig. 4. Personal log file 

4  Analysis and Results 

Analysis of the Activity A as follows: 

1. When Pete wrote 25 vocabularies, he made 23 misspelling words. 
2. When Pete typed 25 vocabularies with Word Processor and use assistive technology 

Thai Word Search program, he made a 1 mistake. This is indicated that Pete made 
less mistakes while he used assistive technology to support him in his writing.  

3. We examined from his personal log file, Pete used Thai Word Search Program as 
assistive technology to help him select the right word. However, he made a mistake 
of word สะเด็ด     [sa-ded] since he selected สะเด็ด instead of เสด็จ [sa-dej]. The pro-

nunciation of สะเด็ด and เสด็จ are quite similar but both have different meaning. 

4. From the personal log file, Pete was trying to use Thai Word Search in assisting 
him to find correct vocabulary such as word ทรัพยากร. He repeated 2 trials because 
the first round his typing did not match with Soundex or approximation process 
used within the program. He tried again and this time Soundex was working.  
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Then he finally found the correct word ทรัพยากร, which was attempted to be in the 
third place on the list. 

5. With the assist of assistive technology, Thai Word Search Program, Pete can be 
able to select correct vocabularies more than without the assist of assistive technol-
ogy (88%). 

Figure 5 shows the comparison of Pete’s scores between using assistive technology 
and without using assistive technology. 

 

Fig. 5. Comparison of Pete’s scores 

Analysis of the Activity B as follows: 

1. Pete has a strong intention to practice and use assistive technology program on his 
writing. 

2. As mentioned from his teachers and shows on Figures 2, and 3 Pete has a severe 
learning disability in writing however, with the assist of Thai Word Search Pro-
gram, Pete can perform his writing skill better. 

3. His writing on the title: Anatomy of Our Body, Pete used assistive technology pro-
gram Thai Word Search to assist him to choose correct vocabularies. Pete did not 
make any mistake in his typing therefore he can type correctly 100%.  

4. His writing on the title: Makha Bucha Day, Pete used assistive technology program 
Thai Word Search to assist him to choose correct vocabularies. He made a few 
mistakes. In this topic, Pete can type correctly 91.67%. 

5. The pronunciations of some vocabularies are similar, hence Pete made a few mis-
takes because the meanings of those vocabularies are different. 

5  Conclusion 

In conclusion, Pete was in agreement with the advantages of the assistive technology; 
Thai Word Search which could help him in his spelling and search words well and 
fast. Pete also mentioned that the program assisted him to be able to choose vocabu-
lary and print the work correctly. 

In addition, he agreed that Thai Word Search was simple, and not complicated.  
The program also helps him to know how each word is spelled as it provides  
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pronunciation for each word. Although the pronunciation by the program for some 
word was deviated, Pete admitted that the program could help him to be able to pro-
nounce vocabulary better than without using the program. Moreover, in the near fu-
ture, Thai Word Search features can be applied to work in combination with programs 
such as Thai Spell Checker for LD, Thai Word Prediction for LD, and Thai Word 
Processor for LD in order to enhance students with learning disabilities in their learn-
ing as well as to optimize their accurate writing. 

Acknowledgements. We would like to convey our thanks and acknowledge the assis-
tance of the Human Language Technology Lab (HLT), National Electronics and 
Computer Technology Center (NECTEC). Our thanks also extend to the Cluster and 
Program Management Office (CPMO), National Science and Technology Develop-
ment Agency (NSTDA) for funding the project. Additionally, we would like to give 
our special thanks to Ms. Wantanee Phantachat, Dr. Putthachart Pothibal, Dr. Som-
porn Warnset, Ms. Kuanjai Poyu, and Ms. Chadanit Sripanit. 

References 

1. Lyness, D’Arcy: Learning Disorders (2007), 
http://kidshealth.org/teen/diseases_conditions/learning/lear
ning_disabilities.html  

2. Horowitz, S.: Learning Disabilities Explained (2008), http://www.ncld.org/ld-
basics/ld-explained/basic-facts/learning-
disabilitiesexplained-again  

3. The Learning Disabilities Association Canada. Learning Disabilities (2005), 
http://www.ldactaac.ca/defined/defined_new-e.asp  

4. Kemp, G., Smith, M., Segal, J.: Learning Disabilities in Children (2011), 
http://www.helpguide.org/mental/learning_disabilities.htm 

5. Logsdon, A.: Basic Writing Disabilities and Learning Disabilities (2012), 
http://learningdisabilities.about.com/od/learningdisabilityb
asics/p/ldbasicwriting.htm 

6. Spear-Swerling, L.: Spelling and Students with Learning Disabilities (2005), 
http://www.ldonline.org/article/5587 

7. Gersten, R., Fuchs, L., Williams, J., Baker, S.: Teaching Reading Comprehension Strate-
gies to Students with Learning Disabilities: A Review of Research. Review of Education-
al Research Summer 71(2), 279–320 (2001), doi: 10.3102/00346543071002279 

8. Gay, L.R., Airasian, P.: Educational Research: Competencies for Analysis and Applica-
tions. Merrill Prentice Hall, Columbus (2003) 

9. Poobrasert, O., et al.: Technology-enhanced Learning for Students with Learning Disabili-
ties (2011), 
http://doi.ieeecomputersociety.org/10.1109/ICALT.2011.154 

10. Wren, S.: Phoneme Awareness (2004), 
http://www.balancedreading.com/phonemeawareness.html 

11. Human Language Technology Lab: HLT-VAJA (2009), 
http://www.hlt.nectec.or.th/products/vaja.php 

12. Haruechaiyasak, C., et al.: A Comparative Study on Thai Word Segmentation Approach-
es. In: Proceeding of ECTI-CON (2008) 



K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 353–360, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Communication Access for a Student with Multiple 
Disabilities: An Interdisciplinary Collaborative Approach 

Frances Layman1, Cathryn Crowle2, and John Ravenscroft3 

1 Cerebral Palsy Alliance 
NSW Australia  

flayman@cerebralpalsy.org.au 
2 Children's Hospital Westmead,  

NSW Australia 
cathryn.crowle@health.nsw.gov.au 

3 Moray House School of Education 
The University of Edinburgh 

United Kingdom 
john.ravenscroft@ed.ac.uk 

Abstract. This case study highlights the challenges and outcomes of imple-
menting assistive technology for a 17 year old school student with a profound 
hearing loss, and significant physical disabilities. It demonstrates the impor-
tance of a collaborative team approach and the benefits for the student of using 
assistive technology with regards to the development of self determination and 
social relationships. This article is of benefit for inter-professional teams work-
ing in special education, particularly with students with multiple disabilities. 

Keywords: Accessibility, Assistive Technology, Augmented and Alternative 
Communication (AAC), Design for All, and User Involvement. 

1 Introduction 

We know the significant effect of secondary disabilities, including multisensory im-
pairments, on the participation and independence of people with cerebral palsy (CP) 
[13]. While cerebral lesions associated with CP can affect cognitive functioning, con-
versely, restrictions in social participation resulting from CP can also result in delays 
to cognitive development. This implies that opportunities for participation and social 
interaction are vital for maximising cognitive potential [4]. 

Young adults with disabilities, including those who use augmentative and alterna-
tive communication (AAC), may have reduced social networks and are at risk of ex-
periencing loneliness due to limited access to social interactions. This can make it 
difficult to form and maintain friendships and other relationships [5]. 

Technology has been shown to improve the quality of life, academic achievements, 
access to education and independence of people with disabilities [3]. More specifical-
ly, the benefits of assistive technology for students with multiple disabilities are well 
documented. Assistive technology has improved access and participation for children 
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with multiple disabilities in their school & home environments, and has been de-
scribed as a means of enabling mastery or control over the environment [6]. Some of 
the benefits of assistive technology include the ability to make choices with the use of 
augmented or alternative communication [20], enhanced social interactions; [9], [1], 
and increased motivation and self-esteem [18]; [19]. 

1.1 The Collaborative Team Approach 

Collaboration appears to have no single definition, as models of teamwork vary ac-
cording to the disciplines involved and the structure of the organisation in question. 
The interchangeable terms joined-up services, co-ordinated approaches and inter-
disciplinary working, have all appeared under the umbrella term “integrated services 
delivery” [14]. In any setting, collaboration implies critical co-operation towards a 
mutually agreed outcome; in this case supporting a young adult with multiple disabili-
ties through the assistive technology process. According to Gilbert and Bainbridge 
[11], effective collaboration requires open boundaries and an effective means of shar-
ing resources between disciplines. 

1.2 Collaborative Working in Action 

In order to successfully meet assistive technology goals for students with multiple 
disabilities, a collaborative model for assessment and planning is needed [6].  

Each member of the educational team has a significant role to play in AT assess-
ment and implementation. The literature describes the role of teachers as being re-
sponsible for technology integration into the curriculum and providing opportunities 
for students to practice using their technology for functional tasks. Conversely, para-
professionals are described as being more involved with the set up of equipment and 
general support to the student [3]. While these role descriptions are valid, successful 
AT assessment and implementation only occurs when these roles are carried out col-
laboratively. Within the school setting, constant evaluation of AT implementation and 
sharing of ideas occurs through regular informal discussion and more formally as part 
of the student’s Individual Education Plan [IEP] which is developed with input from 
teachers, therapists and the students’ family.  

One of the occupational therapist’s responsibilities is to determine ways for the 
student to interface effectively with technology [6]. In this case study, the process of 
deciding on suitable switches and appropriate switch sites was lengthy, and involved 
many trials. Importantly, it involved significant liaison with the student’s family and 
classroom staff. Integral to this was continual monitoring and modifications to the 
student’s seating in his wheelchair to ensure optimal postural support and alignment. 

A Speech Pathologist’s role in the assistive technology team is to recognise the 
impact of the students’ physical, sensory and intellectual limitations on functional 
communication and to assist in sourcing and implementing appropriate hardware and 
software that promotes the expressive and receptive language skills, and interaction 
opportunities, of the student [12]; [8]. This is not done in isolation, relying on collabo-
ration with the Occupational Therapist regarding alternative access methods, and 
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external agencies who can provide equipment trials and up-to-date information about 
advances in software and switching devices.  

Many other professionals played vital roles in the long term implementation of the 
Assistive Technology system outlined in this case study. The Psychologist’s role in-
cluded early assessment of the student’s intellectual ability, and a specific interest in 
his ability to demonstrate new skills as his independent functioning increased with the 
implementation of his AT, as this contributed to the team’s understanding of his cog-
nitive ability. The Orthoptist’s involvement increased once regular use of the AT 
equipment began, as regular use of a computer monitor created some visual discom-
fort for the student. The Physiotherapist was involved in maintaining general postural 
alignment and health to support the use of AT, and worked jointly with the OT to 
achieve the optimum seating for function.  

1.3 Process of Assessment 

There are several examples in the literature of structured AT assessments. Copley & 
Ziviani [7] describe the Lifespace Access Profile and Lifespace Access Profile Upper 
Extension. The types of information collected in these assessments include general 
health, vision, hearing and sensation, postural control, muscle tone, coordination, 
mobility support, range of motion, and body sites for switch access. These assess-
ments also consider cognition, receptive and expressive communication, understand-
ing of switch functions, and methods of choice-making. Information is also gathered 
on which position the student is best able to access technology and the body parts 
used, including ways of facilitating or stabilising the student.  

A Lifespace Access Profile was completed for our student at the age of 7 years, 9 
months. However, factors such as his health, motivation, availability of technology, 
staffing changes and the process of trialing numerous access methods and devices 
meant that it was nearly a decade later that his current assistive technology system 
was implemented for computer access, voice output communication and independent 
mobility in his power chair. This indicates that while the information gathered in the 
LAP is essential for AT assessment and prescription, a single discrete assessment 
event will not always lead to a prompt and final AT prescription. For this student, 
ongoing assessment and a flexible approach to implementation was needed. In a 
school program there is the advantage of having ongoing involvement with the stu-
dent and their family over a number of years, which allows this flexibility and the 
potential to continually review outcomes as a team, in response to collaborative goal 
setting and student needs. 

2 Case Study 

The subject of this case study is Nick1 a 17 year old male student who attends a spe-
cial school in Sydney, Australia. Nick has a diagnosis of dystonic Cerebral Palsy with 

                                                           
1 Nick’s name has been changed to ensure confidentiality.  
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spastic quadriplegia (GMFCS level V) [16], and a profound hearing loss, for which he 
is unaided due to a perceived lack of benefit from hearing aids fitted when he was 
younger. He is non-verbal and communicates expressively using an alphabet board 
facilitated by a communication partner who finger scans through the letters until Nick 
indicates that they have reached the correct letter. He has a clear and consistent 
“yes”/”no” response and uses natural communication modes such as vocalisations, 
eye gaze and facial expression to communicate his mood, needs and interests. Nick’s 
communication partners use signs (in combination with gesture, facial expression, 
reference to real objects, and handwriting) to convey messages to him. Nick’s inabili-
ty to speak, and lack of independence in daily living activities makes it difficult to 
reliably assess his level of intellectual functioning. During his most recent cognitive 
assessment Nick’s scores in different subtests varied within the “extremely delayed” 
to “average” range. As a result of this variance and due to the modifications required 
to present test items to Nick (e.g. signing instead of speaking the instructions) and the 
fact that some subtests couldn’t be administered due to Nick’s lack of manual control, 
the assessing psychologist was unable to definitively state Nick’s level of cognitive 
functioning. However, his progress in his literacy and communication, ability to learn 
new skills and develop independent computer proficiency since implementing his 
assistive technology are indicative of an effective memory and an ability to perform 
tasks he was not able to demonstrate before, when his independence was facilitated 
with appropriate AT. 

Using a collaborative working approach that has been engendered, the extended 
team consists of Teachers, teacher’s aides, Physiotherapists, Occupational Therapists, 
Speech Pathologists, Orthoptists, a School Psychologist and an Audiologist. The team 
operates in an interdisciplinary, collaborative manner [15]. Staff generate their own 
goals related to their specific area of focus (e.g. communication, fine motor skill de-
velopment, positioning), but work with other team members to develop joint goals, 
share information and responsibilities, and train others in relevant techniques. The 
team, with family and carers regularly discuss priorities for each student and goals are 
documented in the students’ Individualised Education Plans. 

3 Outcomes  

Finding a viable access method for computer control was a breakthrough for Nick 
allowing him to access a variety of computer applications, including synthetic speech, 
independently for the first time. This could not have been achieved without consistent 
involvement from the interdisciplinary team including Nick’s family. The collabora-
tion of team members with different priorities, ideas and areas of expertise has also 
meant that the benefits for the student have been varied and have impacted on many 
aspects of his life and development. In his own words… 

My name is Nick–age sixteen. 
I like that I can get to the Internet, email, number work, 
Science and PDHPE with Grid 2. 
I use the “puff and sip” switch to get to Grid 2.. 
I like using Grid 2 to find Face Book. 
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Before the implementation of AT, a message of this kind would have needed to be 
dictated letter-by-letter using his alphabet board for a communication partner to 
record, so Nick was unable to express himself in connected sentences as in the exam-
ple above. Other functional gains of AT are discussed in the following themes: 

Academic. Nick now uses the internet for independent research on curriculum topics, 
and uses Microsoft Word to document his findings. This allowed for more formal 
teaching of syntax (especially grammar) and different text types, as teachers could 
provide feedback on his written work. Independence in communication, writing and 
research allowed for clearer assessment of Nick’s level of intellectual and academic 
functioning. 

Nick’s ability to type independently impacted on his narrative and literacy devel-
opment as he can now generate a variety of texts such as recounts, reports and letters. 
An example of this was, 

Hi Jacqui  
how are you. Next month i am go to dentist operation […].  

This morning i am go to meet people about gas i am lovely post school op-
tions this year […] 

Communication. While Nick has always been interested in his friends and the people 
working with him, the time-consuming task of using his alphabet board meant that 
Nick predominantly needed to express his own needs, interests and questions as suc-
cinctly as possible, in order to keep his communication partner’s attention. Being able 
to construct messages in his own time to e-mail, rather than always needing to meet 
the pace demands of a face-to-face conversation have meant that he was more able to 
maintain topics of conversation over several turns. This included responding to ques-
tions and requests for clarification from other people, and asking questions about 
other people’s activities and discussing mutual interests as seen in table 1. 

Table 1. Communication functions used in Nick’s e-mail communication 

Communication func-
tion 

Example from Nick’s written 
communication using AT 

Sharing news I feel excited because about tomorrow 
my dad […] is go to pet shop buy a new 
puppy. i am go to see donkey.  

Requesting information when graduation dinner? 
Making jokes i tell police coming to pick up you 
Expressing feelings i am angry with power box bad  

i am feel sick sore tummy 
Commenting My birthday same your birthday on 

december 
Sharing interests i like toy story 3 woody and buzz 
Requesting Do you want to buy a postcard to me 
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Social Relationships. For the first time, Nick was able to independently maintain 
interpersonal contact and social relationships with people outside of his home and 
school environments via web-based email and social networking such as Facebook, 
including making and informing people of social arrangements.  

Mobility. Nick’s accuracy in using the “sip and puff” switch to select a desired target 
in a scanning display has meant that his team has also been able to use it as a means to 
control his power wheelchair. He did this by using a scanning display to select which 
direction he would like to move in allowing him to explore his environment, and ap-
proach people or locations of interest.  

Self Determination. Access to e-mail has allowed Nick to contact members of his 
team directly to request assistance when his AT is not functioning properly, or with 
ideas to improve aspects of his communication system (e.g. adding numbers to his 
alphabet board.) He has also been able to play a role in researching his technology 
prior to implementation (e.g. searching for laptop brands). Nick commented, 

i am no work the percentage key on grid. you fix a the percentage on the 
grid. please can you I want you is make a new window live to grid  
I like that head switch better.  

4 Discussion and Conclusion 

The International Classification of Functioning, Disability and Health (ICF) [21] has 
described the use of assistive devices as one intervention to address activity  
limitations and participation restrictions in people with disabilities. For this particular 
student with severe-profound cerebral palsy, significant hearing impairment and addi-
tional disabilities, the collaboration process to implement AT for communication and 
computer access has had a significant and positive impact. Nick’s participation in his 
environment has profoundly changed, with increased communication skills, leisure 
options, functional mobility, and ability to actively direct his educational and therapy 
team to meet his needs. These positive gains were evidenced by an AT system that is 
now in daily use, and that is supported by a team of family members and carers with 
the skills and knowledge to operate and troubleshoot problems. Furthermore, use of 
the AT system has quickly become Nick’s preferred activity, both at home and in his 
post-school program. 

In this setting, the benefits of interdisciplinary collaboration have included a func-
tional communication system, the creative exchange of ideas, sharing of goals and 
priorities, and a shared understanding and ongoing exchange of information about the 
student’s needs across a range of domains including his physical and sensory status, 
communication and academic progress and have facilitated the continuity of service 
delivery when members of the team changed. 

The process of setting up the AT system described in this article was ongoing 
throughout the majority of Nick’s time at school, due to a variety of factors and chal-
lenges outlined in this article. There was not a ‘one-size-fits-all’ approach to AT  
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assessment and implementation [10], as consideration for the individual user’s unique 
physical, cognitive and sensory abilities was required [7]. Other important issues that 
that had to be considered was to ensure that the collaborative team did not to fall into 
the trap of not considering carer preferences and family dynamics when implementing 
AT solutions, for this can lead to mismatch, delay in acceptance of the device or  
abandonment [2]; [17]. The team also considered the availability of funding, the 
availability of appropriate hardware and software, family support and motivation, 
technological support, as well as organisational support for collaboration between 
interdisciplinary team members. This case study was shared in order to document a 
process which has continued over a decade, and to particularly highlight the need for 
a collaborative team effort between the individual, the family, therapists, educators, 
rehabilitation and AT specialists, to achieve a successful outcome.  

It is important, however, to recognise that the successful implementation of an AT 
system is not an end in itself but rather a starting point for new avenues for learning 
and development for the student and the team. It will continue to be necessary to  
develop strategies for ongoing increased functionality of the AT system as improve-
ments in technology become available, the ideas and creativity of new people in-
volved in the AT team arise, and ongoing collaboration occurs between the AT user, 
the family, therapists, carers and educators.  
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Abstract. The paper describes the early stages of one strand of an international 
project entitled Web 2.0 for People with Intellectual Disabilities (W2ID). The 
project team reports on a project pilot that involves five countries, 400 learners 
with Intellectual Disabilities (ID) (13 to adulthood), their teachers and suppor-
ters, developing rich media web content using Multimedia Self Advocacy Ap-
proach and the specially designed ‘Klik in’ platform. 

The ‘Klik in’ Web2.0 platform was designed to enable people with ID to ex-
press their views and preferences using pictures, videos, sounds and text and to 
share these with their peers and supporters.  Easy-to-use learning materials and 
a standardised pedagogic approach were also developed to assist learners and 
supporters throughout the project. The project is being monitored and evaluated 
using mostly quantitative instruments, although some qualitative data is also be-
ing collected and will inform final findings. The early results indicate that 
learners with ID are motivated to work with rich media content and the web 2.0 
‘Klik in’ platform and are able to express their right to self advocacy. 

Keywords: self advocacy, multimedia, digital inclusion, intellectual disability, 
web 2.0, klik in, website, internet, rich media content. 

1 Introduction 

The concept of Multimedia Advocacy was developed by researchers at The Rix Cen-
tre, based at the University of East London in the UK through their work with people 
with ID (Intellectual Disabilities). 

The Rix Centre is a research and development organisation committed to realising 
the benefits of new media technologies to transform the lives of people who have ID. 
It combines expertise in practical development of products and services for this popu-
lation, with academic evaluative research reflecting on its own activities for both self-
improvement and as a contribution to a wider pedagogical debate on using accessible 
information technology.  
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The Centre’s research involves the interplay between ‘development activity’ and 
‘research activity’, weaving a path between the two streams of research and develop-
ment. For example, web developers will take time out to reflect on their learning from 
the production process and a research project will incorporate practical development 
work to generate data and evidence. Thus, the research agenda is developed through a 
dialogue between developers, researchers and communities of existing and potential 
users, including people with ID themselves.  

Multimedia advocacy or more accurately ‘multimedia self-advocacy’ is an ap-
proach employed by the Rix Centre whereby information technology is used with 
people with ID enabling them to self advocate. It mobilises people around specific 
topic and methods, which lend themselves to research practice. This is because in the 
gathering and imparting of the expertise required in multimedia production, the ICT 
itself – in the form of digital cameras, microphones and recording equipment etc. – 
facilitate research because they stimulate activity. 

2 Self Advocacy 

Self-advocacy is facilitated in three key areas: enabling people to express themselves 
in various situations; helping to promote self satisfaction, pride and confidence; 
enabling people to better understand information. 

The term has been defined as an individual’s ability to communicate effectively, 
convey, negotiate or assert one’s own interests, desires, needs, and rights.  It involves 
making informed decisions and taking responsibility for those decisions (VanReusen 
et al., 1994). The aims of research promoting self-advocacy include empowerment 
(e.g. Oliver, 1992), inclusivity (e.g. Walmsley, 2001), and self-reflection (Porter and 
Lacey, 2005). As Test (2005: p43) points out, ‘Literature in both disability and educa-
tional research has identified the development of self-advocacy skills as crucial to the 
successful transition of students with disabilities into adult life’. Of course, self-
advocacy skills do not come naturally – people need instruction in acquiring them 
(Test, 2005; Lehman, et al, 2000). 

David Test and colleagues at the University of North Carolina at Charlotte (Test et 
al, 2005) reviewed the literature on self-advocacy, from which they constructed a 
‘conceptual framework’ of self-advocacy for students with disabilities. The frame-
work includes four components: knowledge of self, knowledge of rights, communica-
tion, and leadership. It is worth quoting the framework description at length, as it 
mirrors the views of the Rix Centre. 

‘Knowledge of self and knowledge of rights are viewed as the foundations of self-
advocacy, because it is necessary for individuals to understand and know themselves 
before they can tell others what they want. … The next component … is communica-
tion of one’s knowledge of self and rights. Learning how to communicate information 
effectively with others through negotiation, assertiveness, and problem solving … is 
critical to self-advocacy. The final component, leadership, enables a person to move 
from individual self-advocacy to advocating for others as a group of individuals with 
common concerns’ (Ibid: p45). 
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All these components of the framework devised by Test et al (2005) fit the work of 
the Rix Centre, with a central theme of its work encouraging participants to self-
reflect, to learn about rights and services, and to communicate that knowledge. The 
final component, ‘leadership’ is of particular importance, as the Rix Centre is a strong 
advocate of peer support and sees this as a key aspect of self-advocacy. As found in 
Rix’s own research (Minnion et al, 2008, 2006; Williams, 2008), people with learning 
disabilities have difficulty in putting themselves in the position of others, although 
there is some evidence that technology can help individuals do this (Williams, 2008).  

3 The W2ID Project (Web 2.0 for People with Intellectual 
Disabilities) 

In this EU funded project organisations from Portugal, Latvia, Finland, UK and Aus-
tria work together for 2 years. The primary aim of the W2ID project is to enhance 
employability skills and active citizenship of people with ID by developing and adapt-
ing an existing prototype Web 2.0 platform called “Klik in”. 

 

Fig. 1. Screenshot of the Web 2.0 platform Klik in; Pilotplan (www.klikin.eu/pilotplan) 

The platform is designed to give people with ID a virtual space for creating know-
ledge and sharing their experiences and views of the work and life with others. Con-
tent identified as having most impact amongst people with ID is rich media content 
created by the users themselves via Web 2.0 technologies that share individual expe-
riences. Hence the online platform consists of an accessible, easy-to-use content man-
agement system in the back-end, that enables people with ID to upload, organise and 
finally publish rich-media content within a given framework and a standardised front-
end in form of a mind map-looking website for presenting, publishing and 
'consuming' rich-media content produced by themselves. 

In each country the project will culminate in the publication of a set of self-made 
multimedia websites that provide personal stories, information and guidance produced 
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by people with intellectual disabilities. This peer support and learning resource will be 
accessed from a single national portal.  

The W2ID Project focuses on three different target groups: school aged learners 
13-18, adults aged 24+ who have an ID and 18-24 year olds with ID not in formal 
education, employment or training (NEET).  

At the core of the project is to pilot the web 2.0 platform and its accompanying pe-
dagogic approach within 5 European countries, evaluate and report on personal level 
outcomes and impacts among the pilot group of end users with ID. 

4 End-User Pilot and Its Curriculum 

This chapter briefly describes an extract of the standardised session plans, as it is an 
essential part of the accompanying pedagogy and evaluation design. 

4.1 Session 1: Getting Started 

Working with ‘Klik in’ starts with a brief introductory session for learners on the 
project itself and its goals. This is followed by the baseline analysis process, designed 
to find out about the pilot learners’ present knowledge, confidence and skills in each 
of the four areas that the pilot intends to cover: Active Citizenship, Employability, 
Web & ICT and Communication.  

Learners are introduced to the ‘About Us’ website in this first session and get an 
opportunity to experience how the ‘Klik in’ easy-build system works and how easy it 
is to use. The ‘About Us’ website is password protected, so it cannot be seen publicly 
on the Web.  

4.2 Session 2: About Us 

This session focuses on the class as a group as well as aiming to give website building 
experience to each individual, introducing and developing the activity of making multi-
media by using photos, videos, audio and text to present yourself and talk about your 
life. There is a lot to learn in this session e.g. communicating in pictures, using cameras, 
recording video and sound. Adding titles and captions to pictures and how this can 
shape and change what they mean. Planning together using pen & paper or a white-
board. Team-working skills etc. – plus of course ‘How to make a ‘Klik in’ website!’ 

4.3 Session 3: Thinking Pictures 

The primary aim of this session is a focus and practical examination of how to take 
effective pictures. What is a good picture? How can I express something with an im-
age/picture? How do I want to present myself in public? What experiences do I have 
of publishing pictures on the Internet (e.g. on a social network like Facebook). These 
are some examples of questions that should be raised in this session. The aim is that 
learners learn to plan and take pictures in a more conscious and thoughtful way and 
then review them to make selections of the best images to use.  
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Fig. 2. Screenshot of the Web 2.0 platform Klik in; About us (www.klikin.eu/aboutus) 

4.4 Session 4: Going Out 

This session is about active participation in society. Out of many possibilities, we 
have elected to start with the general activity of “Going out“ as a true-to-life example 
of how to actively participate in society. We talk about going out with friends or fami-
ly, going to the movies, etc. It could be any “going-out activity“ that learners suggest. 
In this session learners go out to public places of their choice and take pictures, record 
video and audio clips to represent places that are significant to them and share them 
with others. Their work is structured and guided by questions like: Why is it worth-
while to go there? What do you like about that place/activity? Etc. 

4.5 Session 5: Jobs and Activities 

The focus of this session is the learners’ personal experiences of work, jobs or everyday 
activities (e.g. supported employment, activities within a day center). School-aged par-
ticipants or people without any job experiences can alternatively talk about their dream 
job or their ideas and wishes about work, volunteering or other activities that contribute 
to the community. The aim of the session is to share some of these experiences and 
wishes with others and find out more about learners’ skills and abilities.  

4.6 Session 6: Sharing 

The last pilot session aims to give users the opportunity to visit the national portals to 
see what websites others have created. Viewing and experiencing the different multi-
media outputs of other people with ID is a crucial part of Klik in. It enables pilot users 
to have additional learning experience, as they see what others have done and draw on 
their experience to evaluate the usefulness and quality of the material. They are taking 
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a significant further step as they share their multimedia online via the national portal. 
This also provides opportunity for learning about risks and responsibilities as you 
publish content online. They review what they have learned and experienced during 
the pilot. At the end the learners finalise this reflective process by evaluating the pilot 
by completing questionnaires and feeding back their points of view.  

5 Evaluation Design and Methodology 

The evaluation is still in its early stages. It follows an explorative research design and 
therefore makes use of a multi-perspective approach to capture different points of 
view. It puts the main emphasis on the user’s perspective, but also asks for the sup-
porter’s perception of the pilot and its impacts on people with ID as well as an analy-
sis of the generated content output in form of created multimedia websites.  

The methodology employed for the data collection and analysis is quantitative as it 
will provide good standardised, comparable data and results. We will also collect 
some qualitative data by asking open ended questions to address more difficult topics, 
such as changes in personality, self-perception or satisfaction. 

5.1 Users Perspective 

The users view will be captured at two different points in time: prior to the pilot 
workshops and at the end of the pilot delivery. The first survey will measure the pilot 
users existing knowledge, confidence, self advocacy and skills in areas such as em-
ployment, active citizenship and communication/ICT, providing a baseline for impact 
evaluation. The designed questionnaire is written in easy-to-read language and mostly 
easy answer categories are used (e.g. 4-point frequency scales). 

This survey will also be used for setting individual goals. People are asked to say 
what they want to learn. The possible aims are partly predefined and orientated on the 
content of the standardised sessions – they reflect possible learning impacts and help 
users to focus on their goals for the pilot.  

Within the impact survey in the last pilot session supporters repeat the set goals 
and ask the learners to assess if they have achieved the aims or not.  

5.2 Supporters’ Perspective 

Supporters and teachers will trial the pedagogic approaches and the learning mate-
rials. Their experiences and perceptions during the pilot are essential components of 
the further development of ‘Klik in’ and the learning materials. Their perspective is a 
key resource for getting a richer picture of users’ learning impacts and developments. 
The supporters’ point of view will also be captured by a specially designed question-
naire that will cover the following: Learning impact of users (concerning the core 
themes, confidence, and motivation); Training of supporters (scope, contents); Learn-
ing materials; Conduct of pilot sessions; Challenges & lessons learned; Recommenda-
tions and improvements. 
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5.3 Analysis of Website Output 

Another source of information on the pilot is the final output of the websites produced 
by participants.  

According to the aims of the end-user pilot delivery a minimum of 8 websites per 
country should be produced (involving 80 learners). Partly the thematic orientation of 
these Websites is determined by the standardisation of the pilot (due to the general 
session plans), but there is still a lot of space for personal interests and individual 
priorities. Furthermore, the final focus and realisation of the content-output depends 
on the learners themselves and how the supporters lead the workshops. 

5.4 Sample and Data Collection 

The aim of the End-User Pilot is to implement and evaluate ‘Klik in’ with 400 Users 
with ID from the 3 target groups. This means that every partner organization is ex-
pected to involve 80 users. Because of different levels of learning disabilities and 
capacities it is improbable, that all participating users can also participate in the eval-
uation. Nevertheless, we aim for a total population survey, expecting as many users as 
possible to participate in the survey. The expected participation rate should be at least 
50%, which means 40 users per country. 

The expected distribution of participating learners is at least 30% school aged and 
30% adults.  

6 Outlook and Early Findings 

The pilot was still continuing at the submission date of this paper in April 2012. 
Therefore it is not possible to present any empirical evaluation results. At the ICCHP 
statistical results as well as some case studies will be presented focusing on personal 
level impacts of users and possible fields of application of multimedia advocacy. 

Within the Austrian Pilot an interim meeting took place, where the participating 
organisations reported their first experiences. In Austria, over 11 different organisa-
tions participate in the pilot. Most of them have a focus on digital inclusion and edu-
cation. Some of these reflections conclude this paper. 

In General learners were motivated to work with rich-media and the web 2.0 plat-
form. They showed willingness and enthusiasm to actively participate in the sessions, 
take pictures of themselves and their colleagues and finally build their own websites. 

All organizations unanimously assessed ‘Klik in’ as very user-friendly and reported 
that learners very fast found themselves able to use it independently and also felt confi-
dent in using it. Some of them experienced challenges in using the tool due to a lack of 
ICT knowledge and confidence in working with computers and multimedia. 

Difficulties were reported concerning independent work and the responsibility to 
take one´s own decisions (e.g. in selecting pictures or movies). Different pedagogic 
approaches were used. Some supporters provided more guidance and structure, but 
others preferred to hand over the projects lead to learners themselves and let them 
manage the pilot sessions with a lot of room to maneuver. One supporter reported an 
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interesting development which leaves us with a lot of questions for the analysis of the 
evaluation data: “For our clients it was a totally new experience to be in control of a 
project, to realise, that it´s their project and that they can decide what to do. At the 
beginning they were confused and overtaxed. But very fast the whole process gained 
momentum and they started to take the wheel”. 
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Abstract. This paper presents a new approach to empirical validation
and verification of guidelines for easy-to-read material. The goal of our
approach is twofold. One the one hand, the linguistic analysis investigates
if the well-known rules are really applied consistently throughout the
published easy-to-read material. The findings from this study can help
define new rules and refine existing rules.

One the other hand, we show how the software developed for
the linguistic analysis can also be used as a tool to support authors
in the production of easy-to-read material. The tool applies the rules to
the new text and highlights any passages that do not meet those rules,
so that the author can go back and improve the text.

1 Introduction

One of the main aspects of access to information for people with intellectual
or learning disabilities is the accessibility of the content – especially of written
information. In recent years the need to provide information in easy-to-read for-
mat has become widely recognised. For instance the German legislation requires
easy-to-read content on national public web sites [4]. At international level the
topic is promoted among others by the European initiative Inclusion Europe [5]
and the W3C Research and Development Working Group (RDWG) [9].

However, most of the easy-to-read material is produced by small organisations
and businesses, using a variety of guidelines, rules, and approaches. For the
German language there exist several different sets of easy-to-read guidelines.
The project Digital informiert – im Job integriert (Di-Ji) compiled an overview
of the available guidelines [3].

In the majority of cases it is not documented how the rules were derived.
Presumably, most rules are based on the expertise of the authors. Through sev-
eral years of involvement of people with cognitive and learning disabilities the
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translated texts – and thus implicitly the rules – were validated by the target
audience of easy-to-read material.

In this paper we present a new approach to empirical validation and verifica-
tion. We use linguistic analysis to find out if the proposed rules are really applied
consistently throughout the easy-to-read material. We also show how this ap-
proach can help define new rules and refine existing rules. Linguistic analysis of
easy-to-read texts captures the implicit knowledge of the experts and can thus
help to clarify rules that inexperienced authors may find too unspecific.

Furthermore, the software that was developed for the linguistic analysis can
also be used as a tool that supports authors in the production of easy-to-read
material. The tool applies the rules to the new text and highlights any passages
that don’t meet those rules, so that the author can improve the text.

The next section provides some background information on the idea of easy-
to-read and on grammar checking. In section 3 we describe the implementation of
the author support tool and explain the concept of the linguistic analysis. Section
4 presents the result of the analysis. The experiments described in this article
address the rules for length and complexity of sentences in easy-to-read material.
The analysis was carried out on German language texts but the methodology
can be applied to other languages as well. Finally, section 5 concludes the paper
with some prospects for further development.

2 Background

2.1 Easy-to-Read

The terms “people with learning disabilities” or “people with intellectual dis-
abilities” describe a wide spectrum of different persons with varying skills and
abilities, ranging from persons who only have minor problems with understand-
ing complex texts to persons who cannot read at all. The goal of easy-to-read
material is to convey the information to as many people as possible. It is accepted
that there will still be some people who can not understand the texts.1

Easy-to-read guidelines include requirements and recommendations for differ-
ent aspects of a document:

Words: Use words that are easy to understand. Avoid foreign words and meta-
phors.

Phrases and sentences: Use short sentences and address the reader directly.
Avoid negative sentences and passive voice.

Structure and consistency of text: Use the same words to describe the same
thing. Order to information so that it is easy to follow. Repeat important
information.

1 There are also other groups who benefit from easy-to-read material: Persons with
low literacy, persons with another native language, or elderly people with reduced
visual and cognitive ability. Some of the diverse requirements of those user groups
might not be covered by the guidelines analysed in this paper.
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Formatting and layout: Start each sentence in a new line. Choose a font and
font size that are easy to read. Ensure good contrast between text and back-
ground.

Presentation: Include images to support the understanding of the text.

Our approach focuses on the first two of these aspects because layout and pre-
sentation aspects usually depend on the text format and software application
used to process the text. The checking of the consistency of texts can not be
addressed either because it would require linguistic analysis of longer runs of
text beyond the level of individual sentences.

The implementation presented in this paper is based on the European In-
formation for all guidelines [5] which are currently the most widely recognised
standard for easy-to-read material in Europe. The Information for all guide-
lines are available in several languages, which will simplify the application of
our approach to other languages in the future.

2.2 Grammar and Style Checking

Style and grammar checkers for word processing software were first introduced in
the 1970s. Initially the tools could carry out checks of punctuation and highlight
commonly misused words and phrases. The advancement of natural language
processing software lead to new capabilities including sophisticated grammar
checks and assertion of controlled language. The term controlled language refers
to a natural language with restricted grammar and vocabulary. The purpose of
controlled language is the reduction of complexity and ambiguity for example
in instruction manuals or other written documentation. O’Brien [8] presents a
(theoretical) linguistic comparison of eight different controlled language rulesets.

The implementation presented in this paper is based on LanguageTool [6,7],
the grammar checker extension for OpenOffice.org/Libre Office. We chose this
software package for several reasons:

– The software is made available under a free and open source licenses.
– It can be easily extended with user-defined grammatical rules.
– It provides basic linguistic analysis for multiple languages.
– The checker can be used as part of OpenOffice.org/Libre Office but also with

a stand-alone user interface and as a web service.

3 Methodology

3.1 Implementation of Rules for Easy-to-Read

The linguistic rules in LanguageTool are implemented in a special XML-format.
It can check conditions on words and on part-of-speech (i. e. on the grammatical
form of a word such as verb, noun, singular, plural, pronoun, or conjunction). It
supports not only exact matches but also regular expressions.
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Fig. 1. Screenshot showing the application of rules to a German sentence

For Example: The linguistic analysis assigns the part-of-speech tag ZAL to
numbers written as words. The rule below matches words with the part-of-tag
ZAL and gives the recommendation to use digits instead.

<rule id="easy-to-read:numbers">

<pattern>

<token postag="ZAL"/>

</pattern>

<message>Write numbers as digits, not as words.</message>

</rule>

In the current prototype, thirty rules to check grammatical aspects of easy-to-
read material could be implemented, including rules to check the use of numbers
(numbers written as words, Roman numeral, dates, high numbers, percentage
values), the use of abbreviations and acronyms, and the use of passive voice and
subjunctive mood.

Figure 1 shows the LanguageTool stand-alone user interface. Users enter the
text in the text field. The bottom part presents the potential problems and hints
how to improve the text.

3.2 The Corpus

Our experiments are based on the assumption that quality-assured easy-to-read
material can serve as source of implicit knowledge about the linguistic structure
of easy-to-read texts and the underlying rules.

We collected easy-to-read material from several sources, making sure to in-
clude only material that was written by experts and tested by people with
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intellectual or learning disabilities. The corpus contains German language texts
from Austria and Germany. In a preprocessing step the documents were con-
verted into plain texts and split into sentences, resulting in a corpus of almost
3000 sentences (approximately 22 000 words).2

3.3 Validation of Rules

Besides recommendations for words and phrases, easy-to-read guidelines contain
also recommendations for sentences. In the easy-to-read guidelines for the Ger-
man language, these recommendations differ in level of strictness as well as in
level of detail.

The Information for all guidelines recommend “short sentences with only one
idea per sentence”. The German legislation (BITV 2.0) requires “short sentences
with clear structure”. Sentences with a single dependent clause are allowed but
the use of further nested sentences is discouraged [2]. Other guidelines like the
Austrian Capito-Leicht Lesen Quality Standards [1] include more detailed rules
about the use of subordinating conjunctions (such as German “obwohl” which
means “although”).

The requirement for short sentences is a typical example of an unspecific
rule. Especially less experienced authors might ask: “How long is a short
sentence?”

4 Results

4.1 Sentence Length

In Figure 2 we present the results of sentence length analysis in our test corpus.
The data is distributed according to the Poisson distribution. The mean sentence
length is approximately eight words. The majority of sentences has less than 13
words.

In the proposed author support tool, this result could be used in the following
way: The author is warned if the sentence length of the new text deviates from
this distribution, i.e. if sentences are too long in general. Moreover, specific
sentences that are longer than the others are highlighted so that the author
can revise them.

4.2 Sentence Complexity

The analysis uses two indicators of sentence complexity. Both indicators can be
related to the easy-to-read guidelines described in section 3.3.

First, we suggest to measure the complexity of sentences and the number
of ideas presented in a single sentence by counting the number of dependent

2 The corpus was collected as proof of concept. We are aware that more data are
needed to confirm the findings presented in this paper.
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Fig. 2. Distribution of sentence length in the easy-to-read corpus (3000 sentences)

sentences. Table 1 shows to relative frequencies of the four types of sentences
identified in the test corpus.

Overall, almost 80% of the sentences in the corpus consist only of a main
clause and have no dependent sentences. About 20% of the sentences have one
dependent clause. Only a few sentences (less than 2%) have a more complex
structure (i.e. two dependent sentences or a nested relative clause). It can be
assumed that those more complex sentences slipped in unintentionally and might
have been avoided if the authors had used a language checking tool to identify
those cases.

Moreover, Table 1 also allows a comparison among the texts. It can be seen
that text A on average has a simpler sentence structure. However, we can draw
no conclusions if this is caused by the individual style of the author or if a
different set of easy-to-read guidelines has been applied.

The second indicator is the type of conjunction use in the texts. Frequently
occurring are “wenn” (Eng. if ), “dass” (Eng. that), “und” (Eng. and), “oder”
(Eng. or), “aber” (Eng. but), and “weil” (Eng. because used as subordinating
conjunction). Our conclusion is that sentences using these conjunction meet the
easy-to-read quality standards.

Only few occurrences were encountered for “denn” (Eng. because used as
coordinating conjunction), “als” (Eng. when), “sondern” (Eng. but instead), and
“obwohl” (Eng. although). Some of the conjunctions in the second group are even
described as to be avoided in the easy-to-read guidelines. The proposed author
support tool could flag the use of these more difficult conjunctions and ask the
author to find alternatives or split the complex sentence into two simpler ones.

This experiment shows how the empirical results of a linguistic analysis can be
used to refine and clarify existing easy-to-read guidelines resulting in rules that
are specific enough to be checked by software applications such as the proposed
author support tool.
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Table 1. Analysis of sentence structure: Relative frequency of different types

Text A Text B Text C complete corpus

only main clause 86.7% 73.6% 76.4% 78.9%
one dependent sentence 12.7% 25.9% 21.0% 19.9%
two dependent sentences 0.3% 0.4% 2.2% 0.9%
nested relative clause 0.3% 0.1% 0.4% 0.3%

100.0% 100.0% 100.0% 100.0%

4.3 Further Findings

The test corpus was also checked with the LanguageTool easy-to-read implemen-
tation. We found that the quality-assured easy-to-read material generally meets
the rules quite well. There were no validations of the “avoid subjunctive mood”
rule. There were a few occurrences of the genitive case, which might even have
been caught if the authors had had a style checker at their disposal. Other rules
are not followed consistently. For instance we found many occurrences of passive
voice and negations. This might be an indication that these rules need to be
refined.

5 Conclusion and Future Work

This paper demonstrated how linguistic analysis can provide new insights in the
structure of easy-to-read language. The approach can be used to validate and
refine existing rules. Our experiments show that quality-assured easy-to-read
material generally meets the easy-to-read standards but we also found some
rules that need further refinement. We also found an indication of systematic
differences between easy-to-read texts. Further research in this direction, could
help to harmonise the currently existing guidelines.

The grammar and style checker is not only useful for empirical studies. It is
also a helpful tool to support (less experienced) authors of easy-to-read material.

In the future we plan to extend the tool with more rules and carry out further
linguistic experiments which could lead to the discovery of currently unknown
easy-to-read rules.

Acknowledgements. The project Di-Ji is based on the outcome of the con-
ference Digitally informed – integrated at work which was held by AbI. AbI is
the German Alliance for barrier free Information technology. The project Di-Ji
is funded by the German Federal Ministry of Labour and Social Affairs.
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Abstract. Most research activities on web accessibility focus on people with 
physical or sensory disabilities, while potential users with cognitive disabilities 
still lack adequate solutions to overcome barriers resulting from their disability. 
The innovative graphical user interface to be developed within the project 
CAPKOM intends to change this. In a novel approach, this user interface shall 
be instantly adaptable to the very different demands of people with cognitive 
disabilities. Iterative user tests will feed results into practical software  
development, first exemplified by a community art portal for people with  
cognitive disability. 

Keywords: Accessibility, Webdesign, Graphical User Interface, Cognitive  
Disability. 

1 Background / State of the Art 

There is an extensive set of rules and guidelines for designing, implementing and 
publishing barrier free websites and software concerning general, technical accessibil-
ity (e.g. WAI-W3C, WCAG etc.) from the perspective of different groups involved in 
providing content and information via the internet. Those rules guarantee that a broad 
scope of users with and without disabilities is able to access and use the web as in-
formation and communication facility also comprising users with motor and/or mani-
pulation disability, blind and partially sighted users, deaf and hard of hearing users 
and older adults. 

People with cognitive disabilities face a different (if not even a reverse) situation as 
conventional navigation and “pure” textual description build up insurmountable ob-
stacles (in getting information or using mainstream ICT) [2]. An example of a contra-
dictory situation might be a flash-video explaining a website before use. This can be 
superfluous or even annoying for mainstream users but very helpful if not necessary 
for the target group. The same applies to the so called “mouse-over function”, that 
might be helpful to understand the meaning / function of a word / link or the use of 
specific colors to explain contextual relations, what contradicts to wai-w3c regula-
tions when used on its own but is highly beneficial when used to enrich the given 
information and eases perception (e.g. red (“be careful”) / green (“proceed" / "clear”). 
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In recent years, a number of experts raised awareness on challenges in making in-
ternet accessible for people with cognitive disabilities [10], [11]. Most experts judge 
that accessibility for users with cognitive disabilities can be a far greater challenge 
than for those with other types of disabilities [3]. The individual needs of people with 
cognitive disabilities vary widely depending on grade and form of the disability. Ex-
perience shows that despite the complexity of the problem, there is evidence that us-
ers with cognitive disabilities could use internet if an appropriate and customized user 
interface was provided. Preferably this should be a graphical user interface (GUI). 
The development of such an innovative graphical user interface instantly adaptable to 
the needs of people with different types of cognitive disabilities is one of the aims of 
the project CAPKOM.  

Some existing solutions for web accessibility translate mainstream websites into 
symbols or read them aloud [12], yet the meaning of the text still remains inaccessible 
for users with respective impairments. Further criticism arises as some experts claim 
that even sites serving the cognitively disabled population often are not accessible to 
the cognitively disabled. In many cases they appear to be designed for parents and 
caregivers instead of the intended target group, the users with cognitive disabilities 
[3]. The adaptability of the planned graphical user interface in the context of the 
CAPKOM project clearly targets users with cognitive disabilities themselves. As part 
of the user testing, we will try to monitor to what extent people with cognitive disabil-
ities are able to gain independence from their caregivers in using information and 
communication technologies and identify the necessary prerequisites.  

One of the big assets of the CAPKOM interface is its technological platform inde-
pendence. This fact is highly important, especially as the market for assistive technol-
ogies is changing quickly. A number of experts assess that new mainstream hardware 
technologies like tablets – if equipped with dedicated software – contain the potential 
to disrupt the market for assistive technologies. Often-quoted example is the iPad with 
Proloquo2Go or a similar communication app [6]. The planned graphical user inter-
face will run on PC/laptop environments with different operating systems and will 
also be easily transferable to other devices like tablets or smartphones. 

2 Methodology 

The terms “people with cognitive disabilities” / “people with learning disabilities” or 
“people with intellectual disabilities” describe a wide spectrum of people with most 
diverse levels of abilities and competences ranging from mixing up single letters or 
numbers to not being able to read or write at all and using symbols instead. 

Within the project CAPKOM, we aim at implementing measures and activities to 
guide people with cognitive disabilities towards the use of new media applications and 
in the same time adapt structures to include people with cognitive disabilities in the 
digital world and prevent them from further discrimination. With an initial survey 
amongst institutions and carers for people with cognitive disabilities we analyzed the 
problems and the internet surfing behavior of the target group. 31 guardians answered 
the different questions for altogether 491 clients and the most important result was that 
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people with cognitive disabilities face biggest difficulties through high text complexity 
(19 %), confusing advertisements (18 %), inconsistent menu as well as navigation struc-
tures (16 %) and overloaded pages / websites (12 %). Concerning the surfing behavior, 
we found out, that 46 % use the internet without help and 39 % need personal assis-
tance. The relatively high figure of 46% is partly due to the fact that a number of clients 
were surveyed who had participated in dedicated IT workshops before. 

The survey gave an overview on the most hindering issues for our target group dis-
cussed later on. Following the results, we for example pay special attention to text 
complexity. Besides the use of basic “easy2read” rules and guidelines, symbols will 
support and enrich navigation and content. An experimental pilot study by Bernasconi 
[1] on technical conditions and participatory impact of people with cognitive disabili-
ties showed the importance of such supporting symbols. According to this study the 
target group preferred to click on icons in the menu instead of using text links (but-
tons with text). Following Bernasconi [1], the use of well introduced and known icons 
and symbols facilitates navigation, understanding and use of a website. 

As next step, we evaluated the current situation with regard to barriers and difficul-
ties, browsing behavior and IT skills of our target group and started to categorize our 
panel in three gradations (self-dependent with minor adaptations, self-dependent with 
major adaptations, depending on personal assistance) using a draft field manual: 

• group description, “cross section” 
─ description of disability in terms of grade, form and typical constraints 

• physical description, “individual persona” 
─ use of and experience with technology 

• scenario 
─ typical application environment (e.g. private, leisure time, for work) 
─ usage (e.g. self dependent use, AT usage, needed personal assistance,…) 
─ target application (e.g. does the respective person surf the internet; if yes, with 

which devices (PC, Smartphone, Tablet, with/without AT) 

Experiences in (accessible) web-design show that intuitively useable, clearly (what 
does not necessarily mean plainly) designed and consistently structured websites 
serve all (intended and unintended) users comprising users with mobile devices, el-
derly people, non-native speakers as well as blind people and of course people with 
cognitive disabilities. Besides this, our aim is to introduce the target group to the in-
ternet and give them the opportunity to use CAPKOM as a supporting platform. Some 
outstanding products following the "Design for All" concept show that many inven-
tions initially targeted to people with disabilities or elderly pay off and are a major 
benefit for all – independent from knowledge, age or disability. The remote control, 
originally developed to assist people with mobility constraints is nowadays an integral 
part of most households. Like the remote control, CAPKOM should pave the way for 
imaginative new services with target-group-oriented websites and software  
applications. 



380 A. Petz, N. Radu, and M. Lassnig 

3 R & D Idea 

People with or without disabilities that are not able to read or write at all are at the 
risk of being left behind as even basic tasks like entering a username or password puts 
them in the situation of needing assistance. As this target group in most cases depends 
on personal assistance in using new media, one of our main goals is to build up an 
engaging yet barrier free web application (supported by symbols) to spark their inter-
est in the internet and its possibilities, raising their competence in using these offers 
and provide facilities to include them. 

From a technical perspective, our targets are: 

• Design and development of a software-framework for the creation of user interfac-
es for people with cognitive disabilities 

• Implementation of this framework using the example of: 
─ A community art portal [4] 
─ An application for smartphones 
─ A communication software suite [already sketched and in development by 

PLATUS, a project partner and company working in the area of Augmented and 
Alternative communication (AAC)] [5] 

• Based on the findings and results from intensive user testing (our panel comprises 
around 400 individuals with a very diverse set of abilities and competences), we 
will develop mobile applications for smartphones and software solutions for Aug-
mented and Alternative Communication (AAC) 

• Last but not least we plan to develop a wizard to easily adapt the user interface to 
the needs of the respective user with cognitive disabilities. 

This requires a special methodology: 

• Research and development of a knowledge model adapted to people with cognitive 
disabilities, 

• Development of a symbol based communication system adapted for the specific 
needs of people with cognitive disabilities, 

• Provision of an adequate user interface adapted to the project framework, 
• Experience-prototyping for iterative software development and evaluation routines. 

4 First Results 

We designed different mock ups with symbols and navigation structure and imple-
mented them within a user interface and a website (a community art portal) for people 
with cognitive disabilities seen on Fig. 1. below, containing some pages for upload-
ing, showing and discussing self-made pieces of art with: 

• An easy to use, color indicated navigation scheme. 
• Symbols additionally to textual indicators 
• Simplified text 
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Fig. 1. Screenshot showing a page out of the community art portal for people with cognitive 
disabilities (mock-up) before CAPKOM user tests and expert feedback 

With the mockup shown in Fig. 1 we went into testing (people with cognitive dis-
abilities, their caregivers and communication experts) and adapted the first idea fol-
lowing the feedback. Furthermore, we gained useful information on the preparation of 
an action plan following focused discussions with experts and caregivers for people 
with cognitive disabilities: 

• A separate database should give the opportunity to upload a user’s own icons or 
pictures. 

• The portal should provide the possibility to learn a certain structure of websites, 
which supports the target group by giving them tools, methods, community expe-
riences and training actions for other internet sites and platforms. 

• Possibility to easily implement own (known) and restore default symbols. 
• Undo-function, acting as safety net mechanism. 
• AAC: icons with text, speech output, mouse-over-function. 
• Clear distinction between website content and navigation area. 
• Search-function placed in the upper right part of the site. 
• Navigation placed on the left side, with pointed out buttons and control elements 

enriched by big icons, leading to a better overview and orientation. 
• A short introduction of the platform is necessary, especially in making settings and 

adjustments. 

As displayed in Fig. 2., the color based navigation disappeared. Additionally, we took 
all texts on this portal and translated them into an easier language version following 
the “European standards in easy to read and use information” [7] and last but not 
least, we adapted the whole structure of the page to a better overview and usability. 
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Fig. 2. The CAPKOM art portal in version 2, after user testing and expert discussions 

In a next step, we will go into further user testing and develop and implement the 
wizard for adapting the user interface to the individual needs of users. Results will be 
a newly adapted user interface and the art portal with symbol support and easier lan-
guage adaptable to at least 3 different grades of complexity: 

• “Mainstream users” – self-dependent with no or only minor adaptations or audio 
output (as we do not want to build up another “ghetto application” but give people 
with and without disability the equal chance to display, discuss and possibly sell 
their masterpieces) and with all the navigation items available (including building 
up own galleries and groups with different artists, entering events etc.); 

• “Easier language without symbols” – to facilitate self-dependent people with a 
higher level of language proficiency, giving them easier language and also the 
chance to toggle between audio on and off to get support (speech output) with most 
of the navigation items available, 

• “Easier language with symbols” – the most simple version, including audio output 
and with only some of the navigation items facilitating basic tasks within the art 
portal (the exact set of possibilities and items are subject to upcoming user tests). 
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5 Conclusion 

With the CAPKOM project and all related applications, we aim at two primary goals: 

• Ethical goal: To include as many people as possible in innovative applications of 
information and communication technologies and bring them together (e.g. in a 
community art portal where they can express themselves and discuss their works) 
without barriers. In this context, the community art portal can be regarded as an 
easy and reliable starting point, which gives users the opportunity to learn how to 
realize the different possibilities provided by the internet.  

• Practical goal: By using our example applications, we show how modern ICT and 
AT is best implemented and adapted to the needs of a very diverse user group and 
how this knowledge can also provide commercial benefit. There is a great demand 
for ICT for people with disabilities but still, the offer is very limited. Concerning 
the commercial benefit, ever more people are getting access to the internet and the 
wired disability community continues to grow at incredible rates. Ultimately, there 
is a new market to be opened up [9]. 
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Abstract. This article focuses on the development of detection and classifica-
tion system of environmental sounds in real-time in a typical home for persons 
with disabilities. Based on the extraction of acoustic characteristics (Mel Fre-
quency Cepstral Coefficients, Zero Crossing Rate, Roll Off Point and Spectral 
Centroid) and using a probabilistic classifier (Gaussian Mixture Model), prelim-
inary results show an accuracy rate greater than 93% in the detection and 98% 
in the classification task  

1 Introduction 

The research presented in this article broaden previous studies by the authors [1], [2] 
focus on finding solutions which allow the detection and classification of household 
sounds with two clearly defined objectives: 

1. Helping people with hearing impairment to cope with daily situations in which 
they are presented with meaningful sounds, such as warnings/alarms, doorbells or 
telephones ringing, alarm clocks, etc. 

2. To collect information from the environment which may be used to track the  
behaviour pattern of an individual. With this, daily activity can be later analyzed in 
order to detect and prevent habits which may lead to illness or physical/cognitive 
deterioration. 

Various solutions or devices for the hearing impaired, aimed at detecting and iden-
tifying sounds can be found. However, most of them are based only on the detection 
of any sound over a particular pre-set intensity threshold and/or duration. In scientific 
literature different publications describe the search of acoustic characteristics [3] that 
define environmental events and the algorithms that help in their discrimination [4]. 
Nevertheless, the number of such research projects is very limited and most of them 
focus on the surveillance field [5], [6]. 



386 H. Lozano et al. 

This article presents the implementation and evaluation of a final environmental 
sound recognition system at home working in real time. The system has been installed 
and tested in a Homelab with pre-recorded typical sounds. 

2 Sound Recognition System 

The work presented in this article is explained in detail in the next sections. These 
sections define the methodology used for this research. 

2.1 Techniques Selection for the Detection and Classification 

Before writing this article several studies were carried out by the authors using com-
mercial databases of “non-speech” sounds [1], [2]. These experiments were aimed to 
determine the acoustic parameters and the most appropriate classification models in 
the field of environmental sound recognition. The techniques used in developing the 
described system are the result of this analysis. 

Acoustic Parameters. Having obtained the audio signal to be analysed, it is divided 
into pieces of small duration. From them, acoustic information representative of the 
different kinds of sounds to be evaluated is obtained. 

In our work the audio signals were divided into frames of 60 milliseconds and the 
acoustic characteristics extracted were the first 13 Mel Frequency Cepstral Coeffi-
cients (typically used in the speech recognition field), Zero Crossing Rate, Spectral 
Centroid and Roll Off Point (more frequent in the music recognition field) [2]. At the 
same time the first and second differences - delta and delta-delta coefficients - were 
obtained from all parameters. 

Mel Frequency Cepstral Coefficients. This is a perception parameter based on the 
FFT. After calculating the logarithm for the FFT magnitude of the signal, the bins 
(minimum units in the spectral domain) group together and soften in line with the Mel 
Frequency scale which is defined mathematically in formula 1: 
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Zero Crossing Rate. This is the number of zero crossings which occur in the analysis 
frame. In the signal spectrum, high (or low) frequencies imply high (or low) zero 
crossing rates. As such, the number of zero crossings is an indicator of the signal’s 
high frequency content. The mathematical definition is shown in equation 3: 
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where t is the frame length. 

Spectral Centroid. This parameter measures how strong a sound is. The centre of gravity 
is assessed based on the information obtained from the Fourier Transform. It is defined as: 

 





=

=

⋅
=

N

k
t

N

k
t

t

kX

kkX

C

1

1

|][|

|][|
 (4) 

where ][nX t  represents the nth sample of the Fourier Transform for the t frame. 

Roll Off Point (RF). This parameter represents the frequencies below which 85% of 
the energy in the audio spectrum resides. It is commonly used to identify sounds from 
musical instruments. In this context, the percussive sounds and note attacks usually 
have more energy, which is why this is a measure of the existence of abrupt signal 
changes. Equation 5 defines this characteristic, ][ fM  being the energy of the signal 

in frequency bands higher than f . The maximum value of f  is delimited by the 

size and the sample ratio of the acoustical band. 
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Delta and Delta-delta Coefficients. At the same time the first and second differences - 
delta and delta-delta coefficients - were obtained from all parameters. 

Classification Model. Not all classifiers offer the same performance in non-speech 
sounds recognitions [7]. The chosen classifier, Gaussian Mixture Model (GMM) [6], 
is a simple model which can be described as a Hidden Markov Model (HMM) of a 
single state. Impulsive sounds which are difficult to separate into states are classified 
by observing the distribution followed by the extracted parameters. Its implementa-
tion cost is low and it offers good properties for identifying short and impulsive 
events. Equation 6 defines the model. 
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K is the number of gaussians or order of the model. Adjusting the number of Gaus-
sians to optimize the performance of the system is not trivial. If a very high number is 
chosen the model can overfit the extracted data. Otherwise, a small K can lead to a too 
general model not sufficiently different from other models, and the sound will not be 
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adequately recognized. After some preliminary tests carried out in the Homelab, a 
value of K=60 was used in the experiments.  

2.2 Environment and Sound Selection 

Recording and Evaluation Environment. In the evaluation of the different tech-
niques for environmental sound recognition with commercial databases, it is im-
portant to see how they behave in real environments. The developed system has been 
tested with sounds produced in a functional Homelab of over 30m2 with a bedroom, a 
living-room, a kitchen area, a bathroom, and a corridor. 

The Homelab was provided with a PC equipped with a multichannel audio card 
connected to 6 microphones located on the ceiling of the different areas / rooms. Ad-
ditionally, a tablet-pc and a mobile phone were used as user interfaces which dis-
played the recognized events (see figure 1 and 2). 

 

Fig. 1. The Homelab and the Audio Sources used in the Experiment 

 

Fig. 2. Tablet PC and mobile phone showing a detected event 
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Sounds Selection and Recording. In order to train and validate the sound recognition 
system, it is essential to have a sound database with representative data both in quality 
and quantity.  

Taking into account the different sound sources available in the Homelab, there 
was a selection of interesting sounds based on the aims discussed above (to help deaf 
people and to track behavioral patterns). The set of acoustic events that form the cor-
pus has 12 sounds: doorbell, intercom, knocking on the door, telephone, opening cup-
boards, cutlery, chairs noise, open/closed microwave, microwave working, micro-
wave final whistle, tap water and speech. 

For the training of the models, samples were recorded of about 2 minutes for each 
class of event. Subsequently a manual removal of the silences found in each audio 
track was performed.  

3 Experiments Performed 

The experiments described here were carried out using just the microphone located in 
the kitchen area. This would allow us to test the possibilities offered by a single mi-
crophone and at the same time minimizes the cost in a future commercial develop-
ment. The locations of the audio sources are shown in Figure 1. 

As a preliminary test to determine the accuracy and reliability of the classifier, the 
recordings of two minutes were evaluated at the frame level (60 milliseconds). To 
avoid overtraining of the models, the obtained frames were separated into two sets: 
one for training (60% of the frames) and one for the test (40% of the frames). 

Subsequently, with the system running in real time, the evaluation was performed 
at event level. Accordingly, during a period of approximately one hour, each sound 
source was triggered 25 times and the system's ability to recognize them was ana-
lyzed. Due to the short duration of the frames a smoothing was applied to avoid false 
positives. 

4 Results 

In order to provide a measure capable of combining precision and recall, results of the 
experiments were given based on the formula of the F1-score. This is a classic measure 
used by the statistical classification community. It is a combination of precision and 
recall in a single metric through the harmonic mean of the two values. that can be more 
concise when presenting and comparing results.. Expression 7 defines this measure. 

 
)Re(Pr

)Re*(Pr
*21 callecision

callecision
ScoreF

+
=  (7) 

At frame level we obtain a F1-score of 88%. At sound level, during the evaluation of 
the real-time system, 93% of the sounds were detected. The remaining 7% correspond 
to no detected events and false positives. From the properly-detected ones, 98% were 
correctly classified. 
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In Figures 3 and 4 confusion matrices show the precision and recall for the evalua-
tion at frame and at sound level. 

 

Fig. 3. Precision at frame and at sound level 

 

Fig. 4. Recall at frame and at sound level 

5 Conclusions and Future Lines 

This work shows a real implementation of an environmental sounds recognition sys-
tem designed to promote independence and quality of life for the elderly or hearing 
impaired. The results obtained in the evaluation of the application demonstrate how 
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recognition techniques applied offer high accuracy and reliability using training sig-
nals of only 2 minutes and a single microphone. 

Future areas of work include the use of the information provided by the additional 
microphones to increase the robustness of the system taking into account that most of 
the sounds produced in a home environment are located in a specific area (kitchen, 
bedroom,…). This will also allow adaptation of the recognizer to adverse noise situa-
tions that may cause false positives that are not preventable with the use of a single 
microphone. Finally the evaluation of the system with end users which can test and 
assess it for its improvement and sophistication, will be of great interest. 

In the frame of the RUBICON Project, the sound recognition system will be evalu-
ated and used for the detection and classification of daily live activities in an AAL 
environment. Information extracted from sounds together with data collected from 
autonomous wireless networks of sensors and actuators will be processed allowing 
higher classification level and an improvement in the accuracy and reliability. 
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Abstract. This paper is concerned with the modality of gestures in communica-
tion between an intelligent wheelchair and a human user. Gestures can enable 
and facilitate human-robot interaction (HRI) and go beyond familiar pointing 
gestures considering also context-related, subtle, implicit gestural and vocal in-
structions that can enable a service. Some findings of a user study related to 
gestures are presented in this paper; the study took place at the Bremen Am-
bient Assisted Living Lab, a 60m2 apartment suitable for the elderly and people 
with physical or cognitive impairments. 

Keywords: assisted living, gestures, intelligent wheelchair, smart home. 

1 Introduction 

According to the International Society for Gesture Studies, gesture studies is a rich 
and old interdisciplinary field, broadly concerned with examining the use of the hands 
and other parts of the body for communicative purposes. Gesture researchers work in 
diverse academic and creative disciplines including anthropology, linguistics, psy-
chology, history, neuroscience, communication, art history, performance studies, 
computer science, music, theater, and dance. Gesture is a necessary modality for 
people with speech disorders, but also in general, in situations where hand interaction 
is not feasible.  

This paper is laid out as follows: in section 2 we present taxonomies of gestures 
based on a linguistic and computational point of view, and stress the importance of 
gestures in smart homes. Our research study and its findings are presented in section 3 
and a conclusion and future prospects follow in section 4. 

2 Gestures in Theory and Practice 

Gesture is an already established scientific research field in verbal and particularly 
non-verbal communication, both from theoretical and practical points of view. Before 
the 1980s gesture was part of non-verbal communication research; only after the 
1980s, gesture was closely tied with speech in creating meaning. 

McNeill (1992 [1]), based on Kendon (1982) [2], laid the philological foundations 
about gestures and mind, and classified gestures into gesticulation, pantomime,  
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emblem, and sign language. Various dimensions were assigned to these types of ges-
tures, namely i) degree of speech accompaniment (reducing from gesticulation to sign 
language), ii) degree of linguistic properties (ascending from gesticulation to sign 
language), iii) conventionality (also ascending), and iv) semiotic differences (gesticu-
lation is global/synthetic, pantomime segmented/synthetic, emblem global/ analytic, 
and sign language segmented/analytic). 

Within the context of Human-Computer Interaction (HCI), there is a taxonomy of 
gestures developed by Quek (1994) [3]; based on this taxonomy, meaningful gestures 
are differentiated from unintentional movements. Meaningful gestures are classified 
into communicative and manipulative gestures. The former are used to act on objects 
in an environment and the latter have an inherent communicational purpose. Manipul-
ative gestures can occur both on the desktop in a 2-D interaction using a direct mani-
pulation device (mouse, stylus), as a 3-D interaction involving empty handed move-
ments to mimic manipulations of physical objects (virtual reality interfaces), or by 
manipulating actual physical objects that map onto a virtual object in tangible inter-
faces. Wexelblatt (1998) [4] provided an overview of the primary classifications re-
ferred to in some computing literature too. 

2.1 Gestures in Smart Homes 

Ambient Assisted Living (AAL) has been the research topic of many scholars of the 
last decade. AAL is a research domain supported by national programmes (such as the 
German BMBF and the European Ambient Assisted Living Joint Programme) which 
promotes intelligent assistant systems for a better, healthier, and safer life in the  
preferred living environments through the use of Information and Communication 
Technologies (ICT). AAL technologies and applications are used in domotics, as the 
motivation for AAL research is to improve the lifestyle of the seniors in their domes-
tic environments. The homes where such AAL technologies are applied to are called 
smart homes. 

In smart homes multimodal applications are necessary to compensate specific limita-
tions of physically challenged people. For example, people with motor disabilities 
would prefer or need speech interaction, while people with speech impairments prefer 
gestural interaction; more information on why gestures are needed in AAL can be found 
in Anastasiou (2011) [5]. Nazemi et al. (2011) [6] stated that gestural interaction is more 
natural and simpler for seniors, as they often have problems with precise movements to 
open applications through clicking on programme symbols at interfaces. Besides, it is 
difficult for them to use the common TV remote control, because the buttons as well as 
the text written on them are too small. Moreover, in situations where the hands are em-
ployed, such as cooking in the kitchen or talking to the phone, where verbal communi-
cation is impossible or constricted, gestural interaction is helpful.  

As for intelligent wheelchairs/personal assistants in AAL, traditional electric-
powered wheelchairs are normally controlled by users via joysticks, which cannot 
satisfy the needs of elderly and disabled users who have restricted limb movements 
caused by some diseases, such as Parkinson and quadriplegics (Jia et al., 2007 [7]). 
Generally speaking, unlike existing techniques, gesture-based interaction as a mode of 
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explicit interaction is more natural and appealing to people while accessing various 
services (Chen et al., 2010 [8]). 

As far as gesture recognition techniques applied in AAL is concerned, Jaimes & 
Sebe (2007) [9] stated that recognizing gestures and integrating them to access am-
bient services has been under-researched due to the lack of accuracy, limited set of 
gestures, extensive learning efforts, overall robustness of the particular gesture recog-
nition techniques, and their special setup requirements and operating constraints. 
Many initiatives have been undertaken in AAL by applying three dimensional accele-
ration sensor information of the WiiMote, e.g. Nazemi et al. (2011) [6] and Neßelrath 
et al. (2011) [10]. 

3 User Study 

A pilot user study1 in BAALL took place in November-December 2011 and included 
a real-life everyday scenario of a human user using a wheelchair to navigate in their 
environment by means of speech and gesture. Both HRI and home device control are 
available in BAALL (see Krieg-Brückner et al. 2010 [11]) at the German Research 
Center for Artificial Intelligence. BAALL is an apartment suitable for the elderly and 
people with disabilities. It has an area of 60m2 and contains all standard living areas, 
i.e. kitchen, bathroom, bedroom, and living room. In BAALL the autonomous wheel-
chair/robot Rolland, offers mobility assistance being equipped with two laser range-
sensors, wheel encoders, and an onboard computer; Rolland has a spoken dialogue 
interface that allows the user to choose destinations and control devices in BAALL; 
control with smart phone or tablet PC is also possible. The intelligent wheelchair 
Rolland and a participant pointing to a landmark are depicted in Figure 1. 

 

Fig. 1. Rolland and a participant pointing to the kitchen in BAALL 

The goal of the study was to observe whether people would gesture and how, and 
what they would say, if they used a wheelchair in their smart home to carry out daily 
activities. One of the hypotheses was whether the participants would gesture more in 
case their addressees can see them. Indeed speakers gesture more in this situation than 

                                                           
1  Acknowledgments to Daniel Vale, Bernd Gersdorf, Thora Tenbrink, and Carsten Gendorf. 
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when their addresses cannot see them (Cohen, 1977 [12]; Alibali & Don, 2001 [13]). 
Moreover, Rimé & Schiaratura (1991) [14] said that gestures’ type and density 
change in relation to the referent, the recipient, and the communication mean. 20 
German student participants took part in the study (mean age 26) and were asked to 
act as if they were dependent on the wheelchair, so that the scenario is close to reality. 
The participants had to perform the following activities in this order: 

– Rinse your mouth with water. 
– Take something to eat or drink. 
– Wash your hands. 
– Take a book. 
– Read the book on the sofa while Rolland recharges. 
– Open the door when someone knocks.  

The user study was Wizard-of-Oz (WoZ) controlled, i.e. an experimenter A was in an 
office observing by live audio and video streaming what was going on in BAALL in 
order to remotely set Rolland’s navigational goal. An experimenter B was inside 
BAALL giving instructions to the participants and following them during the task ex-
ecution. There were three cameras in total which recorded the subjects’ activities: two 
cameras placed in BAALL and one placed on Rolland’s back, so that Rolland could see 
and ‘supposedly’ recognize their gestures. The verbal instructions included introduction 
of the lab and Rolland, and instruction of the tasks that the participants should perform. 
The written instructions included the 6 tasks presented above and were also put as a note 
on Rolland’s armrest; they were not given as handouts, so that participants have their 
hands free to gesture. In the verbal and written instructions we did not refer to the land-
marks, i.e. ‘living room’, ‘bathroom’, etc., but to the activities instead, e.g. “Read a 
book on the sofa” instead of “Go to the living room”. This decision was made because 
one of the goals in this study, apart from observing gestural frequency and gesture types, 
was to collect empirical data of natural dialogue in HRI. There were tasks where the 
user is sitting on Rolland, but also when Rolland drives autonomously without the user 
(part of task 5), as differences in gesture may change based on the recipient. In the end 
of each session, a retrospective protocol approach was followed (Dorst & Dijkhuis, 
1995) [15]; the participants were asked to go through the tasks that they just performed 
and say what they were thinking. They were also asked to recommend future improve-
ments of the HRI. An example answer from the retrospective protocol was that one 
female participant expected Rolland to have a female voice (see Crowell et al. 2009 
[16]). Most of the participants said that Rolland “parked” too far and a person with dis-
abilities would not have been able to reach it. 

As for the findings of the study in relation to gestures, in 7 sessions out of total 
(35%) participants employed at least one gesture during a session (6 sessions with 
deictic gestures, 1 with iconic). In 2 of the 7 sessions participants gestured more than 
once, while in the remaining 5 sessions, people gestured once. The deictic gestures 
were pointing at a place where Rolland should go to, as Rolland was too far from the 
landmark that the participants wanted to go. The iconic gesture by one participant was 
‘hand rubbing’ under the tap to represent a state of washing her hands. In general, the 
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study has shown that participants gestured mostly when something happened out of 
order, e.g. Rolland drove to a wrong destination point or stopped too far from the 
participant or was close to hit a wall or door. When everything went well, i.e. Rolland 
drove the participant where he/she wanted to, participants did not gesture. An excep-
tion was one female participant who gestured during all the tasks. This situation can 
be explained by personal influences, e.g. the user’s personality (see Rehm et al., 
2008) [17]. From the study also the attitude and expectations of the participants 
against the robot have been evaluated. The style, the volume of the utterance, the 
waiting time for Rolland to react as well as the content of the lexical content of the 
utterance itself have shown that humans’ perception of robots vary and can signifi-
cantly change during a study. For example, a participant waited firstly for 9 seconds 
for Rolland to react, then for 3 seconds, until finally she uttered the context-sensitive 
spatial instruction “come here”: “Rolland, <break 9 sec> Rolland, <break 3 sec> 
komm her (Rolland, Rolland, come here)”. It is worth noting that one female partici-
pant characteristically expected Rolland to have female voice. A video recording 
showing some of the scenes where participants employed gestures is available2.  

In order to make an analysis of gestures in the multimodal grammar, we follow the 
model by Hahn & Rieser (2010) [18]. Figure 2 represents an example of the speech-
gesture alignment of the phrase Dreh dich hierhin (Turn over here) in the dialogue 
part. The arrows outside the pictures pointing towards the lexicon definition indicate 
that gesture content operates on lexical content. 

V: Verb 

Adv: Adverb 

AttrPhr: Attribute phrase 

Lex.def: Lexicon definition 

MM: multi-modal 

Refl: reflexive pronoun 

Fig. 2. Interface of speech-gesture in HRI (adapted from Hahn & Rieser, 2010) 

4 Conclusion and Future Prospects 

In this paper we introduced a philological and computational taxonomy of gestures. 
We are interested in contact-free, touch less gestures, i.e. gesticulation according to 

                                                           
2  The video is available at http://ai.cs.uni-sb.de/~stahl/d-anastasiou/ 
DiaSpace/Resources/  

Lex.def Dreh                          dich       hierhin 

Adv 

V 

Refl 

Interface: MM-AttrPhr 

Interface: MM-V-Bed 

Interface: MM-V 
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the philological taxonomy and meaningful gestures according to the computational 
taxonomy. Then a user study with the goal to collect empirical speech-gesture data 
was presented. The findings have shown that only in situations where Rolland parked 
too far and generally when something went out of order, participants gestured. In the 
future we plan to have participants coming from different countries to see whether 
cultural differences in pointing gestures in AAL domain exist (see Kita [19]). In addi-
tion, more user studies with specific constraints, e.g. participants are prohibited to 
speak, and/or ambiguous situations (“Bring me to the sofa”, having many sofas in 
BAALL) etc. are planned for the near future in order to focus more on gesture genera-
tion. Gesture recognition will follow after we have established a theoretical frame-
work about a set of natural and intuitive gestures used in a smart home.  

Acknowledgments. We gratefully acknowledge the support of the Deutsche For-
schungsgemeinschaft (DFG) through the Collaborative Research Center SFB/TR 8 
Spatial Cognition. 
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Abstract. To improve the living environment for elderly persons, home renova-
tion is performed. A part of home renovations cost is supported by long-term 
care insurance in Japan and several tens of problems related to renovation con-
structions are reported. They are caused by lack of communication and know-
ledge of constructions. We have developed an Augmented Reality environment 
design support system for home modifications. Especially it is designed for the 
persons that need long-term care. The preliminary experiment has been carried 
out and confirmed the functionality of the system. 

Keywords: Home renovation, Augmented reality, Image processing. 

1 Introduction 

To improve the living environment for elderly persons, home renovation is per-
formed. A part of home renovations cost is supported by long-term care insurance in 
Japan. Japanese local governments provide this insurance system and all insured per-
sons can be supported for home renovation. Maximum of 200,000 Japanese Yen of 
renovation cost is supported by the insurance. Following 6 renovation items are appli-
cable,  

• Installing handrails 
• Eliminating level differences 
• Changing materials of floors for anti-skid and easy moving 
• Replacing hinged doors to sliding doors 
• Squat toilet to sitting toilet 
• Reinforcing structural components according to modifications.  

However, several tens of problems related to renovation constructions are reported in 
each year by national consumer affairs center of Japan. The problems are categorized 
by the following reasons,  

• Lack of confirmation for the construction between an insured, a care manager and 
a constructor.  

• Constructors lack of knowledge in home renovation for elderly people.  
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To apply for the long-term care insurance, following documents are required, 

• An application 
• An estimate and a detailed list of estimated expenses 
• A written statement of reason detailing the necessity of home renovations (must be 

drawn up by the care manager)  
• A picture prior to renovations 
• An image of the completed home renovations 
• A copy of written consent for home renovations. 

Persons related to the insurance application, such as a care manager, are mostly non 
professional about architecture. Therefore, they have difficulties to understand draw-
ings for renovation. Usually, design of housing is shown in a plan view and develop-
ment chart. Details of renovation e.g. installation position of handrails will be explain 
on the drawing. Furthermore, for insured persons and families may not be easy to 
understand the modification plan and can be difficult to imagine the result of modifi-
cation. In case of the constructor, some of them lack knowledge of insurance system 
and ADL of elderly persons. Then, some construction was done before finishing the 
applying process to the governmental office or arbitrary and non required construction 
was proceeded in some case [1].   

To solve these problems, we tried to design an augmented reality based environ-
ment design support system for home renovation. This system is based on augmented 
reality system which displays virtual components for home renovation e.g. the virtual 
handrails mixed to the real environment. For the user will be easy to understand how 
the home will be reconstructed by seeing real environment combined virtual compo-
nents. The system is aimed to design an intuitive user interface for environmental 
design. We have carried out preliminary experiments to confirm the functionality of 
this system and its possibility. 

2 Augmented Reality and Applications for Architecture 

Augmented Reality (AR) is a variation of Virtual Reality (VR). VR provides a com-
plete virtual environment and a user is immersed in the virtual environment. On the 
other hand, AR provides real environment and a superimposed virtual component or 
environment. Therefore, the virtual and the real objects are coexisting in the same 
view. AR system has the following characteristics [2],  

• Combines real and virtual. 
• Interactive in real time 
• Registered in 3-D. 

VR is widely applied for simulation and visualization systems. For example, visualiz-
ing evacuation simulation [3], driving simulators [4] and so on. AR is used for see-
through display system e.g. head up display (HUD), information tools e.g. Sekai 
Camera which is a software application for the camera phone. By holding camera 
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phone up and looking through the camera view, we can access information that are 
relevant to that place and time, shown as an overlay on the real world [5]. 

There are several researches for applying AR to the architectural design. For ex-
ample, interior simulator can display virtual furniture in the real room and realized to 
examine in real scale environment [6]. Application of appearance simulation of build-
ing modifications and 3D virtual model of architecture exist. However, the research 
about AR based environment designs support system for home renovation, especially 
for the person need long-term care, has not been done yet. 

3 System Design 

3.1 System Structure 

Fig. 1. shows the system structure of our developed system. The system consists of a 
head mounted display (HMD), a video signal converter, a PC and a Web camera. Web 
camera is mounted on the eyeglass frame and it takes the images which the user is 
looking at. If the virtual components generator detects the markers in the captured 
images, virtual components are generated and mixed to the captured image.  

 

Fig. 1. System architecture 

Video signal converter changes the video signal format from the VGA signal to the 
composite video signal in way to display the image on the HMD. The HMD displays 
captured image and mixed virtual images to the user. Virtual components generator is 
based on ARToolKit and OpenGL [7].  
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3.2 User Interface 

Each virtual component corresponds to an individual marker. The markers for virtual 
component e.g. hand rail are prepared. The user looks around wearing glass with Web 
camera and HMD; if the markers are perceived, the type of marker is recognized and 
the virtual components corresponding to the markers will be displayed on the images. 
A shape, a position and an attitude of the virtual components are registered in the data 
file of the markers together with surface materials and lighting data. Three different 
markers and virtual components were prepared for the experiments.  

To provide an interactive interface, vision based hand gesture interface is prepared 
(Fig. 2.). It is used to change the dimensions of the virtual components without any 
program source code changing and recompiling. When a bare hand appears in front of 
the Web camera, a main menu appears in the camera captured image. The menu is 
shown as a billboard. Therefore, the menu is always facing the camera. The user can 
select and set the desired parameters on the menu e.g. a length and a height. To select 
the menu item, the hand should be in front of the menu. Detected hand image area is 
extracted from the camera captured image and overlaid on the menu and the virtual 
components. An image processing is based on OpenCV. 

 

Fig. 2. User interface  

4 Markers Detection Experiments 

4.1 Markers 

The maker in this system is according to the ARToolkit system specifications. The 
marker is square plate. A frame and symbols are printed on the surface. Original size 
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of the marker is 80 mm square. This size is adequate for desktop experiments. To use 
the markers for everywhere in a house, several different size and pattern markers were 
prepared and tested. Fig. 3. shows the example of the markers. (a) Alphabetic charac-
ter, (b) Japanese character and (c) Chinese character were used for a pattern of the 
markers. The markers with known characters could be easy to understand a related 
virtual object more than geometrical patterns.  

 

Fig. 3. Example of markers 

4.2 Methods 

The marker was put on a slider with a turntable on the floor. The marker was rotated 
each 45 deg, moving away from the Web camera and virtual object visible distance 
from the Web camera was recorded. Web camera was set to the eye position at 1600 
mm height from the floor level. Three different patterns and four different sizes (80 
mm, 120 mm, 140 mm and 180 mm square) , totally 12 markers, were tested. 

4.3 Results 

Virtual objects visible distances were plotted on the radar charts in Fig. 4. Markers 
(a), (b) and (c) correspond to the markers in Fig. 3. There are significant differences 
between the 180 mm x 180 mm size marker and other small size markers (p < 0.05). 
The visible distance was in accord to the size of the maker and the average of visible 
distance was 3.25m. Thus, 180 mm x 180 mm size marker can be used in Japanese 
houses that are based on the old Japanese unit and module. 

The results of the marker (b) and (c) were not equal in each direction, especially in 
case of marker (c). The reason of that can be explained by the fact that these charac-
ters contain a curvature line. And also, the line of the marker (c) was thinner than the  
other characters. The character with thick lines and which consists of straight lines 
will be appropriate for the marker. 
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Fig. 4. Marker visible distances of each rotation angle 

5 Preliminary Experiment in Real Environment 

To confirm the functionality of the whole system, preliminary experiment has been 
carried out in the laboratory and inside a house. Single and multi markers are used to 
show the home renovation items. We have developed different types of handrails and 
slopes, different for shape and length. 

Fig. 5. shows the example images for the experiment in real environment. The 
items were placed on the floor. It was confirmed that the virtual objects were placed 
as designed, also the size of them. However, sometimes missing markers and wrong 
detection have been occurred. They might be caused by setting parameter of threshold 
for marker detection. The reasons of that are that the luminance conditions were dif-
ferent on each location. Then, the binarization of the image might not work well and 
could not recognize the shape of the markers. 

We had interviews to therapists who are familiar with home renovation for elderly 
persons. Positive impressions were feedbacked.  
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Fig. 5. Virtual components in the real environment 

It was confirmed that the virtual objects were projected and mixed in the real im-
age. However, we cannot touch these objects. That is the most important problem in 
this system. For example, to decide the height of the handrail for rise up, the user need 
to grasp and pull down the handrail and check it is in the appropriate position or not. 
Currently, our developed system is only effective to check the appearance. However, 
this system will be used to check not only the appearance but also to check the dimen-
sion of renovated parts visually e.g. width of the corridor after installing the handrail 
and so on. 

6 Discussions 

The user can see virtual components in appropriate positions and the functionality of 
the system has been confirmed. It may be possible to use the developed system for 
prior examination of home renovation. However, a marker was not detected even if it 
is in the captured image. It is necessary to consider changing threshold of marker 
detection dynamically and using a camera with auto iris function. In a next step, other 
components should be prepared and tested. And also, interviews and experiments with 
the care managers and the constructors. 
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7 Conclusions 

We have developed an Augmented Reality environment design support system for 
home renovations. Especially it is designed for the persons who need long-term care. 
The preliminary experiment has been carried out and confirmed the functionality of 
the system.  
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Abstract. In this paper we demonstrate how to accomplish reliable fall
detection on a low-cost embedded platform. The detection is achieved
by a fuzzy inference system using Kinect and a wearable motion-sensing
device that consists of accelerometer and gyroscope. The foreground ob-
jects are detected using depth images obtained by Kinect, which is able
to extract such images in a room that is dark to our eyes. The system
has been implemented on the PandaBoard ES and runs in real-time. It
permits unobtrusive fall detection as well as preserves privacy of the user.
The experimental results indicate high effectiveness of fall detection.

1 Introduction

Special needs and daily living assistance are often associated with seniors, dis-
abled, the overweight and obese, etc. The special needs of the elderly may differ
from that of an obese person or an overweight individual, but they all have special
needs and often require some assistance to perform their daily routines. Assistive
technology or adaptive technology (AT) is an umbrella term that encompasses
assistive, adaptive, and rehabilitative devices for people with special needs [3].
Assistive technology for ageing-at-home has become a hot research topic since it
has big social and commercial value. One important aim of assistive technology
is to allow elderly people to stay as long as possible in their home or familiar
environment without changing their living style. Even though physical activity
is essential in the prevention of disease and enhancing the quality of life, falls
frequently happen during walking and various forms of physical activity.

Falls are major causes of mortality and morbidity in the elderly. Many research
findings show that high percentage of injury-related hospitalizations for seniors
are the results of falls [6]. Thus, fall detection has become one of hot research
problems in assistive technology as it can contribute toward independent living
of the elderly. The goal of fall detection technology is to detect the fall occurrence
as soon as possible and to generate an alert. Many efforts have been undertaken
to develop technology permitting human fall detection [10]. They were inspired
by the large demand and the considerable value of the fall detection market.
However, despite many efforts undertaken to achieve reliable fall detection, the

� Currently a student, doing his MSc thesis on fall detection.

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 407–414, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



408 M. Kepski and B. Kwolek

existing technology does not meet the requirements of the users with special
needs [13].

Most proposed systems to fall detection are based on a wearable device that
monitor the movements of an individual, recognize a fall and trigger an alarm.
Prevalent methods only utilize accelerometers or both accelerometers and gyro-
scopes to separate fall from activities of daily living (ADLs) [10]. As a result, it
is not easy to distinguish real falls from fall-like activities [2][7]. Several ADLs
like fast sitting have similar kinematic motion patterns with real falls and in
consequence such methods might trigger many false alarms. Moreover, in [5] the
authors point out that the common fall detectors, which are usually attached
to a belt around the hip, are inadequate to be worn during the sleep and this
results in the lack of ability of such detectors to monitor the critical phase of
getting up from the bed. In general, the solutions mentioned above are somehow
intrusive for people as they require wearing continuously at least one device or
smart sensor.

There have been several attempts to attain reliable human fall detection using
single CCD camera [1][11], multiple cameras [4] or specialized omni-directional
ones [9]. The currently offered CCD-camera based solutions require time for in-
stallation, camera calibration and they are not generally cheap. Typically, they
require a PC computer or a notebook for image processing. The existing video-
based devices for fall detection cannot work in nightlight or low light conditions.
In addition, in most of such solutions the privacy is not preserved adequately.
Video cameras offer several advantages in fall detection, among others the abil-
ity to detect various activities. Additional advantage is low intrusiveness and
the possibility of remote verification of fall events. However, the lack of depth
information may lead to many false alarms.

2 Primary Challenges and Proposed Solution

The existing technology permits reaching quite high performance of fall detec-
tion. However, as mentioned above it does not meet the requirements of the users
with special needs. Our literature survey show that most of the approaches of-
fers incremental improvements that can not lead to technology breakthrough,
and which have insufficient potential for cutting edge scientific breakthroughs to
make the life of people with special needs more fulfilling. Our work brings new
insight into fall detection by the use of a wireless wearable device and Kinect,
which is a central component of our system for fall detection.

The Kinect is a revolutionary motion-sensing technology that allows track-
ing a person in real-time without having to carry sensors. Unlike 2D cameras,
Kinect allows tracking the body movements in 3D. It is the world’s first sys-
tem that combines an RGB camera and depth sensor. In order to achieve reli-
able and unobtrusive fall detection, our system employs both the Kinect and a
wearable motion-sensing device, which complement each other. The fall detec-
tion is done by a fuzzy inference system using low-cost Kinect and the wearable
motion-sensing device consisting of an accelerometer and a gyroscope. The fuzzy
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inference system is a central ingredient of our fall detection prototype, and it
is based on expert knowledge and demonstrates high generalization abilities [8].
We show that the low-cost Kinect contributes toward reliable fall detections.
Using both devices, our system can reliably distinguish the falls from activities
of daily living, and thus the number of false alarms is reduced. In context of
fall detection the disadvantage of Kinect is that it only can monitor restricted
areas. In the areas where the depth images are not available we utilized only a
wearable motion-sensing device consisting of an accelerometer and a gyroscope.
On the other hand, in some ADLs during which the use of this wearable sensor
might not be comfortable, for instance during changing clothes, wash, etc., the
system relies on Kinect camera only. An advantage of Kinect is that it can be
put in selected places according to the user requirements. Moreover, the system
operates on depth images and thus preserves privacy for people being monitored.
In this context, it is worth noting that Kinect uses infrared light and therefore
it is able to extract depth images in a room that is dark to our eyes. The system
runs in real-time and has been implemented on the PandaBoard ES, which is a
low-power, low-cost single-board computer development platform.

3 The System for Fall Detection

This section is devoted to presentation of the main modules of the embedded sys-
tem for fall detection. At the beginning the system architecture will be outlined.
The wearable device will be presented later. Then, the usefulness of the Kinect
for fall detection is discussed in detail. Afterwards, the extraction of the object
of interest in depth images on the computer board with limited computational
resources is presented.

3.1 Main Modules of the Embedded System

Our fall detection system uses both data from Kinect and motion data from
a wearable smart device containing accelerometer and gyroscope sensors. Data
from the smart device (Sony PlayStation Move) are transmitted wirelessly via
Bluetooth to the PandaBoard on which the signal processing is done, whereas
Kinect is connected via USB, see Fig. 1. The system runs under Linux operating
system. Linux provides various flexible inter-process communication methods,
among others message queues. Message queues provide asynchronous communi-
cation that is managed by Linux kernel. Message queues are appropriate choice
for well structured data. Our application consists of three concurrent processes
that communicate via message queues, see Fig. 1. The first process is responsible
for acquiring data from the wearable device, the second process acquires depth
data from the Kinect, whereas the third one is responsible for processing data
and triggering the alarm.

The algorithm runs on PandaBoard ES, which is a mobile development plat-
form and features a dual-core 1 GHz ARM Cortex-A9 MPCore CPU with Sym-
metric Multiprocessing (SMP), a 304 MHz PowerVR SGX540 integrated 3D
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Fig. 1. The architecture of the system for fall detection

graphics accelerator, a programmable C64x DSP, and 1 GB of DDR2 SDRAM.
The board includes wired 10/100 Ethernet as well as wireless Ethernet and Blue-
tooth connectivity.

3.2 The Wearable Device

The wearable device contains one tri-axial accelerometer and a tri-axial gyro-
scope that consists of a dual-axis gyroscope and a Z-axis gyroscope. The first
sensor measures acceleration, the rate of change in velocity across time, whereas
the second one measures the rate of rotation. The acceleration is measured in
units of ”g”, where 1 g corresponds to the vertical acceleration force due to grav-
ity. The smart sensor delivers the measurements along three axes together with
the corresponding time stamps. The sampling rate of both sensors is equal to
60 Hz. The measured acceleration signals were median filtered with a window
length of three samples to suppress the noise and then used to calculate the ac-
celeration’s vector length. Figure 2 depicts the plots of acceleration and angular
velocities readings vs. time for simulated falling and sitting down. As illustrated
on Fig. 2, the acceleration and the angular velocity are rapidly changed when
people fall. As can bee seen, the motion patterns of falling and sitting down
are quite similar. Therefore, in order to reduce the false positives we employ a
fuzzy inference system using both data from the wearable device and the Kinect.
The depicted plots were obtained for the device that was worn near the pelvis
region. It is worth noting that the attachment of the wearable sensor near the
pelvis region or lower back is recommended because such body parts represent
the major component of body mass and move with most activities [7].

3.3 Depth Images

The Kinect sensor simultaneously captures depth and color images at a frame
rate of about 30 fps. The Kinect sensor consists of an infrared laser-based IR
emitter, an infrared camera and an RGB camera. The IR camera and the IR
projector form a stereo pair with a baseline of approximately 75 mm. Kinect’s
field of view is fifty-seven degrees horizontally and forty-three degrees vertically.
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Fig. 2. Acceleration (top row) and angular velocity (bottom row) for sitting down and
real fall

The minimum range for the Kinect is about 0.6 m and the maximum range is
somewhere between 4-5 m. The device projects a speckle pattern onto the scene
and infers depth from the deformation of that pattern. In order to determine the
depth it combines such a structured light technique with two classic computer
vision techniques, namely depth from focus and depth from stereo. Pixels in
the provided depth images indicate calibrated depth in the scene. The depth
resolution is about 1 cm at 2 m distance. The depth map is supplied in VGA
resolution (640 × 480 pixels) on 11 bits (2048 levels of sensitivity). Figure 3
depicts sample color and the corresponding depth images, which were shot by
Kinect in various lighting conditions, ranging from the day to late evening. As

Fig. 3. Color images (top row) and the corresponding depth images (bottom row) shot
by Kinect in various lighting conditions, ranging from the day to late evening
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we can observe, owing to the ability of Kinect to extract the depth images in
unlit or dark rooms the fall detection can be done in the late evening or even in
the night.

3.4 Extraction of the Object of Interest

The depth images ware acquired using OpenNI (Open Natural Interaction) li-
brary 1. OpenNI framework supplies an application programming interface (API)
as well as it provides the interface for physical devices and for middleware com-
ponents. In order to extract the foreground object a mean depth map was ex-
tracted in advance. It was extracted on the basis of several consecutive depth
images without the subject to be monitored and then it was stored for the later
use in the detection mode. In the detection mode the foreground objects ware
extracted through differencing the current image from such a reference depth
map. Afterwards, the foreground object was determined through extracting the
largest connected component in the thresholded difference map. Finally, the cen-
ter of gravity of the object of interest was calculated. The reference map-based
extraction of the foreground object has been selected due to reduced computer
computational resources of the PandaBoard. The code profiler reported about
50% CPU usage by the module responsible for detection of the foreground ob-
ject. Figure 4 illustrates the extraction of the object of interest in the depth
image.

a) b) c) d)

Fig. 4. Extraction of the object of interest. Reference depth image a), depth image
with a person b), difference of the images c), extracted object of interest d).

3.5 Fuzzy Inference Engine

The fall alarm is triggered by a fuzzy inference engine based on expert knowledge,
which is declared explicitly by fuzzy rules and sets. As inputs the engine takes
the acceleration, the angular velocity and the distance of the person’s gravity
center to the altitude at which the Kinect is placed. The acceleration’s vector
length is calculated using data provided by the tri-axial accelerometer, whereas
the angular velocity is provided by the gyroscope. A fuzzy inference system
proposed by Takagi and Sugeno (TS) [12] is utilized to generate the fall alarm.
It expresses human expert knowledge and experience by using fuzzy inference
rules represented in if − then statements. In such an inference system the linear

1 Available at: http://www.openni.org/

http://www.openni.org/
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submodels associated with TS rules are combined to describe the global behavior
of the nonlinear system. The inference is done by the TS fuzzy system consisting
of 27 rules [8]. The filtered data from the accelerometer and the gyroscope were
interpolated and decimated as well as synchronized with the data from Kinect,
i.e. the center of gravity of the moving person.

4 Experimental Results

Five volunteers with age over 26 years attended in evaluation of our developed
algorithm and the system. Intentional falls were performed in home by four
persons towards a carpet with thickness of 2 cm and in a gym, see Fig. 5, towards
mattress with thickness of 10 cm. The accelerometer was worn near the pelvis.
Each individual performed three types of falls, namely forward, backward and
lateral at least three times. Each individual performed also ADLs like walking,
sitting, crouching down, leaning down/picking up objects from the floor, lying on
a bed. All intentional falls performed in home towards the carpet were detected
correctly. In particular, sitting down fast, which is not easily distinguishable
from a typical fall when only an accelerometer or even an accelerometer and
a gyroscope are used, was detected quite reliably by our system, see results in
Tab. 1. The system correctly detected seventeen falls of the eighteen falls in
the gym towards the mattress. Slightly smaller detection rate is due to larger
thickness of the mattress than the carpet.

Fig. 5. Images with activities of daily living: walking, crouching down, leaning
down/picking up objects from the floor and sitting down, which were shot by Kinect

Table 1. The effectiveness of the fall detection

fall
sitting
down

crouching
down

walking
lying in a

bed

picking up
objects

12/12 23/25 23/25 25/25 12/12 25/25

5 Conclusions

In this paper we demonstrated how to achieve reliable fall detection on an embed-
ded platform. The detection was done by fuzzy inference system using Kinect,
accelerometer and gyroscope. The system runs on low-cost PandaBoard ES.
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It permits unobtrusive fall detection as well as preserves privacy of the user.
The results show that a single accelerometer with gyroscope and Kinect are
completely sufficient to implement low-cost system for reliable fall detection.

Acknowledgments. This work has been supported by the National Science
Centre (NCN) within the project N N516 483240.
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Abstract. As part of the web-based services developed within the WebDA-
project the Action Planner was implemented to allow care givers of people with 
dementia to support them in accomplishing activities of daily living and coun-
teract restlessness amongst others. In order to define rules that include a de-
scription of situations indicating e.g. restlessness as well as an action that 
should be undertaken in such situations, a user interface was designed enabling 
care givers to express these rules in a controlled natural language setting. Here, 
rule expressions were offered in preformulated natural sentences that could be 
manipulated by changing (pre)selected notions as “daily” in pop-up menus em-
bedded in the sentences. A user study was conducted with 24 test participants 
(12 < 65 years; 12 > 65 years) proofing that this approach can be understood as 
intuitive and well usable also for test participants beyond 65 years of age.  

Keywords: User interface design, elderly, ambient assisted living, monitoring 
systems, natural language usage.  

1 Introduction 

In order to support elderly people to live at home independently as long as possible 
IT-based assisted living systems aim at becoming successful assistants in compensat-
ing for declining skills, e.g. in everyday life management. Beyond this the health  
condition of elderly people usually deteriorates critically at some point, so they will 
become dependent on help from care givers often being the spouse or another family 
member. For care givers it is not easy to take on this task while still coping with their 
own life, so quite often care givers feel overburdened. Services capable of balancing 
this situation need to offer powerful technical functionality causing in return complex 
user interfaces for control.  End users of such services are often elderly people with 
less computer expertise, so designing easily useable user interfaces is challenging. 
Allowing for natural language usage appears to fulfil this requirement best as it 
matches with the user’s background [1], [3]. Thus modelling natural sentence building 
was chosen as a suitable approach for the user interface of the Action Planner, a  
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web-based reminder and alarm service developed within the WebDA-Project (Web- 
based Services for Elderly People and Care Givers). 

2 Rule Editing in the WebDA-Action Planner 

The Action Planner allows care givers to support their relative with mild up to mod-
erate dementia to carry out activities of daily living, counteract restlessness and moni-
tor threatening situations like leaving the house or not getting up in the morning. The 
service includes an RFID-based tracking system to locate a person in his or her home 
environment [2], [5], thus allowing for runtime evaluation of time- and location- 
aware rules with the goal of triggering events, e.g. a reminder to drink, only when 
appropriate which might mean, only if a person is located near the living-room table 
where the glass of water is standing.  Due to the personal situation of a person with 
dementia, the variety of possible rules is unforeseeable thus demanding for a very rich 
and flexible user interface.     

It was considered to be most intuitive for the user to define a rule in complete sen-
tences as this reflects how a rule would be expressed in natural language. The ap-
proach of striving for natural language usage also implied that definition of rules 
needed to be possible without having to use technical terms or anglicisms. Beyond 
this the user should not be forced to formulate rules in propositional logic-like man-
ner, e.g. in when…if…then…conditions. This method prevails often in programmable 
environments also in the AAL-context [4]. It may allow for high flexibility but causes 
usability issues, because users encounter difficulties when translating envisioned rules 
in such concepts besides facing the challenge to combine logic operators adequately. 
However since it was expected to be a nearly unaccomplishable task for users to for-
mulate a concept of a rule in non-ambiguous terms considering all side effects even in 
natural language, it was decided to present prestructured sentences for rule building. 
These sentences included pop-up menus to manipulate the meaning (see Fig. 1.) and 
adjusted dynamically in accordance to the user’s choices.  

 

 

Fig. 1. User interface of the WebDA-Action Planner 
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Sentence building happened therefore in a controlled manner to ensure efficient 
use. As immediate feedback on the impact of a user’s choice a rule summary was 
always provided at the bottom of the rule editor displaying the entire content of a rule 
as in effect of now. A rule summary could be for instance: The intended action of the 
rule is a notification “Mom, please drink some water,” which will be displayed and 
read aloud. The rule applies daily from 10:00 am up to 9:00 pm and will be activated 
every two hours. The notification will only occur in case the person is located at the 
chair at the living-room table. A rule of the Action Planner consisted of the compo-
nents action, time and location. Editing these components was split in 4 tabs (see Fig. 
1) to avoid visual clutter and to keep sentences as simple as possible. 

3 The User Study 

The user study conducted to evaluate the aforementioned design of the user interface 
consisted of a standardized test environment comprising a typical usage scenario, 
session protocols and structured questionnaires for data collection. The questionnaire 
investigating usability issues was composed of 19 statements to be rated on a Likert 
scale (1 (most positive rating) and 7 (most negative rating)) and 3 open questions. The 
test items were clustered in regard to the usability criteria information presentation 
and suitability for the task. 24 test participants (tps) took part in the user study, 12 
being above the age of 65 and 12 being below the age of 65. All test participants had 
closer contact to a person with dementia.  

Test results showed that overall the design of the user interface was considered ap-
propriate by the test participants as it scored well in regard to the cluster information 
presentation (on a scale 1-7: tps age < 65 => median 1,8; tps age > 65 => median 2,4) 
and suitability for the task (on a scale 1-7: tps age < 65 => median 2,3;  tps age > 65 
=> median 2,2). All test participants considered editing a rule with controlled sen-
tence building as an appropriate and intuitive approach. Also, providing a rule sum-
mary that updates dynamically according to the selected choices was understood as 
very helpful in the rule editing process. When comparing evaluation results of both 
test groups it became apparent that it posed a problem for both groups to bear in mind 
the content hidden in the pop-up menus. For test participants above age 65 this was of 
bigger impact, so this user group would have appreciated some guidance as to what 
comes next.  In consequence of this test result a wizard is now under development 
that provides step-by-step guidance through the rule editing process always providing 
an example in natural language to demonstrate the meaning of an option. Besides this 
the user interface of the Action Planner will be redesigned accounting for the re-
quirement to convey the content of pop-up menus.  

4 Conclusion 

As the evaluation of the Action Planner’s user interface has shown it is a user-friendly 
approach to support the definition process for complex rules by controlled natural 
sentence building.  Assisted living systems require often rules as input for control 
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and query their data via complex forms.  For particularly less experienced computer 
users this is often not practicable. Designing user interfaces as suggested could be a 
feasible alternative in such cases. Also, as it could be seen in the user study providing 
a dynamically adjusting summary of what the users choices have been so far can 
serve as a successful support mechanism for accomplishing complex tasks like rule 
editing particularly for less computer experienced users.  
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Abstract. Paper describes how ambient technology platform MonAMI and re-
lated ICT services were adapted into society of Slovakia. MonAMI is European 
project focusing on ambient assisted living based on software, human machine 
interfaces and hardware. Main aim was to increase autonomy, enhance ICT ser-
vices for monitoring purposes for carers and support safety of vulnerable people 
living alone. Broader description of architecture, devices, process of installation 
and implementation follow.   

Keywords: ambient technology, interface, open architecture. 

1 Introduction 

The changes in the demographic trends in Slovakia incline to develop appropriate 
social services for the growing population of seniors with an emphasis on improving 
their quality of life, security, autonomy and supporting their daily activities. The in-
ternational research project Mainstreaming on Ambient Intelligence - MonAMI is one 
of several projects devoted to improvement of independent life and well-being of 
elderly and disabled people supported by the European Commission. The project has 
been focused on building new services using mainstream systems [1]. 

Our objective was to demonstrate that such system is acceptable by elderly and 
supportive in their daily activities in the specific Slovak environment. We have suc-
cessfully tested services in households of 20 seniors. 

Thanks to the open platform OSGi4AMI [1] of MonAMI system, we have devel-
oped new interfaces for different platforms as Android, iOS, plug-in into multimedia 
center software operable on a TV and new user centered interface for ASUS touch 
screen. Thus we have supported more commonly used an affordable devices. 
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2 Technology and Methods MonAMI Platform 

MonAMI technology platform is a three level architecture comprising of sensors, 
logic and external services and interfaces [3]. The idea of MonAMI platform was to 
construct technology platform which is derived from subsistent standard technologies. 
The platform is assigned to deliver services, which integrate reliable wireless (ZigBee 
technology) SON networks, wired networks (1-wire technology), user friendly inte-
raction technology, wearable devices and components for health monitoring. [6] 

The main interconnecting abstraction of the system is a set of interfaces OS-
Gi4AMI [1] currently accessible as an open source project [4]. They define precisely 
functions and operations of all devices, actuators on various platforms as well as ser-
vices – OSGi components [5]. Therefore new devices, either wired or wireless, may 
be easily added to the system. Central component of the installation in household is a 
Residential Gateway (RG) - a computer with touchscreen, where 1-Wire and ZigBee 
sensors or actuators are connected. The UI could be supported by other devices as 
smart phones, tablets or a TV [9]. The HTML based User Interface consist of 3 differ-
ent UIs with specific dedication to beneficiaries, carers and developers. All of these 
user interfaces are user friendly and can be reached by ICT devices with common web 
browser. [6, 8] 

MonAMI system is build from three pre-defined packages, local or remote moni-
toring of temperature, luminance, connected electrical appliances, etc.; remote control 
of various actuators as switchers, actuators and electric appliances, which are auto-
matically based on individual predefined thresholds; notification of risky situations, 
where the responsible person (carer, medical staff and family) is informed through 
online messages about current status of environment or user. 

 

Fig. 1. Equipment used in study and User Interface, MonAMI 2012 

2.1 OSGi4AMI 

OSGi4AMI represents a reference point for all developers of the MonAMI system. It 
is a common interface framework developed as an open source technology [1, 2, 3, 7], 
which enables through provided ontology the interaction between MonAMI Frame-
work modules. This ontology defines the concepts used by MonAMI software mod-
ules of RG. 
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As the devices are the common representations of the physical devices virtually 
connected to the RG, they encapsulate the real device operation, and expose members 
related to its functionalities. As mentioned above, devices are basically divided into 
devices able to sense physical magnitudes e.g. temperature, presence, humidity, 
etc.(sensors) and devices able to change status of physical simple apparatus e.g. 
switching on/off, open binds, etc. (actuators). Any of new devices added requires 
module for implementation into system structure. Using of mounted devices will need 
structural bundle created in OSGi4AMI. All the changes in base platform will imme-
diately have visible output at web interface for both kinds of users (carers – users). [6] 

2.2 Architecture of Provided ICT Services  

The goal of the OSGi4AMI interfaces is to define a common set of interfaces for each 
category of MonAMI devices and functions. The OSGi4AMI interface defines Java 
interfaces for common needs and can be extended as soon as a new feature is needed. 
The service object implementing this interface is owned by, and runs within, a bundle. 
This bundle registers the service object with the OSGi framework service registry so 
that the ser-vice’s functionality is available to other bundles under control of the 
Framework [6]. All services are configurable to the users’ needs.  

The services used in MonAMI platform can be modified and upgraded easily be-
cause of OS-Gi4AMI modularity so they are fully adaptable. They operate above 
devices’ layer, recruit existing ones, combine each other and provide high level in-
formation to the RG [6, 7, 8]. Main tested services were: 

• SURE services (gas, smoke) – monitoring level of gas or smoke; if it has been 
detected, alert is sent, 

• 1-Wire gas and smoke sensor – enable monitoring of living space and alert in case 
of higher concentrate of gas or smoke, 

• App SURE – if the user has forgotten to switch off an electric device and this de-
vice is in usage for more than a predefined time or energy spent, device is switched 
off, 

• Temp SURE – sends an alert if temperature is lower or higher than a predefined 
threshold for a longer time, 

• Zone SURE – if the system recognizes (or do not recognizes) a user activity during 
a pre-defined time in predefined area and it should not be (should be) recognized, 
responsible person is informed about situation. 

3 Results 

The whole system was tested in 20 real households during a period of three months. 
The users and their carers provided useful and effective feedback to researchers and 
developers in the content of user experience and usability. Among the most positively 
evaluated services is Zone SURE, which recognizes that people enters a room/area 
when they are not allowed to or even that people haven't entered a room/area when 
they have to. In such a case the service can send an alarm to someone by e-mail, sms 
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or the user interface. Another highly appreciated service is Connect SURE, which 
connects the user to carer through CareIP, who could remotely check how dangerous 
the sit-uation is. Project MonAMI offers an alternative for common platform for AAL 
solutions looking in large scale implementation of new services [9].  

4 Conclusion 

What we found as a positive response, is that with the usage of the provided technol-
ogies, seniors became more interested in using the computer and internet due to the 
possibilities of contacting the family members abroad, playing internet games or read-
ing online news, then increasing of safety, self-confidence and autonomy. 
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Abstract. A method and algorithm for modeling single-switch scanning for text 
input is presented. The algorithm uses the layout of a scanning keyboard and a 
corpus in the form of a word-frequency list to generate codes representing the 
scan steps for entering words. Scan steps per character (SPC) is computed as a 
weighted average over the entire corpus. SPC is an absolute measure, thus faci-
litating comparisons of keyboards. It is revealed that SPC is sensitive to the 
corpus if a keyboard includes word prediction. A recommendation for other re-
search using SPC is to disclose both the algorithm and the corpus. 

Keywords: Single-switch scanning, text input, models of interaction, scan steps 
per character. 

1 Introduction 

One enduring method of accessible text entry is single-switch scanning using a virtual 
keyboard. Keys are highlighted in sequence (“scanned”) with selections made with a 
single input switch when the key bearing the desired character is highlighted. To 
speed-up entry, a two-tier scanning pattern is often used, such as row-column scan-
ning. Scanning thus proceeds row by row. When the row bearing the desired character 
is highlighted, it is selected. Scanning proceeds within the row until the key bearing 
the desired character is highlighted. A selection adds the character to the text mes-
sage, with scanning restarted at the top row.  

To further speed-up entry, the keyboard is often arranged with high-frequency let-
ters (e.g., e, a, or t, for English) near the beginning of the scanning sequence. This 
reduces the required number of scan steps to reach letters. To speed-up entry even 
further, word prediction techniques are often added. This allows a word to be selected 
after only part of the word is entered. 

It is apparent from the points above that text entry using single-switch scanning 
can be modeled analytically. The rate of entry will depend on the scanning interval 
and the number of scan steps to enter letters or words. The physical demand on users 
will depend on the required number of switch activations to enter letters or words. 
Techniques to optimize aim to lower the number of scan steps or the number of 
switch activations. Comparing the computed numbers can assess alternate designs. 

This paper is on modeling text entry using single-switch scanning. The goal is to 
both review existing modeling techniques in the literature and to suggest improve-
ments to these techniques. The most serious deficiency in existing models is the use 
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of relative metrics. Relative metrics reveal the percent drop in scan steps when a de-
sign is optimized in some way. While relevant for variations on a design, relative 
metrics cannot be used to compare designs across publications, because the baseline 
design is different, not precisely known, or inherently dissimilar. Because of this, the 
body of research on text entry using single-switch scanning is a collection of distinct 
publications that cannot be compared. The work does not form a unified coherent 
body of research. One goal here is to correct this. 

2 Relative versus Absolute Metrics 

As noted above, the efficiency of text entry using single-switch scanning can be im-
proved using a variety of techniques. Research on this spans several decades [1-7], 
[13-16]. The problem alluded to above is apparent in Lesher et al.’s review [7] where 
comparisons of alternate designs are expressed in relative terms. As an example,  
row-column scanning using an alphabetic letter arrangement is contrasted with an 
optimized letter-arrangement. See Fig.1.a and Fig.1.b. It is noted that the optimized 
arrangement is “more efficient” [7, p. 83], but no statistics are given. For other com-
parisons, statistics are given, but only in relative terms, for example, “incorporation of 
a word list provides a 24% savings in switch counts” [7, p. 84]. (Note: a “switch 
count”, as used here, is the same as a “scan step”). The full details of the baseline 
design are not given, nor are any absolute measures provided. The alluded-to 24% 
savings is meaningful only within the cited publication. In another paper, we learn of 
“keystroke savings … in the range of 37-47%” [4]; but, again, the baseline design is 
insufficiently detailed and no absolute measures are given. 

The examples above are not unique. Despite a considerable body of work, it is dif-
ficult, arguably impossible, to compare designs from one publication to the next. 
Mankowski echoes this sentiment: “unfortunately, they only report the relative sav-
ings, not the actual number of scan steps” [11, p, 103]. 

This limitation is easily rectified, drawing upon text entry modeling from mobile 
computing. The efficiency of text entry on phone keypads and their variants is aptly 
reflected in keystrokes per character (KSPC) [8], [10]. KSPC is the average number of 
keystrokes required to produce each character of text on a given keyboard, in a given 
language, using a given entry method. The statistic is an absolute measure. The 
equivalent for scanning keyboards is scan-steps per character (SPC). SPC is calcu-
lated a similar way except using the average number of scanning intervals to produce 
a character of text.1 SPC is computed as a weighted average for a language and re-
quires a letter-frequency list or word-frequency list derived from a corpus.  

To illustrate the utility of SPC, Fig.1. shows 12 scanning keyboards from 7 
sources. For this analysis, only the core letters (a-z) and space (_) are shown. Letters 
are in lowercase. Where word prediction is used, Word appears. Additional columns 
on the right or rows at the bottom, if present, are not shown, as these do not impact 
the calculation of SPC (assuming top-to-bottom, left-to-right scanning). 

                                                           
1  A related statistic is selections per scan-step, SPS, which reflects the motor demand of entry. 

SPS is not elaborated in this paper. 
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 Keyboard Rank Word Freq. Scan steps Notes 

(a) 

Fig. 1c 

1 the 5,776,384 .Rt..R.hR.eR_ 

Optimized 
(row-column 

scanning) 

2 of 2,789,403 ..Ro.R...fR_ 

3 and 2,421,302 R..a.R.nR....dR_ 

2000 weapons 3,861 .R....wR.eR..a..R...p..Ro.R.n.R..sR_ 

2001 spot 3,859 .R..s..R...p..Ro.RtR_ 

2002 slow 3,855 .R..s....Rl..Ro.R....wR_ 

(b) 

Fig. 1d 

1 the 5,776,384 R......W 

Optimized + 
word predic-

tion (row-
column 

scanning) 

2 of 2,789,403 .R......W 

3 and 2,421,302 ..R......W 

2000 weapons 3,861 R......wR.eR..a..R......W 

2001 spot 3,859 .R..s..R...p..Ro...R......W 

2002 slow 3,855 .R..s....Rl..R......W 

(c) 

Fig. 1d 

1 the 5,776,384 .HW 

Optimized + 
word predic-
tion (half & 
half scan-

ning) 

2 of 2,789,403 .H.W 

3 and 2,421,302 .H..W 

2000 weapons 3,861 HR......wHR.eHR..a.H..W 

2001 spot 3,859 H.R..sH..R...pH..Ro.H...W 

2002 slow 3,855 H.R..sH....Rl.H..W 

Fig. 2. Coding examples. See text for discussion. 

The method in Fig.2.c uses “half-and-half scanning” [6, p. 44]. To speed-up entry 
with word prediction, scanning initially alternates between the letter-half (left) and the 
word-half (right) of the keyboard (see Fig.1.d). The user first selects the desired half 
(H in Fig.2.c), then selects within the letter or word half of the keyboard. Within the 
letter region, conventional row-column scanning is used.  

Word prediction allows a word to be selected before all letters are entered. The al-
gorithm assumes the word is selected at the earliest opportunity. This will depend on 
the corpus and the size of the word list. The keyboard in Fig. 1d includes a word list 
with six entries. The list appears before the first letter of a word is entered and is up-
dated during entry according to the current word stem. At the beginning of a word, the 
list is simply the six most-frequent words in the corpus. These words can be entered 
by selecting the word half of the keyboard (.H), then selecting the word, for example, 
W for the, .W for of, or ..W for and. See Fig.2.c. 

Less common words must be partially or fully entered before word selection is 
possible. As seen in the last row in Fig.2., slow was entered after the input of sl. After 
s, the list contained she, said, some, so, should, and such – the six most frequent 
words beginning with s. After sl, the list contained slightly, slowly, slow, sleep, slight, 
and slipped. Slow is the third entry. The user selects the word half of the keyboard 
(.H), then selects slow (..W). See Fig. 4c, last row. 

With software to generate the scan step codes, as in Fig.2., scan steps per character 
(SPC) is calculated as a weighted average over the entire corpus: 

 
( )
( )


×
×

=
WW

WW

FC

FS
SPC  (1) 

where SW is the number of scan steps to enter a word, FW is the frequency of the 
word, and CW is the number of characters in the word. SW and CW are adjusted to 
include a terminating space after each word. 
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The SPCs for the 12 layouts in Fig.1. are given in Fig.3. Values are given for four 
corpora (discussed below). The values range from a low of SPC = 2.45 for Fig.1.m to 
a high of SPC = 7.45 for Fig.1.g.  

 

Fig. 1 
Source 

(1st author, year, reference) 
SPC (by Corpus) Spread 

(%) 
Notes 

BNC-1 BNC-2 Brown Phrases

a Lesher, 1998, [7, Fig. 1b] 5.78 5.79 5.77 5.88 1.9% alphabetic 

b Lesher, 1998, [7, Fig. 1c] 4.27 4.30 4.31 4.34 1.6% optimized 

c Koester, 1994, [6, Fig. 2] 4.28 4.32 4.32 4.36 1.8% optimized 

d Koester, 1994, [6, Fig. 3] 3.35 3.44 4.34 3.20 26.3% 
optimized + word pred. 
(row/col scanning) 

d Koester, 1994, [6, Fig. 3] 2.73 2.87 2.89 2.55 11.8% optimized + word pred. (half 
& half scanning) 

e Steriadis, 2003, [14, Fig. 29] 7.40 7.42 7.44 7.38 0.8% qwerty 

f Steriadis, 2003, [14, Fig. 30] 5.08 5.12 5.13 5.16 1.6% optimized 

g Bhattacharya, 2008, [1, Fig. 1] 7.43 7.41 7.40 7.45 0.7% qwerty 

h Szeto, 1993, [15, Fig. 1] 5.35 5.36 5.37 5.37 0.4% optimized 

i Mankowski, 2009, [11, p. 105] 4.28 4.31 4.32 4.34 1.4% optimized 

j Mankowski, 2009, [11, p. 105] 6.28 6.31 6.32 6.34 0.9% optimized with row/col delay 

k http://wivik.com/ 3.80 4.08 4.17 3.49 16.3% qwerty + word pred. 

m http://wivik.com/ 2.64 2.80 2.84 2.45 13.7% optimized + word pred. 

Fig. 3. Scan-steps per character (SPC) for the 12 keyboards in Fig.1., computed using the  
BNC-1, BNC-2, Brown, and Phrases corpora. See text for discussion 

The benefit of using an absolute metric like SPC to model scanning keyboards is 
apparent in Fig.3.. Using SPC, comparisons are possible both for designs from the 
same source and for designs from different sources. For example, the first two rows in 
Fig.3. are for the alphabetic and optimized layouts in Lesher et al. [7]. The optimized 
layout is more efficient since it can produce text with about (5.78 – 4.27) / 5.78 × 100 
= 26.1% fewer scan steps per character. Although the difference is expressed as a 
percentage, the calculation requires SPC, an absolute metric. Provided SPC is re-
ported, comparisons are possible for keyboards in different publications. For example, 
consider the Koester-Levine keyboard in Fig.1.d and the Wivik keyboard in Fig.1.m. 
Both are optimized keyboards using word prediction. The Koester-Levine keyboard 
places the word list on the right but uses half-and-half scanning to speed-up entry. 
The Wivik keyboard places the word list on the left and uses conventional row-
column scanning. Evidently, the Wivik keyboard is slightly more efficient, since it 
requires about (2.73 – 2.64) / 2.73 × 100 = 3.3% fewer scan steps per character of 
text. Although given in relative terms, the comparison is only possible because of the 
availability of SPC, an absolute metric. 

4 Corpus Effect 

The calculation of SPC is sensitive to the linguistic structure of the corpus. To test for 
a possible “corpus effect”, SPC values were computed for four corpora: the British  
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National Corpus (BNC-1, BNC-2) [12], the Brown Corpus (see Wikipedia), and 
Phrases [9]. Each corpus was reduced to a word-frequency list for computing SPC. 
The Phrases list was built from a phrase set commonly used to evaluate text entry 
methods. It is only included here to test the effect of using a very small corpus on the 
calculation of SPC. The linguistic structure of the four corpora is given in Fig.4. 

Corpus Unique Words Total Words

BNC-1 9,022 67,962,112

BNC-2 64,588 90,563,847

Brown 41,532 997,552

Phrases 1,163 2,712

Fig. 4. Characteristics of corpora used for calculations of SPC in Fig. 3 

The spread of SPC values by corpus in Fig.3. is less than 2% for all designs not us-
ing word prediction. So, in the absence of word prediction, SPC is relatively insensi-
tive to the corpus. However, the spread varies from 11.8% to 26.3% for the four de-
signs using word prediction. In general, larger dictionaries yield higher SPC values. 
The wide spread for designs using word prediction is a problem. Comparisons of 
keyboards from different publications will be compromised, perhaps wrong, unless 
the SPC calculations use the same algorithm and the same corpus. 

To illustrate the problem, let’s revisit the comparison above – between the Koester-
Levine keyboard (Fig.1.d) and the Wivik keyboard (Fig.1.m). The observation that the 
Wivik keyboard is about 3.3% more efficient was based on the SPCs calculated using 
the BNC-1 corpus. What if the comparison used SPCs calculated using a different 
corpus for each keyboard? This question is explored in Fig.5. which provides a cross-
corpus comparison of SPCs for the two keyboards. The 3.3% figure just cited is in the 
top-left cell. Provided the SPCs are calculated from the same corpus (diagonal en-
tries), the conclusion is consistent: The Wivik keyboard is slightly more efficient. 
However, if the comparison is based on SPCs calculated using a different corpus for 
each keyboard, the effect is dramatic. See Fig.5.. One comparison gives the Wivik 
keyboard a 15.2% advantage; another comparison gives it an 11.4% disadvantage! 
Clearly, research on scanning keyboards using SPC as an indicator of keyboard effi-
ciency should disclose both the algorithm and the corpus.2 

 
   SPCs for Koester-Levine keyboard (Fig. 1d) 
   BNC-1 BNC-2 Brown Phrases 
   2.73 2.87 2.89 2.55 

SPCs for 
Wivik 

keyboard 
(Fig. 1m) 

BNC-1 2.64 3.3% 8.0% 8.7% -3.5% 
BNC-2 2.80 -2.6% 2.4% 3.1% -9.8% 
Brown 2.84 -4.0% 1.0% 1.7% -11.4% 

Phrases 2.45 10.3% 14.6% 15.2% 3.9% 

Fig. 5. Cross-corpus comparison of SPCs for two scanning keyboards 

                                                           
2  The software and word-frequency lists used to generate the SPC statistics herein are available 

at http://www.yorku.ca/mack/ScanningKeyboardSPC.zip 
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5 Discussion 

If scan-steps per character (SPC) is calculated only using the core symbols (a-z, 
space), the result is robust but does not generalize to the broader text entry expe-
rience. To improve external validity, the model must include punctuation and other 
symbols. The first step is to position the added symbols in the layout. A revised cor-
pus is also required – to include the added symbols. There is a problem, however. 
While common symbols, such as periods and commas, are relatively stable within 
corpora, many other symbols are not. Consider the variety of symbols on a conven-
tional keyboard (e.g., ~, #, &, ^). Corpora that include these are likely to do so errati-
cally. The symbols will be rare in some text samples, more frequent in others. SPC, so 
calculated, will address a broader context (high external validity), but will be unstable 
(low internal validity), thus weakening comparisons between designs from different 
sources. 

The calculation of SPC does not factor in the human element. The statistic is pure-
ly a measure of inherent efficiency. Of course, assuming perfect behaviour for the 
operator (i.e., no errors, no selections missed), text entry throughput can be calculated 
from the scanning interval and SPC. Additional behaviours must be accounted for, 
however. Many scanning keyboards include a row delay, timer restart, or other ad-
justments to the scanning pattern to aid the user. Text entry throughput can be calcu-
lated if these properties are included along with SPC and the scanning interval. The 
calculation is a “best case”. User efficiency can thereafter be measured as the ratio of 
the observed throughput to the best-case throughput. 

6 Conclusion 

Scan steps per character (SPC) was demonstrated as metric for modeling scanning 
keyboards. Since SPC is an absolute metric, designs from different sources can be 
compared. Where word prediction is used, comparisons are strengthened if SPC is 
calculated using the same corpus (word-frequency list). 
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Abstract. An alternative text composition method is introduced, com-
prising a small special-purpose keyboard as an input device and soft-
ware to make text entry fast and easy. The work was inspired by an
FA (Friedreich’s Ataxia) patient who asked us to develop a viable com-
puter interaction solution – taking into account the specific symptoms
induced by his disease. The outcome makes text entry easier than with
the standard keyboard without being slower. It is likely that the system
has general use for anyone with a similar condition, and also for able-
bodied users looking for a small-size keyboard. We present a usability
study with four participants showing the method’s effectiveness.

Keywords: Human-computer interaction, special-purpose keyboard,
word prediction, ambiguous keyboards, neuromuscular diseases, Fried-
reich’s Ataxia.

1 Introduction

John is 41 years old and was diagnosed 20 years ago with the inherited neuro-
muscular disease Friedreich’s Ataxia (FA). He has considerable motor problems,
worsened by secondary neurological symptoms affecting his sight and speech.
He depends on a computer for everyday work, in particular to compose text
documents. Lacking viable alternatives, John still uses a standard manual key-
board for text entry. However, this requires substantial time and effort. The
entry rate is very low, sometimes only 2–3 wpm, and is decreasing as the disease
progresses.

Our work sought to make John’s life easier by developing an efficient, effortless,
and practical alternative to the standard keyboard. The alternative is tailored
to his needs which are a direct consequence of his disease. The resulting solution
fully utilizes what someone with FA can do, while compensating for what such
a person cannot do. The system is therefore not only usable by John, but by
anyone with similar conditions.

The work is significant since the estimated prevalence of inherited neuromus-
cular disorders is one person in 3,000 [1]. In the USA, for example, that translates
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into more than 100,000 people. The work is also important to text entry in gen-
eral. In addition to use in the workplace, using a computer for e-mail, Internet
chat, texting, etc., is unthinkable without a quick and efficient means to enter
text.

In the next section, we examine common alternatives for persons with dis-
abilities and evaluate them in view of someone with a neuromuscular disease.
After that, we describe the newest version of our text composition application:
DualScribe, which is tailored to the needs of that particular user group. This is
followed by the description of a usability study with four participants, including
John and three able-bodied computer users. The paper is concluded with a short
summary and some thoughts on future work.

(a) (b)

Fig. 1. DualPad: Special-purpose keyboard used as replacement for the standard key-
board. It consists of four rows and five columns and has 18 active keys (not 4×5 = 20),
because the rightmost key in row 1 is a double-width key and the leftmost key in row
4 is deactivated. Columns 1 and 2 are operated with the left thumb, while the right
thumb is responsible for columns 3-5. (a) With hands. (b) Without hands.

2 Literature Review

There are many ways to assist persons with motor disabilities to enter text.
These may be categorized by looking at the targeted input device. First, there
are standard techniques, such as word prediction, which aims to save keystrokes.
After each character, a list of extensions of the string is presented, and the user
can select among those candidates. This reduces the physical load on the user,
but looking through the list to find the desired word increases the cognitive load;
so, word completion is not always faster [2]. Since someone with FA usually has
motor problems leading to unsteady movement, utilizing a full-size keyboard
may be problematic due to key-to-key “travel” distances.

Dasher [3] is an assistive tool for a variety of pointing devices, in the simplest
form a standard mouse. It allows the user to enter text quickly (normally!) by
moving the mouse pointer into areas on the screen associated with characters.
Because of missing fine motor control and reduced hand-eye coordination, this
tool is not a suitable alternative for FA patients.
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The second group of text entry methods focuses on switch-like devices. Input
relies on a small number of signals with the help of a scanning scheme [4]. Instead
of using a full keyboard, the user confirms suggestions made by the computer, for
example, by actuating a key or switch. One example is a row-column scanning
keyboard where the computer suggests first the row, and then the column within
the row, of a character in a two-dimensional matrix. These systems (e.g., [5,6])
typically do not make full use of the physical capabilities of an FA patient (who
can employ both hands, for example). So, input is unnecessarily cumbersome,
resulting in a very low input rate. Editing tasks, such as rearranging a sentence,
are particularly difficult.

The third approach involves contact-free devices. For those who cannot use
their hands or arms, automatic speech recognition (ASR) is an efficient alterna-
tive (e.g., [7]). As the voice of an FA patient is usually subject to dysarthria, the
recognition algorithm may falter due to speech variations. Non-verbal voice in-
teraction (NVVI) – involving humming or whistling – might be an answer (e.g.,
[8]), but the vocal problems are often too overwhelming.

Another method for hands-free text entry is eye tracking, where the user’s
eyes can move a mouse cursor, for example, to select characters displayed on
an on-screen keyboard (e.g., [9]). Since FA is often accompanied by pathological
nystagmus, eye tracking is often impossible. An idea quite similar to eye tracking
is the camera mouse [10], which tracks a freely selectable spot on the user’s face
with the help of a standard webcam. However, that may also be too difficult if
the user’s head movements are unsteady or uncontrollable.

Hamidi et al. [11] present an interesting text entry approach. It is also based
on speech recognition, but in contrast to allowing arbitrary words, the system
merely discriminates between a limited number of user-definable keywords which
are translated into emulated keystrokes. In other words, instead of typing on a
standard manual keyboard, the user can define, for example, “Marc” as “M” or
“Tom” as “T”, and the system only has to distinguish the keywords. This could
be the starting point for an adequate contact-free alternative.

In our approach, we combine some of the ideas above and convert them to
a text composition application called DualScribe, which is characterized by the
special-purpose keyboard shown in fig. 1. This input device was chosen because
of anecdotal evidence: John (who usually uses the middle fingers of both hands)
likes to type the leftmost keys on the keyboard (like “A”, “Q”, “Tab”, or left
“Shift”), since he then can use his left thumb for typing while handling the left
edge of the keyboard as a guide.

3 DualScribe – System Description

It is beyond the scope of this paper to detail every feature of DualScribe, so
we focus only on the main concepts. In short, the software emulates virtual
keystrokes in response to the physical keystrokes of the user on the 18 keys
of the DualPad. The keys of the DualPad are not only associated with direct
keystroke emulation, but also with changes in the program state of DualScribe.
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The program offers a small number of modes with the mappings from keys
to functionality depending on the currently active mode. Each key’s function is
similar in every mode (although not always identical).

(a)

(b)

Fig. 2. Input ideas. (a)Dual mode with eight-by-six selection grid and a word prediction
list after entering “con”, which requires pressing the keys “↑”, then “3”, “←”, “3”, “←”,
and finally “2” on the DualPad. (b) Ambiguous mode where each character key stands
for four or five characters with candidate list after entering the sequence “1442”.

The default entry of a character (also called dual mode) involves two keystrokes
(leading to the program’s name). The selectable characters are arranged in eight
rows and six columns (as depicted in fig. 2a for lower-case letters). The user
selects the row of a character with the help of the four arrow keys located on the
DualPad and the column with the six character keys. In single keystroke mode,
the arrow keys of the DualPad do the same as the arrow keys on the standard
keyboard – that is the reason for their labeling. In dual mode, they could as well
be labeled A, B, C, D, as they are simply four keys to directly select rows 1-4 –
or 5-8 if pressed twice – of the 8× 6 grid.

The KSPC (keystrokes per character) for the input method is 2.0; however,
word prediction using a 100k-item dictionary (compiled from Ref. [12]) reduces
KSPC. Considering all 100,000 words and always taking the shortest path to
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enter a word [13] yields a KSPC of 1.1159. This is close to the inherent KSPC
= 1.0 for a regular QWERTY keyboard.

There is also an ambiguous mode which is T9-like except only using six keys.
As the user enters the characters “1”–“6”, DualScribe looks for matches in the
same dictionary as is used for word prediction. A frequency-ordered list of up to
16 candidates (including extensions, but with priority given to exact matches) is
suggested to the user (as two lists with eight entries each) who then selects the
desired word in a manner similar to the row in dual mode. The implementation is
analogous to MacKenzie and Felzer’s definition of a scanning ambiguous keyboard
[14], except with direct selection instead of scanning.

Since the dictionary is large, almost every word (including some proper names)
is known and can thus be entered without switching to dual mode. Moreover, the
user can easily extend the dictionary, i.e., make arbitrary expressions known to
the system. On the other hand, a large dictionary also implies a high ambiguity,
which means that the candidate list may contain many matches and only few
extended suggestions (as depicted in fig. 2b). In any event, this method leads to
a low KSPC of 0.8807.

The user is not restricted to the 48 symbols shown in fig. 2a. Various mecha-
nisms, such as a “Shift” key or a menu mode, let the user produce any character
or symbol that is found on a standard keyboard. Besides, DualScribe has its own
editor window and offers features that integrate with any regular text composi-
tion software, including a movable cursor, copy/paste, find/replace, undo/redo.

4 Empirical Data

A pilot study revealed that entering text in ambiguous mode is faster and more
comfortable than in dual mode (which is not really surprising, given the lower
KSPC). Therefore, ambiguous mode was chosen for a first field test using the
German language version of the program. During an exhibition at the local
university, visitors were given the opportunity to measure their text entry rate
with DualScribe in comparison to the standard QWERTY keyboard.

The participants’ task was to transcribe – as fast and as accurately as possible
– nine German phrases randomly drawn from a list of 56 phrases with lengths
varying between 31 and 81 characters. All phrases contained upper- and lower-
case letters and punctuation, and it was made sure that every single word was
in the dictionary (based on the DeReWo [15] in the German version), so that all
text could be entered in ambiguous mode.

The nine runs were divided into three blocks with three runs each. Partici-
pants were instructed to employ the DualPad in the first and third blocks and
the standard keyboard in the second block. Correcting typing errors (e.g., by
using backspace) was allowed, but not required, and the number of correction
operations used in each run was noted.

In addition to John (for whom the system was originally developed), three
able-bodied participants, one 26-year-old female participant, and two male par-
ticipants (aged 45 and 27, respectively) completed the entire procedure. For the
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study, the four participants – all frequent computer users – were coded P0 (for
John), P1, P2, and P3. The resulting entry rates are depicted in fig. 3 for the
ambiguous mode in DualScribe and in fig. 4 for the standard keyboard.

The most striking result is that John’s entry rate with DualScribe appears
comparable to that of the able-bodied participants. Of course, the comparison is

Fig. 3. Average text entry rates obtained in the four-participant usability study. Re-
sults for two blocks with three phrases each while the participants were using the
DualPad.

Fig. 4. Average text entry rates for one block while using the standard keyboard
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a little unfair, since John was already familiar with the input method, while the
visitors to the exhibition only practiced for a few minutes prior to the test (P1
for 2 minutes, P2 only for 1 minute, but P3 for at least 20 minutes). Anyway, his
performance using DualScribe is not “that far off” as with the standard keyboard
(with up to 20 times slower entry rate).

The practice time is also the main reason for the difference in blocks 1 and 3.
John (P0) has a lot of experience with DualScribe, and a few more sentences can
hardly improve his entry rate. However, this amount of practice is enough for
the other participants to considerably improve their performance. Even though
it seems likely that their learning curves will continue the upward trend, it has
to be said that the built-in acceleration techniques cannot compensate for a full
keyboard, if it can be operated fast. So DualScribe is a viable alternative for
persons with certain disabilities, but for able-bodied users, it is only adequate
in specific situations.

5 Conclusion

A text entry tool optimized for a small keypad which can replace a full-size
keyboard has been introduced. The pad is held with both hands and operated
with the thumbs only. The tool – an advancement of a simpler system involving
a game controller [16] – is therefore ideal for someone with FA. A usability study
justified that assumption. It was shown that it is possible for an FA patient to
achieve text entry rates with the system that are somehow on par with those
achieved by able-bodied computer users.

The fact that a first prototype is already in use currently (by a particular
individual with FA, for composing private e-mails) also shows its usefulness. For
the future, it is planned to extend the idea to computer operation in general (not
just text composition). This requires directing virtual keystrokes to any active
application (instead of a dedicated editor window), as well as adding a mouse
mode.

Acknowledgments. This work is partially supported by DFG grant FE 936/6-1
“EFFENDI – EFficient and Fast text ENtry for persons with motor Disabilities
of neuromuscular orIgin”.
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Abstract. We present an alternate mobile phone keyboard for inputing text, the 
JusFone Keyboard. This keyboard allows people to enter characters by resting 
their finger on a the desired key, and rocking to select a specific character. We 
ran user tests of the keyboard with 12 seniors comparing it against a touch-
screen keyboard, a phone with large buttons, and an on-screen PC keyboard. 
The users found several things to like about the JusFone Keyboard, including 
comfort and size of keys and having direct access to characters. Users also had 
several suggestions about how to make the keyboard better such as making the 
text on the keys bigger and adjusting the spacing between keys. We also con-
ducted a diary study of a user with reduced hand function who used the JusFone 
keyboard on his PC. The results indicate that the keyboard may be of assistance 
to persons with reduced hand function. 

Keywords: User testing, mobile phones, keyboards, input methods. 

1 Introduction 

As smartphones and apps are increasingly adopted, there is an increasing demand for 
inputting text, numbers, and other characters on mobile phones. The trend in smart-
phones has been the widespread use of touch interaction through on-screen keyboards 
with no physical keyboard. This is not always desirable or suitable for everyone. 
There are still many people that prefer a physical keyboard on their mobile phone. We 
introduce the JusFone keyboard that is an attempt to simplify text input and input in 
general on mobiles phones and other electronic devices. The keyboard is meant to 
make it easier for certain groups, e.g., persons with reduced hand function, to operate 
their mobile devices. 

The paper is based on work conducted in the project “JusFone – a smartphone for 
everyone”. It was conducted from 2010 to 2011 with support from the Norwegian 
Research Council. The main goal of the project was to conduct user testing of the 
concept phone JusFone on seniors to generate feedback to be used in further product 
development, as well as contribute to the general development of accessible mobile 
phones. The main activities in the project were to produce a prototype of the JusFone 
keyboard, to conduct user testing of the keyboard on seniors, and to conduct a survey 
on seniors and their mobile phone use. Here we present the JusFone keyboard and 
report on the findings from the user testing of the keyboard. 
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Richard Chan developed the JusFone keyboard and manufactured three prototypes 
for the purpose of user testing. The keyboard prototypes have a keypad shape, and the 
finished product will be built into mobile phones. The keys are the size of a regular 
keyboard key, but are concave with four directional rocker keys (see Fig 1). The main 
idea is to rest the finger in the middle of the key, which will input nothing, and then 
rock the key in any of the four directions. This will result in a character being input on 
the phone based on the direction. An advantage of this approach is that one can easily 
anchor a finger in the middle of a key and input characters even if one has poor preci-
sion (e.g., one has a very shaky hand or one is wearing bulky gloves). People with 
vision impairment could also benefit from using the keyboard given the tactile sup-
port it provides. 

The keys provide easy and direct access to all characters, and there are dedicated 
keys for shortcuts and phone control. The physical form and mechanical characteris-
tics of the keyboard is intended to improve accessibility for several user groups. A 
variant of the keyboard with an USB-interface can be a standalone device connected 
to a computer or a tablet to provide an alternative input method. A phote of a JusFone 
prototype is provided in Fig. 2. 

The purpose of the user testing was to try out the JusFone keyboard with seniors, 
and to use the experiences gathered in further development of the keyboard. We also 
compared the JusFone keyboard with other relevant input methods. These were: 1) a 
basic standard mobile keypad with large keys and large numbers/letters, 2) an on-
screen keyboard on a mobile device – iOS on an iPod Touch, and 3) an on-screen 
keyboard on a Windows tablet PC. 

 

Fig. 1. Close up of a JusFone key (Source: Richard Chan) 

 

Fig. 2. A prototype of the JusFone keyboard (Source: NR) 
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2 State of the Art 

Research in alternate input methods is continuing and many products exist. Starting 
at the desktop, there have been many keyboards that aim at being more ergonomic 
or efficient [1]. Beyond the keyboard we have methods like speech or Dasher [2], a 
way of “driving” to letters based on the probability that they will be next in a word. 
Dasher has even been extended to be steered by the brain [3] or combined with 
speech [4] to speed writing. If we turn to the mobile world, we can see that speech 
recognition is starting to become a popular choice, but keyboards are preferred in 
many circumstances. Other keyboards researched in the mobile space include the 
Twiddler [5]: a chording keyboard for inputting text with one hand, BigKey [6]: a 
virtual keyboard that attempts to make the key for next letter in a word larger, and 
BrailleTouch [7]: an eye’s free way of inputting text using a touchscreen. The Ea-
syWrite [8] prototype is another virtual keyboard that targets people with motor 
coordination problems, though it tries to tackle the problem in a much different way 
than JusFone. 

3 Methodology 

The test persons were recruited from members of Seniornett – an organisation provid-
ing ICT training for seniors. The test persons were from 65 up to 80 years of age, and 
the gender balance was even. Their self-assessed computing skills were medium to 
high levels of experience. 13 user tests were conducted. These were done with three 
different set ups: 

1. Seven seniors with no disclosed disabilities conducted user tests with the JusFone 
keyboard connected to a PC completing various tasks, and conducted the same 
tasks on a Windows tablet PC using an on-screen keyboard.  

2. Five seniors with no disclosed disabilities conducted user tests with the JusFone 
keyboard connected to a PC completing various tasks. They conducted the same 
tasks with a Doro mobile phone with a basic standard mobile keypad with large 
keys and large numbers/letters, and an on-screen keyboard on a mobile device (iOS 
on an iPod Touch). 

3. One person with reduced hand function used the JusFone keyboard instead of his 
normal PC keyboard over several days, and kept a “diary” detailing the expe-
riences with the keyboard.  

The seniors in Groups 1 and 2 were videotaped, and the usability software Morae was 
used for screen and audio capture. In Group 1 a researcher conducted the testing, 
while in Group 2 two researchers conducted the testing (one interviewer and one ob-
server). The set up is shown in Fig. 3. 



442 O. Dale and T. Schulz 

 

Fig. 3. Set up using video capture and the Morae usability software (Source: NR) 

In Groups 1 and 2 the participants solved different tasks and answered concrete 
questions from a test protocol. The protocol was adjusted based on the experiences in 
Group 1 and to accommodate the different comparisons between input methods con-
ducted in Group 2. The tasks consisted of writing text, numbers, symbols, and punc-
tuation marks with the different input methods. The participants were encouraged to 
think aloud, ask questions, and to make comments. 

By using the Morae usability software, a qualitative analysis was conducted by the 
researchers on all the material collected (video, audio and electronic and handwritten 
notes). For Groups 1 and 2 the observations made and the participants’ comments 
were categorized and summarised. A summary was made of the diary notes taken 
down by the participant with reduced hand function. 

4 Results 

The results are divided by the device that was evaluated. 

4.1 JusFone Keyboard 

The keys on the JusFone keyboard are concave; to ease usage, the users can place and 
rest their fingers in the middle of the concave surface and rock in four different direc-
tions to depress the desired key, e.g. letter ‘a’ at nine o’clock, letter ‘b’ at six o’clock, 
or ‘c’ at three o’clock. One thing that was noticeable was that the informants did not 
use this rocking method, but rather pressed directly on the letters on the edges of each 
key in a pecking manner. When asked to try the rocking method some found it easier, 
but most quickly reverted back to the pecking method. Several pointed out that the 
concave design could be of benefit to persons with hand tremors or other hand impe-
diments, because one could use the “well” as a finger guide and resting place. Some 
felt that the keys were firm and comfortable to press. 
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The seniors were positive about having direct access to all letters and numbers and 
that all characters, symbols, and punctuation marks are visible. Many mobile key-
boards have these hidden in sub-menus and require prior knowledge to their position 
or multiple key presses to access. Several mentioned that the visibility and ease of 
direct access was especially important during the more intricate writing tasks. The 
alphabetical layout was beneficial according to some. 

The test users mentioned that it was easy to edit text with the JusFone keyboard. It 
was pointed out that it was easier to move the cursor using the JusFone keyboard 
compared to touch screens. They highlighted that one of the advantages with the Jus-
Fone keyboard is that it is bigger than conventional mobile keypads, and that one gets 
direct access to all letters. It appeared that seniors who were dissatisfied with the input 
method on their own mobile phones were somewhat more positive to the JusFone 
keyboard. This was especially the case for the ones who had touch phones. 

The majority said it was easy to use the JusFone keyboard. They expressed that it 
was easy and intuitive to understand how to use it, but that it would still be useful 
with some instructions and a manual for beginners. The use of multiple characters per 
key was not a problem, and it was an advantage that different colours were used to 
separate different types of characters. 

Some of the test persons mentioned that they initially had to do a bit of searching 
for symbols and punctuation marks since they were not familiar with their placement. 
They said, however, that this is something one gets used to. It was pointed out that the 
keyboard was large and bulky. It was also brought to our attention that one of the 
symbols was impossible to access as it was placed on the same key and opposite to 
the Shift function. As its use relied on depressing Shift it was impossible to access it 
without having activated the Sticky keys function, which we unfortunately turned off 
during the user trials. 

There were some suggestions from the seniors on how to improve the keyboard. 
These include: 

• Slightly bigger and more readable letters, especially symbols and punctuation 
marks. 

• Slightly more space between the keys. 
• A Delete button in addition to the Backspace when editing. 
• Native terms on keys, e.g. the Norwegian “mellomrom” instead of “space” on the 

Space key. 
• Should be lighter, smaller, and more aesthetically pleasing (this was the first proto-

type). 

Our impression is that, by and large, the JusFone keyboard was well received by the 
seniors, but that there are some aspects that need improvement. 

4.2 Doro Large Key Keypad 

The Doro device has large keys and large numbers. In addition to the keypad it has a 
scrolling wheel and some other keys required for its operation. It is targeted as a  
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“senior phone”, meant to cater to the needs of elderly persons. We wanted the infor-
mants to try it, as a comparison to the JusFone keyboard. The experiences are summa-
rized below: 

• The keys were considered large and comfortable. 
• It was considered especially suited for writing short texts and for dialling numbers. 
• The seniors mentioned that it was difficult to tell if you were in letter or number 

mode, as the indicator for this was small. 

The fact that the informants found it very cumbersome to access certain symbols that 
were hidden in sub-menus and requiring many key presses or use of the scrolling 
wheel, appeared to impact negatively on the overall impression. 

Table 1. A comparison between the JusFone keyboard, the Doro mobile phone, the iOS on-
screen keyboard and PC on-screen keyboard 

Feature/activity JusFone key-
board 

Doro iPod Touch Tablet on-
screen key-
board 

Key and character 
size 

Adequate sized 
keys; letters 
somewhat small 

Large keys and 
letters 

Small keyboard 
and letters 

Adequate sized 
keys 

Ease of access to 
characters 

Direct access to all 
letters & numbers. 
Some symbols and 
punctuation marks 
require two key 
presses 

Some symbols in 
sub-menus – cum-
bersome to access 

Some symbols in 
sub-menus – 
cumbersome to 
access 

Gap between 
spacebar and 
bottom of the 
screen made it 
very easy to 
miss key. 
Reflective 
screen also 
caused prob-
lems. 

Editing Easy to edit No particular 
comment. 

Editing can be 
difficult 

Editing was 
difficult, one 
gave up 

Writing Well liked – espe-
cially for longer 
texts and compli-
cated writing com-
bining letters, 
numbers, symbols 
and punctuation 
marks 

Well liked – espe-
cially for shorter 
texts and to dial 
numbers. Cum-
bersome access to 
certain symbols in 
sub-menus 

Easy to make 
mistakes due to 
small characters 
positioned close 
together 

Missing the 
spacebar re-
sulted in many 
errors. Many 
times discov-
ered after other 
words were 
written. 

4.3 iPod Touch On-Screen Keyboard 

The informants also tested a second-generation iPod Touch running the most recent 
version of iOS for this device at the time. This represents the identical on-screen key-
board found on the iPhone, and similar to many other popular touch based smart 
phones. Here follows a summary of the informant’s use of the iPod Touch: 
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• The seniors found the keyboard to be small – it was referred to as “Lilliputian” – 
and it was easy to accidentally press neighbouring characters. 

• It was easy to make typing errors, and editing was challenging for some. 
• It was difficult to access certain symbols as they were placed in sub-menus. 
• The keyboard displays capital letters despite being in lower case mode. 
• Some informants tried to use their fingernails to improve accuracy, but, as the 

screen was capacitive, this did not work. 

4.4 On-Screen Tablet Keyboard 

The seniors also tried an on-screen touch keyboard on a Windows Tablet PC. This 
worked reasonably well, and there were not many comments besides the Spacebar 
being somewhat difficult to access. A comparison between the four input modalties is 
given in Table 1. 

4.5 Diary Data 

To examine how the JusFone keyboard performs for a person with reduced hand func-
tion, one informant who suffers from hand tremor used the keyboard instead of his 
standard PC keyboard for a couple of days. The informant recorded his comments 
using a tape recorder. 

From the outset he noticed that the bulkiness of the keyboard resulted in an awk-
ward writing angle. He used a book to change the angle, but the awkward angle still 
caused some problems throughout the trial. He said, “It is very different from using a 
standard keyboard on a PC... I suppose you have to use it and get used to finding your 
way around”. 

He noticed he had to look down at the keyboard while writing, and he noticed in-
creased fatigue and shaking in his right hand after one hour of use. After a few days 
use he said, “It is quite easy to place your finger in the right place ... I believe that if 
you use it a great deal it will become easier. If you have problems with your hands or 
arms it is easier to use [than a standard keyboard]. I find it a lot easier to use than a 
touch screen. I cannot use touch screens”. 

Despite the testing being unstructured and anecdotal documentation, the trial did 
show promise that the keyboard can be used with niche populations, such as persons 
with reduced hand function. 

5 Impact or Contributions to the Field 

The work described in this paper detailing the initial user testing of the JusFone key-
board shows that the JusFone keyboard can be a possible alternative to touch based 
on-screen keyboards and existing physical mobile phone keyboards. As a standalone 
unit, it may also be used as an input method for other electronic devices such as tab-
lets, smart-TVs, etc. Its innovative rocker keys may provide easier input for persons 
with reduced hand function. It may also be of use for persons who rely on tactile input 
such as persons with vision impairment. 
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6 Conclusion and Planned Activities 

The relatively low number of user test performed and certain methodological issues 
means that one needs to be cautious in the conclusions drawn. That aside, the user 
testing revealed many positive attributes of the JusFone keyboard. Direct access to 
characters, ease of editing, alphabetical layout, intuitive to use, and the visible display 
of all characters were among some of the positive feedback provided by the infor-
mants. There was also some room for improvement, such as more spaced out keys 
and slightly larger letters. Further development and refining is needed for the device 
to be released as a commercial product, but these initial user tests show a great deal of 
promise. Mr. Chan is working on further developments of the keyboard. 
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providing funding for the project; our project partners Richard Chan and Seniornett; 
and of course – many thanks, to all the informants who generously gave their time to 
take part. 
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Abstract. This paper addresses the problem of assessing the speech intelligibili-
ty of patients with dysarthria, which is a motor speech disorder. Dysarthric 
speech produces spectral distortion caused by poor articulation. To characterize 
the distorted spectral information, several features related to phonetic quality 
are extracted. Then, we find the best feature set which not only produces a 
small prediction error but also keeps their mutual dependency low. Finally, the 
selected features are linearly combined using a multiple regression model. 
Evaluation of the proposed method on a database of 94 patients with dysarthria 
proves the effectiveness in predicting subjectively rated scores. 

Keywords: Dysarthria, phonetic quality, speech intelligibility assessment. 

1 Introduction 

A speech intelligibility test for patients with dysarthria, which is a motor speech dis-
order, is conducted to diagnose and treat the articulatory disorder through utterance- 
based subjective perceptual evaluation by experts or naïve listeners [1]. In general, 
such an intelligibility test is costly, laborious, and subject to listener bias. Hence, an 
automated method (i.e. objective measurement) of the intelligibility test that is highly 
correlated with the expert’s score (i.e. subjective grade) will be very useful in diagno-
sis area or dysarthric speech processing.  

An important issue on developing a reliable objective assessment method, which 
may replace the expert with a computational algorithm, is how to extract and select 
proper speech features that show distinct characteristics depending on severity of 
disorders. However, in most cases, the existing methods rely on intuition and empiri-
cal comparison without any systematic selection strategy during feature extraction 
and selection process [2]. In this paper, we focus on the selection of a phonetic quality 
feature set to effectively represent the characteristics depending on severity of disord-
ers in aspect of spectral distortion. Phonetic quality is mainly related to a spectral 
envelope determining phone identity. To this end, several phonetic quality features 
are extracted and then a proper feature set among them is selected using a new feature 
selection strategy. Finally, the selected features are linearly combined using a multiple 
regression model.  
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2 Feature Extraction 

In this section, several model-based and model-free phonetic quality features are in-
troduced to effectively characterize the spectral distortion of dysarthric speech. Mod-
el-based features make use of acoustic models, which are hidden Markov models 
(HMMs) in this work, trained by normal speech, while model-free ones do not need to 
use any acoustic models. Model-based features include word recognition rate (WR), 
state-level log-likelihood ratios (SLLRs), and log-likelihoods (LLs). In SLLRs, dy-
sarthric speech and the corresponding normal speech are compared using log-
likelihood ratios in the states of the normal reference HMMs. Model-free features 
include zero-crossing rate (ZCR), spectral centroid (SC), spectral bandwidth, spectral 
flatness (SF), spectral tilt (ST), spectral roll-off (SRoll), spectral flux, second-order 
spectral flux, ratio of SF and SC (RSS), and ratio of ST and SRoll.  

Basically, the log-likelihoods and model-free features are extracted on frame-level. 
Since the characteristics of speech disorder cannot be observed within a short-time 
region, frame-level features need to be transformed into long-time features. Thus, the 
mean (E), variance (σ2), skewness (Sk), and kurtosis (K) of the frame-level features 
are computed in an utterance. Each statistic feature is averaged for all utterances of 
each speaker and then the averaged features are used for the final speaker feature set.  

3 Feature Selection and Intelligibility Prediction 

3.1 Feature Selection 

In this section, we introduce a new feature selection strategy to choose a proper fea-
ture set, which predicts accurately subjective intelligibility scores, from a number of 
features described in Section 2. The proposed selection criterion is in the form of 
penalty-based objective function with its associated weighting parameter for the pur-
pose of selecting proper features which not only produce a small prediction error but 
also keep their mutual dependency low.  

In the method, we find the best feature set by iteratively selecting one feature satis-
fying the feature selection criterion. To this end, the prediction error of m-th feature at 
t-th round is calculated based on the 0-1 step loss function defined by 

 ( ){ } 0,1exp1/2 ,, >−⋅−+= αγαε    mtmt
 (1) 

where  

 ( ){ } ,/ˆ
2/12

,,  −=
n nmnmt Nyyγ  (2) 

N is the number of training speakers, yn is the intelligibility score of n-th dysarthric 
speaker, ,  is the predicted score of n-th dysarthric speaker based on a multiple 
linear regression model using both already selected features at the previous round and 
m-th feature to be selected at current t-th round.
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To quantify mutual dependence, one natural choice is to compute mutual informa-
tion between features. This method requires accurate estimation of joint distributions 
over the features, but in dysarthric speech it is very difficult due to their data sparse-
ness. To cope with this, a simple but effective alternative way, which is a kind of 
correlation, has been proposed as 
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ht-1 denotes a feature from already selected feature pool Ht-1, xm denotes the m-th fea-
ture to be selected, and  is the number of already selected features. Also,  and 

 are the average feature values of training speakers. The mutual dependence is not 
considered at the first round. 

Using (1) and (3), the best feature at the t-th round is determined as follows: 
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where 0 ≤ λ < 1. Note that in (5), the objective function value Jt,m of each xm has a 
penalty term πt,m and a weighting parameter λ that controls the trade-off between εt,m 
and πt,m in order to enforce low mutual dependence between selected features. Consi-
dering performance in our experiments, a good compromise has been found by setting 
λ in the range of [0.3, 0.5]. At t-th round, the corresponding best feature  is then 
added to Ht. After terminating the feature selection, T features contained in final HT 
are used to predict the intelligibility score. 

3.2 Intelligibility Prediction 

All selected speaker-level features need to be converted into an objective intelligibili-
ty score for a speaker. Intelligibility can be successfully expressed as a linear combi-
nation of the selected features. As such, we use a linear regression model learned by 
means of least square approximation.  

4 Experimental Results 

To evaluate the  proposed method, we used 37 Korean Assessment-of-Phonology-
and-Articulation-for-Children (APAC) word set from 94 dysarthric speakers  
including 75 high, 15 mid, 2 low, and 2 very low subjects diagnosed by a subjective 
intelligibility test from five naïve listeners. To train a referential acoustic model, 37 
APAC words and 150 Korean Phonetically Balanced Words (PBW) from 23 normal 
speakers (16 males and 7 females) were used. To obtain referential likelihoods used in 
SLLRs, 37 APAC words from 5 normal speakers (3 males and 2 females) were used. 
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The features selected among the possible features introduced in Section 2 were com-
bined for predicting the subjective scores. Since the speakers are limited, all experi-
ments were performed in a leave-one-out cross validation (LOOCV). The prediction 
accuracy was evaluated in terms of an root mean square error (RMSE) between the 
predicted scores and the subjectively rated scores.  

When λ=0.5 in (5), a combination of model-based and model-free features 
achieved an RMSE of 10.2 in the range of 0 to 100 even with selecting only 5 fea-
tures, corresponding to relative improvements of 8.1% and 32.0% over those of the 
model-based and model-free features, respectively. Here, the best 5 features averaged 
ranked during training consist of WR, σ2(SRoll), K(LL), K(RSS), and Sk(ZCR). Thus, 
model-based and model-free features complement each other effectively. For λ=0, 
which means that the prediction error defined in (1) is only taken into account during 
feature selection process, an RMSE of 10.8 was obtained. This result ensures that 
considering both mutual dependence and prediction errors by using λ for feature se-
lection allows achieving better performance. Also, the proposed feature selection 
method improved relatively 5.6% over the existing forward feature selection method 
[3]. Therefore, the proposed method clearly verifies the effectiveness in predicting the 
subjective scores. 

5 Conclusion 

We proposed a new method to automatically assess the disordered speech intelligibili-
ty. First, phonetic quality features were extracted to capture the spectral distortion of 
disordered speech. Then, a best feature set was selected by using a new feature selec-
tion method which the selected features produce small prediction errors as well as low 
mutual dependency among them. Finally, the selected features were linearly com-
bined using a multiple regression model. In the experimental results, the proposed 
method obviously shows the effectiveness of our approach.  

Acknowledgements. This work was supported by the R&D program of MKE/KEIT. 
[10036461, Development of an embedded key-word spotting speech recognition sys-
tem individually customized for disabled persons with dysarthria] 
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Abstract. This paper describes the performance of the VITIPI word completion 
system through a text input simulation. The aim of this simulation is to estimate 
the impact of the linguistic knowledge base size through two metrics: the Key-
Stroke Ratio (KSR) and the KeyStroke Per Character (KPC). Our study shows 
that the performance of a word completion is depending of the % of words not 
available and the size of the lexicon. 

Keywords: AAC Word completion system, KSR and KSPC metric, AAC. 

1 Introduction 

Many researches on text entry on the area of assistive and augmentative communica-
tion have been conducted (for an overview, see [6]). Text prediction systems were 
initially designed to help people with a low text composition rate. This includes 
people with severe speech and motor disabilities (cerebrally and physically disabled 
persons, Locked-in syndrome, cerebral palsy, etc.). The main aim of a predictor sys-
tem is both to reduce the effort required and the message composition time. To reduce 
the effort, it is necessary to decrease the number of keystrokes needed for composing 
a message by anticipating the next block of characters (letters, syllables, words, sen-
tences, according to the predictor system nature).  

To facilitate the text entry, many solutions consisting in displaying a candidate 
word list have been designed and tested. The scientific community has clearly identi-
fied some theoretical improvements brought by the prediction system (for instance, 
the low keystroke number and the accelerated speed rate), while the use studies shows 
that the prediction system are rarely actually used.  

This paper will present the new VITIPI version, a word completion component of 
Augmentative and Alternative Communication system designed in the framework of 
the PALLIACOM project: recherche.telecom-bretagne.eu/palliacom. 

After our review of related works, we will introduce the principles of word com-
pletion algorithm. Then, we will describe our experiment to demonstrate the impact of 
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2.2 Principles of Prediction Mode 

When the user has typed the letter "d", the prediction system proposes the list of 
words beginning with this letter: "directrice", "directeur", "direction" for the exam-
ple. The word list can be ordered by decreasing probability or alphabetically accord-
ing the system characteristics [6]. This list may be truncated to the first n elements 
(generally between 5 and 7).  

2.3 Background Studies  

These two modes were investigated through numerous studies to improve text entry: 
A list of words is provided: for instance, Dasher [15], [2], FASTY [12], SIBYLLE 
[14], etc. A survey of text prediction systems can be found in [6]. These studies re-
ported encouraging user experiences.  

However [14] mentioned that some users did not select the intended word even 
though it is clearly present in the prediction list. [5], [9], [8] explained that user’s 
cognitive load is due to more attention and visual efforts. In fact they have to conti-
nuously look between the word list, the keyboard and the text entry focus. [1] has 
proposed a new distribution of the keyboard around a word list to avoid this problem.  

A possible solution to reduce the cognitive load could be to implement direct 
“word completion” [3], [13] by proposing the most probable termination of the cur-
rent word immediately after the latest typed letter by the writer.  

3 Principles of the VITIPI Completion System 

The VITIPI system principles consist of completing (automatically typing by the 
computer) the word, in part or in whole, while the user is inputting it. After each char-
acter typed by the user, the VITIPI system proposes a string (which may be empty), 
which extends or completes the word. The VITIPI linguistic kernel is based on a 
transducer [3] without probability (Fig. 1). VITIPI models the previous context 
through a N-gram model like. 

4 Experiment 

The aim of this experiment is to estimate the evolution of VITIPI performance by 
taking into account different representations of linguistic structures (words, sentences) 
through the transducer by means of a simulation system. 

4.1 Simulation Principles 

To value from a theoretical point of view the text entry performance a simulation 
program was developed. The text that the writer could have written is given to the 
simulation system: each character is entered one after one without orthographic fault. 
At each character typing step, the completion system is trying to propose, as soon as 
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possible, a completion string. Then a comparison string algorithm compares the com-
pletion string to the word part string expected. Two assessment states are possible: 

─ Strings are identical: the completion is counted as right; the completion string  is 
automatically inserted ; then a new character is entering;  

─ Strings are not identical: the completion is counted as false; the completion string 
is removed from the string; then the current character is entering. 

The process is iterative until the end of word. A log program captures the following 
data to compute the letter number to be entered, the letter number proposed by the 
simulation system and the number of false completion list.  

4.2 Corpora 

The topic of the corpora is weather forecast. We have chosen to evaluate the VITIPI 
system on the field of meteorology because its lexical coverage is relatively small (see 
description below). This choice relies on the following hypothesis: the word comple-
tion must be adapted to the application field (for instance, personal mail, written 
communication topic, etc.); then the word completion is more efficient; in conse-
quence this treatment reduces the subject’s fatigue for long text entry [2]. 

Each sub corpus (coded from 1 to 33) corresponds to the text of a daily weather. 
The set of the 33 sub corpora is composed of 457 sentences including 8 436 words. 
The lexicon size corresponds to 948 words. The context size retained for the VITIPI 
system is 3-gram.  

4.3 Simulation Task of Typing Text 

The test has consisted to simulate the text entry of the sub corpus (daily j) with the 
transducer which models the set of the (j-1) sub corpora. Two serials of test were run 
according two modes:  chronological and randomly mode for the construction of the 
transducer.  

4.4 The Metrics  

Two metrics were used as evaluation parameters: 

─ The Keystroke Saving Rate (KSR) [4] which is an estimation of the percentage of 
letters typed by the user. The KSR estimates the percentage of letters automati-
cally written by the system. 

 100*
__

____
1 







 +−=
textofLength

keysfunctionNbtypedcharNb
KSR  (1) 

where: 

• Nb_char_typed is the number of characters typed by the user to write his/her 
text, 



 Adaptation of AAC to the Context Communication 455 

• Nb_function_keys, the number of function keys used by him/her to correct erro-
neous word completion;  

• and Length_of_text is the text length to be typed.  
─ The KSPC (KeyStroke Per Character) generally used by the text entry community 

[11] to compare the performance between prediction systems. 

4.5 Results 

We have measured the effect of the transducer enrichment, daily corpus by daily cor-
pus, by means of the KSR parameter. Two measure sets have been done according the 
two modes of the transducer construction. 

 

Fig. 2. KSR and rate of words outside the lexicon (chronological adding of sub corpora) 

Firstly, the figures (Fig. 2 & Fig. 3) show that there is no effect of the adding mode 
of the sub corpora in the KSR performance. Secondly, we note that for the sub corpus 
1 (Fig. 2) and for the sub corpus 23 (Fig. 3) the KSR is respectively null and negative 
(-0.85) because the transducer has still no representation of words. These two figures 
demonstrate also the great importance of the learning phase to update the lexicon and 
the linguistic representation with the sentence structure. KSR is increasing very 
quickly and then move around 45.75% for the transducer modeling the set of 15 sub 
corpora (Fig. 2).The adding of new sub corpora (from 16 until 33) has quite no effect 
on the KSR. The same effect is observed on the (Fig. 3) (after the consideration of 16 
sub-corpora the KSR is around 44,5).  

The figures (Fig. 2 & Fig. 3) demonstrate also that for a percentage of words not 
available in the lexicon lower than 5% the KSR is quite stable. This suggests us to 
formulate the hypothesis that for a lexicon of 1 000 words, it would be possible to 
obtain a stable KSR average around 45. 
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Abstract. Reorganization of a keyboard layout based on linguistic characteris-
tics would be an efficient way to improve text input speed. However, a new 
character layout imposes a learning period that often discourages users. The 
Quasi-QWERTY Keyboard aimed at easing a new layout acceptance by limit-
ing the changes. But this strategy prejudices the long term performance. In-
stead, we propose a solution based on the multilayer interface paradigm. The 
Multilayer Keyboard enables to progressively converge through a freely opti-
mized layout. It transform the learning period into a transition period. During 
this transition period, user’s performance never regresses and progressively im-
proves. 

Keywords: Input text, multilayer interface, layout, soft keyboard. 

1 Introduction 

Several experiments demonstrated the lack of efficiency of the mini-QWERTY soft 
keyboard [3], [9], [12], [16] and suggested solutions improving significantly the per-
formances at long term. But, as assistive technology for text entry, the mini-
QWERTY remains the standard soft-keyboard deployed on exploration systems. 
These innovations fail to reach a large population of the assistive technology users. 

Based on the same observation, several researches [1], [9] concluded on the relativ-
ity of the concept of performances: in a non-controlled context, reaching perfor-
mances at long term implicates that users use the software at long term and do not 
abandoned it during the learning period. Thus, to be efficient, a keyboard should not 
only enable to reach good performances in the long term but it should satisfy users in 
the short term and encourage them to adopt the new artifact. 

Among the solutions traditionally explored, the reorganization of keyboard layout 
as a function of linguistic characteristics should be a very efficient way to improve the 
performances of soft keyboard in the long term [3], [12], [16]. The reorganization of 
the layout reduces the distance between frequently paired characters and then the 
global distance covered by the pointing device during the input. As a consequence  
of the overall distance reduction, the reorganization should provide a time gain and 
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reduce the fatigue induced by the keyboard usage. However, a new layout disorients a 
user well accustomed to a previous one. The user is turned back into a beginner and 
the majority of them is reluctant to make the effort to learn the new layout. 

In order to reduce this problem, Bi [1] proposed a compromise between obtaining 
performances at long term and maintaining the user’s references during initial use: the 
quasi-QWERTY keyboard. The quasi-QWERTY keyboard optimizes the layout to-
ward linguistic properties but allows only permutations of neighboring characters are 
allowed. Thus, because the characters remain located in the same closed space, this 
new keyboard eases the character visual search for a mini-QWERTY user. During the 
first usages, Bi demonstrates better performances than performances obtained with a 
layout freely reorganized, whereas the user still remains less efficient with the quasi-
QWERTY than with the mini-QWERTY. 

We are convicted that this strategy of smoothing the transition between the 
QWERTY layout to another layout is promising, we propose and studied the concept 
of Multilayer Keyboard. Inspired by the concept of multilayer interface used to 
smooth the transition between two versions of a system [7], the multilayer keyboard 
enables to progressively improve the layout by proceeding casual permutations con-
verging through an optimal freely reorganized layout.  

In a first section, we will detail the related work referring to the layout reorganiza-
tion and the concept of multilayer interface. Then, in a second section, we detail the 
idea of Multilayer Keyboard. Section 3, we present a first evaluation of the keyboard 
investigating how users react to the casual permutations. Finally, we will discuss the 
constraints and perspectives for the Multilayer Keyboard. 

2 Related Works 

2.1 Keyboard Reorganization 

The reorganization of the keyboard layout improves input speed from a motor aspect 
toward the Fitts’ law [3]. Fitts showed that a movement cannot be both precise and 
fast. The reorganizations of keyboard layout are based on linguistic properties and 
consist in bringing together the characters frequently paired in a language. Conse-
quently, it reduces the distance between the pointing, turns them easier, and then 
speeds up the input.  

Several techniques were proposed to elaborate the new layouts. Fitaly [15] and 
OPTI [6] proposed empirical optimizations based on keyboard and language observa-
tions. Metropolis [16] used an algorithm based on thermodynamic laws, and GAG 
[12] used a genetic algorithm to automatically create optimal layouts toward language 
benchmarks. The evaluation of those solutions shows that they should be able to im-
prove the input speed by about 40% in comparison with the QWERTY and to reduce 
the distance covered by the pointing device in the same proportions. 

But, these new layouts need a learning period to reach performances equivalent to 
the performances reached with the standard QWERTY soft keyboard [6] (for a user 
well accustomed to input text with it). This learning period frequently discourages the 
use of the new layouts. 
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2.2 Multilayer Interface 

The concept of multi-layer interface [13], [2], [5] was initially proposed to promote a 
universal access to software. It enables heterogeneous users with different skills (be-
ginner, casual user, expert, etc.) and goals (amatory or professional objectives for 
instance) to use the same application efficiently. The interface is divided in gradual 
layers progressively increasing their complexity. For each layer, the number of ac-
cessible functionalities, their parameters and the ways to interact with the interface are 
adapted to a typical user expertise level and goal. 

Merlin & al. [7], [8] revisited the concept of interface multilayer and exploited it to 
ease the transition between two versions of an interactive system (particularly when 
this evolution of the software is confronted to the user’s reluctance). They applied it 
to ease the evolution of working methods in the air traffic control field. This time, a 
homogeneous population of air traffic controllers was supposed to adopt a new tool 
and to adapt their working method toward new collaboration paradigms. To smooth 
the transition and turn it easier to accept, the new software was divided in several 
layers: several steps between the former and the future system. The first layer repro-
duced the original working method. The other layers accompany the users in the tran-
sition toward new ones. Every layer brings attractive new functionalities encouraging 
the user to adopt it.  

This strategy enabled to ease the acceptation of the new software because the more 
reluctant users could at least maintain their former working method. So, they easily 
accepted the first layer and then had the possibility to discover progressively the new 
layers. Motivated by the new features provided by the other layers, they quickly 
adopted them. 

3 Multilayer Keyboard 

3.1 Concept 

The Multilayer Keyboard is based on this concept of multilayer interface. The prin-
cipal goals of the keyboard are:  

• Maintaining the users complete efficiency with the keyboard during the whole time 
(no learning period must be needed);  

• Making the keyboard and the users evolving progressively during a transition pe-
riod;  

• Stimulating the user to require the further evolutions. 

Specifically, the concept implementation is based on the following observation. With 
a physical keyboard and some experience, a user can easily perform text input without 
looking at the keyboard. So, the permutation of two characters gets an important im-
pact on the input. However, to input text with a soft keyboard a visual retro-control is 
needed. Thus, switching only two neighbored keys should not have a deep impact on 
text input.  
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Based on the same observation, Bi [1] proposed the Quasi-QWERTY Keyboard. 
To obtain the final keyboard, he performed one round with several simultaneous per-
mutations. As a consequence, the resulting keyboard layout: 

• Does not enable to reach the performances obtained with a keyboard layout freely 
reorganized;  

• The cost for a beginner is lower than the cost with a layout freely organized, but it 
remains significant due to the multiplication of the permutations performed simul-
taneously. 

With the Multilayer Keyboard, we proposed to perform the permutations one by one 
and spaced in the time. The permutations enable to progressively improve the perfor-
mances by reducing the distances between the characters frequently enchained in the 
language. When a user has completely absorbed the consequences of one permutation, 
the next one is performed. Thus, the user must learn one permutation at a time that 
should not have a significant impact on the character search. Moreover, permutation 
after permutation, we can progressively reach the configuration of a freely organized 
layout and then beneficing of optimal performances.  

The transition period between the initial layout (QWERTY) and the final layout 
may be long. However, during this period, the user is supposed to:  

• Have a permanent domination of the current layout;  
• To have no regression of his performance;  
• And to progressively see improvement through the distance reduction conse-

quences of the permutations.  

Finally, the expectation is that the user perceives the progressive gain and begins to be 
involved in the evolution process by soliciting himself the further permutations. 

3.2 Implementation 

There is not a unique and absolute implementation of the Multilayer Keyboard. Many 
different optimized layouts can be reached by many different permutations sequences.  

In a first time, our aim was not to discuss the best layout and the best permutation 
sequence but to evaluate quickly the concept of multilayer, and then to verify if users 
would accept the sequential permutations spaced in the time better than several simul-
taneous permutations. We proposed a sequence of 30 permutations elaborated as a 
function of the following strategies: at every step we perform the permutation that 
provides the best gain in speed toward the upper-bound1 calculus [14]. The sequence2 

                                                           
1  It consists in calculating the maximal input speed by considering only the mechanical time 

required for the input. The upper-bound sums the pointing time between every key K1-K2 
pondered by the frequency of the digraph K1K2 in the language considered. The pointing 
time is calculated by the Fitts law [2]. 

2  (A;S) (A;D) (A;F) (D;F) (S;F) (Y;U) (Y;I) (Y;O) (Y;P) (O;K) (J;O) (K;P) (H;O) (G;O) (B;N) 
(B;M) (A;O) (V;N) (V;M) (A;N) (Q;W) (J;L) (I;H) (H;P) (G;I) (U;P) (T;P) (R;P) (G;L) 
(H;G) (H;B) (Z;X) (N;I) (I;A) (C;I) (K;J). 
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obtained enables to reach theoretically a maximal text entry speed from 27wpm 
(words per minute [4]) at the beginning, to 38wpm after the 30 permutation for Portu-
guese language (language used during the experimentation). 

4 Evaluation 

We performed a first evaluation of the multilayer keyboard. It aimed at testing if the 
users were able to assimilate the permutations without prejudicing their performance, 
if they were understanding the benefit of the permutations, and if they began to take 
part of the mutation process by soliciting further permutations. 

4.1 Participants 

We recruited 6 volunteer participants (4 men and 2 women) ranged in age from 19 to 
34.  The learning and acceptance problematics do not tackle specifically motor im-
paired users, consequently we recruited valid users for this first experimentation be-
cause of an easier access to them. 

4.2 Apparatus 

The experiment has been performed with the EAssist-II platform [11], [12] accessed 
through a web browser. The Multilayer keyboard has been designed in KeySpec [12]: 
XML language provided by the platform. 

We created manually a phrase set to be entered [10]. The phrase set contains 30 
phrases in the user’s native language (Portuguese). The sentences respect the charac-
ter and bigram frequencies of the language with a high level of correlation (96% for 
the character frequency and 90% for the bigram). 

4.3 Design 

The users were involved in 80 sessions at a rhythm of 5 sessions per day. During 
every session, each user had to copy 10 short sentences. The sentences were the same 
during every session. The session duration was about 8 minutes at the beginning of 
the experimentation. The time per session decreased during the experimentation ac-
cording to the user’s performances growth.  

The sentences to copy and the input text were presented in two strips. The input er-
rors were not displayed, but the users had to input the correct character and the input 
strip did not changed until that. The user was warned that an error occurred by a visu-
al and a sonorous feedback. 

The 10 first sessions were performed with the QWERTY keyboard in order to ena-
ble the user to reach an expert level with the QWERTY keyboard and to learn the 
sentences. For the 11th session, a first permutation has been performed. 30 successive 
permutations were planned. During the further sessions, the user chose when to per-
form the next permutations. They were not forced to do it. 
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5 Discussion and Conclusion 

The quasi-QWERTY Keyboard [1] and the Multilayer Keyboard reintroduced the 
interest for optimized layouts. However, they do not only target the performances 
improvement. The quasi-QWERTY keyboard mainly focuses the problematic on 
acceptability at short term and sacrifices long term performance. The Multilayer Key-
board conciliates the both aspects enabling to reach an optimized layout preserving 
the user’s performances during the transition process. 

The evaluations performed on the Multilayer Keyboard were done in a context fa-
vorable for the keyboard: a relative intensive usage (between 30 and 20 minutes per 
day at the end of the experimentation). To be significant for a large population using 
cell phone with touch screen, they should be completed by other experiences where 
the keyboard would have to compete with the QWERTY keyboard during a long pe-
riod. Nevertheless, they showed that the multilayer keyboard enables to break the 
QWERTY paradigm and to raise the enthusiasm for other layouts. 

Moreover, the usage explored during the experimentation fits with the usage of soft 
keyboard as assistive technology (usage by motor impaired users for instance). In-
deed, these users daily work with soft keyboards and then the transition period should 
be shortened for them. 

To conclude, if we are able to demonstrate that users are able to assimilate one 
permutation every 6 months, by performing one permutation every 6 months simulta-
neously on every soft keyboard, the whole population would improve its perfor-
mances by 40% after 10 years without a real cost for anyone. 
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Abstract. A number of text entry methods use a predictive comple-
tion based on letter-level n-gram model. In this paper, we investigate
on an optimal length of n-grams stored in such model for a predictive
keyboard operated by humming. In order to find the length, we analyze
six different corpora, from which a model is built by counting number of
primitive operations needed to enter a text. Based on these operations,
we provide a formula for estimation of words per minute (WPM) rate.
The model and the analysis results are verified in an experiment with
three experienced users of the keyboard.

Keywords: Text Entry Methods, N-Gram Model, Measuring Perfor-
mance, Non-Verbal Vocal Interaction.

1 Introduction

Many virtual keyboards, which has been designed for users with severe motor
impairments, employ a text completion technique. They suggest possible con-
tinuations of an already written text (further referred to as context). The con-
tinuations are extracted from a language model and sorted according to their
probability in the context. After entering a completion, the virtual keyboard of-
fers a different set of completions with respect to the updated text. The question
arises what is the optimal size of the language model in terms of efficiency of
the text entry.

In our previous work, we described a novel text entry method called Humsher
[1]. The method is operated by non-verbal vocal interaction (NVVI) [2]. The
NVVI can be described as an interaction modality in which sounds other than
speech are produced, for example humming [3] or vowels [4]. The Humsher
utilizes an adaptive language model for text prediction and is based on se-
lecting letters or longer completions from a list sorted by the probability of
their occurrence in the text being entered. We measured the performance of
the Humsher in a user study with 17 participants. We explored four interface
designs which differed in the organization of the suggestions list (layout, size,
etc.) and the navigation in it. We also performed an evaluation of the method
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with people with motor and speech disability, and found Humsher suitable for
them.

2 Related Work

There is a wide range of text entry methods targeting the motor-impaired users,
however, several common principles of text entry can be identified in the liter-
ature – predictive completion, scanning, and ambiguous keyboards. These prin-
ciples are often combined to gain a better performance. A text entry method
can be accelerated by prediction when a list of possible completions is updated
with each entered letter or word. This reduces the number of keystrokes per
character. The letters or words already entered are very often used to improve
the prediction accuracy. An example of this is a predictive system called Dasher
[5] which is based on a continuously updated display and an adaptive letter-
level language model. In ambiguous keyboards, the alphabet is divided into
several groups of characters. Each group is then assigned to one of the keys.
The user enters the desired characters by selecting corresponding keys and is
requested to perform a dictionary-assisted disambiguation. The ambiguous key-
boards were designed for physically impaired people [6]. Scanning keyboards
are often used when the number of distinct signals, which can be issued by the
user, is limited to only one or two. Scanning is often combined with ambiguous
keyboards [7].

The non-verbal vocal interaction (NVVI) has also been used for keyboard
emulation. Sporka et al. [3] describe a humming-based method of keyboard em-
ulation. Each vocal gesture is assigned a specific key on the keyboard. When a
sound is produced a corresponding key is emulated. Another keyboard operated
by humming is CHANTI [8] which is based on scanning ambiguous keyboard
QANTI [7] but the scanning is replaced by direct selection of a key by the hum-
ming. The humming input and the PPM language model [9] is combined in
Humsher [1]. Both CHANTI and Humsher were evaluated with motor-impaired
users.

a. b.

Fig. 1. a. Vocal gestures used for interaction. b. Humsher interface. Part A – active
column, part B – look ahead matrix.
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3 Overview of the Humsher

Our virtual keyboard Humsher utilizes an n-gram language model on letter level
based on prediction by partial matching (PPM) algorithm [9]. An n-gram is a
sequence of n characters. The n-grams with length equal to one, two, and three
character are being called unigrams, bigrams, and trigrams respectively. The
language model contains n-grams together with their probabilities. The order of
the model further refers to the longest n-gram contained in the language model.
The model is initialized from a small text corpus, but it adapts as the user types.
Possible completions extracted from the language model are offered to the user
sorted according to their probability. The probability is predetermined by the
context of given length. For kth-order language model the maximal length of the
context is equal to k-1. It stands for a reason that the order of the model has an
effect on efficiency of both the model and the method itself. For example, the
first-order model stores unigrams therefore only static probability of letters can
be used for prediction. In case of second-order model, the model stores proba-
bilities of bigrams and one letter context can be used to improve the prediction.

Once the language model is initialized, the keyboard starts offering possible
completions sorted according to their probability. The completions can be both
letters and strings. After entering a completion, the context is updated and
probabilities of following completions are recounted and the layout is displayed
accordingly. The length of a completion is not limited, only probability matters.
The completions to display are chosen according to the following steps:

1. Add all unigrams to the list L that will be displayed.
2. For each n-gram in the list L compute probability of all (n+1)-grams using

the language model and add them to the list L if their probability is higher
than a threshold.

3. Repeat step 2 until no n-gram can be added.
4. Sort the list L according to probability of each n-gram.

The original paper on the Humsher [1] discusses and evaluates four different key-
board interfaces. For our experiment, we chose the Direct interface as it was the
fastest one relatively well accepted by the users. The keyboard interface utilizes
six vocal gestures as depicted in Fig. 1a. The vocal gestures are explicitly identi-
fied by its length (short/long) or by its pitch (low/high). In order to distinguish
low and high tones a threshold pitch needs to be adjusted for each user - e.g. the
difference between male and female voice is as much as one or two octaves. The
keyboard (see Fig. 1b) allows users to directly choose from four cells (labeled cell
1 to 4) in the Active column (part A). These cells contain strings that have been
determined as the most probable following letters of the context. Cells can be
directly selected by vocal gestures depicted in Fig. 1a (gesture a: two consequent
low tones - cell 1, b: a low tone followed by a high tone - cell 2, c: a high tone
followed by a low tone - cell 3, d : two consequent high tones - cell 4). If there
is no cell in the Active column that contains the desired letter, the user has to
move the leftmost column in the Look ahead (part B) to the Active column by
producing a single short tone (see Fig. 1b, gesture e), and keep repeating it until
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the desired n-gram appears in one of the cells in Active column. The written
text can be erased by producing a long tone (see Fig. 1b, gesture f ). The longer
the user keeps producing the tone the faster are the letters erased.

4 Analysis

The main aim of the analysis was to explore how the order of the language model
affects efficiency of the Humsher. The other question was how the ideal length
of the n-grams differed for various text corpora and languages. We used four
publicly available text corpora and three languages:

1. Dasher. The corpus is available as a training text for the Dasher1. Corpora
for various languages is provided – we used English, German and Czech.

2. AacText. A crowdsourced corpus of augmentative and alternative communi-
cation (AAC) collected by Vertanen and Kristensson [10].

3. EnronMobile. A subset of sentences written by Enron employees on Black-
Berry mobile devices published by Vertanen and Kristensson [11].

4. SmsCorpus. This public research corpus contains SMS messages collected by
National University of Singapore2.

All text corpora were split to training and test data sets. The training data set
was used to train the language model and the test data set was used for text
entry simulation. Detailed information about corpora is shown in the Table 1.

We used the gestures per character (GPC) measure [12] to express a perfor-
mance of the text entry method. As a gesture is regarded as an atomic operation,
and in our case (the humming input) vocal gestures are treated as atomic oper-
ations. The GPC rate is defined by the Eq. 1 where CM is a number of column
movements that corresponds to finding the desired column by linear scanning,
DS is a number of direct selections that corresponds to selection of desired cell
by one of four vocal gestures, and |T | is a length of the test data set. The sum of
CM and DS corresponds to total number of vocal gestures in an input stream.

GPC =
CM +DS

|T | (1)

The GPC rate is a characteristic measure that is similar to keystrokes per char-
acter (KSPC) measure and can be used for capturing initial performance of a
text entry method [13]. The theoretical text entry speed in terms of words per
minute (WPM) can be estimated from the CM and DS variables according to
the Eq. 2. The constants a and b represent an average time needed for the column
movement and the direct selection respectively. These constants are measured
in an subsequent experiment with users described in the Section 5.

WPM =
|T |
5

× 60

aCM + bDS
(2)

1 http://www.inference.phy.cam.ac.uk/dasher/Download.html
2 http://wing.comp.nus.edu.sg:8080/SMSCorpus/history.jsp; version 2011.12.30

http://www.inference.phy.cam.ac.uk/dasher/Download.html
http://wing.comp.nus.edu.sg:8080/SMSCorpus/history.jsp


Measuring Performance of a Predictive Keyboard Operated by Humming 471

We analyzed theoretical GPC for each corpus, while changing the order of the
language model (i.e. size of n-grams stored in the model) from 1 to 16. As the user
actions were simulated by computer, no human errors were taken into account.
The resulting dependence of GPC on the order of the language model is depicted
in Fig. 2 The effect is significant for 1st-order to 5th-order model. The difference
for higher order models is negligible. Minimal GPC values and corresponding
order of the language model are shown in the Table 2. Nevertheless, using 6th-
order model is sufficient for each corpus as the difference of 6th-order GPC value
and the minimal GPC value is always less than 2%.

Table 1. Minimal theoretical GPC and corresponding order of the language model

Corpus Training part size Words Unique words Sentences Test part size

Dasher (English) 289 KB 51 064 8 676 2 568 30 KB
Dasher (German) 884 KB 122 130 21 951 7 051 53 KB
Dasher (Czech) 419 KB 59 179 21 131 6 148 33 KB
AacText 127 KB 25 125 2 206 3 646 14 KB
EnronMobile 97 KB 18 472 3 041 2 050 10 KB
SmsCorpus 2 748 KB 536 029 27 905 81 836 80 KB

Table 2. Minimal theoretical GPC and corresponding order of the language model

Corpus Dasher Dasher Dasher AacText EnronMobile SmsCorpus
(English) (German) (Czech)

Min. GPC 1.23 1.17 1.55 1.11 1.27 1.42
Order 7 11 5 8 6 11

Fig. 2. Dependence of Humsher text input efficiency in terms of GPC on the order of
language model
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5 Experiment

The aim of the experiment was to validate results from the aforementioned
analysis and to find out the a and b values for the WPM estimation (see Eq. 2).
In the experiment 3 able-bodied participants (all men, aged 29–36) took part.
They had previous experience with the Humsher as they already participated in
an experiment described in [1].

The task in the experiment was to copy two sentences. The independent vari-
ables were a corpus and an order of the language model. We used all six corpora
and following orders of the language model: 1, 3, 6, and 12. The sentences were
unique for each corpus and they were chosen from the test part of each corpora.
The experiment was conducted in two trials, in each trial the participant had to
copy the two sentences under all conditions (4 orders × 6 corpora = 24 condi-
tions). Each participant had to copy 96 sentences in the experiment (2 trials ×
2 sentences × 24 conditions). The experiment took approximately 4 hours per
participant. The sequence of corpora the order of the model was randomized for
each participant to compensate for learning effects.

Results. Two-factor ANOVA showed a significant interaction between the order
and the corpus for GPC (F(15,264) = 21.3, p<.001) and WPM (F(15,264) =
6.45, p<.001) values. Therefore, we evaluated the effect of order on both values
separately for each corpus. The Table 3 shows significantly different pairs in
the GPC and WPM rates denoted by less than (<) sign. The differences were
considered significant on p<.05 level.

Two-factor ANOVA for the a and b values showed no interaction between
order and corpus, nor significant main effect for the corpus factor. However,
significant main effect for the context was found for both values (a: (F(3,264)
= 40.5, p<.001); b: (F(3,264) = 15.2, p<.001)). Subsequent ANOVA and post-
hoc pairwise comparisons on the order of the model revealed that both values
a (F(3,254) = 33.1, p<.001) and b (F(3,254) = 14.1, p<.001)) are significantly
lower for the 1st-order model. The explanation is simple. Using the 1st-order
model (a=1.3s; b=1.25s), the layout of characters is static regardless the already
written context. The letter are offered according to their frequency in a corpus.
In case of higher-order models (a=1.58s; b=1.56s), on the other hand, a context
is used for prediction and it causes different layout of letters (or n-grams) as the
user types. Therefore, higher effort is needed to visually locate desired letters,
which is reflected in longer time needed to produce a vocal gesture. Note that
the difference between the a and b values is minimal. Therefore, we can merge
them into one variable, which simplifies the Eq. 2.

In order to evaluate the model of WPM estimation (see Eq. 2), a correlation
calculation was performed between estimated and measured WPM for all test
conditions. Correlation coefficients of the WPM rate for the three participants
were .91, .88, and .93 respectively. As correlations above .90 are considered very
high in experiments with users [14], this result indicates validity of the model
for WPM estimation (see Eq. 2). However, the correlation can be even improved
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Table 3. Significant differences of the four orders of language model (1,3,6, and 11) in
GPC and WPM rates for each corpus

Corpus GPC WPM

Dasher (English) 1 < 3,6,12 1 < 3,6,12
Dasher (German) 1 < 3,6,12 1 < 3 < 6,12
Dasher (Czech) 1 < 3,6,12 1 < 3,6,12
AacText 1 < 3 < 6,12 1 < 3 < 6,12
EnronMobile < 3,6,12 1 < 3 < 6,12
SmsCorpus 1 < 3 < 6,12 1 < 3 < 6,12

by incorporating corrections. The number of correction per character rate was
.03, .12, and .10 for each participant respectively. The GPC correlation was even
higher (.98, .97, and 0.98) confirming the correctness of the corpora analysis.

6 Conclusion

In this paper we analyzed dependence of gesture per character (GPC) rate on
order of language model when using Humsher – a predictive keyboard oper-
ated by humming. For the analysis purposes, we used six publicly available text
corpora with three languages variants. The analysis results were verified in an
experiment with three experienced users. We defined and verified a relation for
estimating WPM rate from number of primitive operations. In the experiment,
we found that producing vocal gestures was faster when no prediction was used
and the layout of characters was statically arranged (1st-order language models).
However, the prediction used with higher-order models helps to achieve signifi-
cantly better GPC and WPM rates. We also found that the 6th-order model is
adequate for the optimal performance of the keyboard. It is significantly faster
than 1st- and 3rd-order model, but is not significantly faster than the 12th-order
model. In some cases the 12th-order model even decreases the performance of
typing.

The number of corrections influences the WPM rate. However, this fact is
not incorporated in the model for WPM estimation. Therefore, in the future
work we would like to focus on improvement of the WPM estimation formula by
incorporating the error rate or the number of corrections.
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(IST-247765).

References

1. Polacek, O., Mikovec, Z., Sporka, A.J., Slavik, P.: Humsher: A Predictive Keyboard
Operated by Humming. In: 13th International ACM SIGACCESS Conference on
Computers and Accessibility, ASSETS 2011, pp. 75–82. ACM, New York (2011)
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Abstract. In this paper, we propose a dysarthric speech recognition error cor-
rection method based on weighted finite state transducers (WFSTs). First, the 
proposed method constructs a context–dependent (CD) confusion matrix by 
aligning a recognized word sequence with the corresponding reference se-
quence at a phoneme level. However, because the dysarthric speech database is 
too insufficient to reflect all combinations of context–dependent phonemes, the 
CD confusion matrix can be underestimated. To mitigate this underestimation 
problem, the CD confusion matrix is interpolated with a context–independent 
(CI) confusion matrix. Finally, WFSTs based on the interpolated CD confusion 
matrix are built and integrated with a dictionary and language model transduc-
ers in order to correct speech recognition errors. The effectiveness of the  
proposed method is demonstrated by performing speech recognition using the 
proposed error correction method incorporated with the CD confusion matrix. It 
is shown from the speech recognition experiment that the average word error 
rate (WER) of a speech recognition system employing the proposed error cor-
rection method with the CD confusion matrix is relatively reduced by 13.68% 
and 5.93%, compared to those of the baseline speech recognition system and 
the error correction method with the CI confusion matrix, respectively. 

Keywords: context–dependent pronunciation variation modeling, dysarthric 
speech recognition, weighted finite state transducers, error correction. 

1 Introduction 

Dysarthria is comprised of a family of motor speech disorders that arise due to the 
damage to the central or peripheral nervous system, and it is characterized by poor 
articulation [1]. Individuals with speech–motor disorders also have physical disabili-
ties caused by neuromotor impairment [2]. Thus, it may be a significant challenge for 
them to use typical text entry interfaces, including a keyboard, a mouse, and so on [3]. 
As an alternative, an automatic speech recognition (ASR) system can be a very useful 
and practical text entry interface for dysarthric speakers so that they can interact with 
machines such as computers and mobile devices [4]. 
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Unfortunately, ASR performance for dysarthric speech degrades dramatically due 
to the particular characteristics of dysarthric speech, e.g., the distortion, insertion, and 
deletion of phonemes [5]–[7]. Some research works on error correction approaches 
have investigated to improve ASR performance for dysarthric speech [8]–[10]. For 
example, Hosem et al. proposed a user–interactive dysarthric ASR error correction 
method [8]. The proposed method in [8] initially provided the n–best words. After 
that, users chose another candidate word among the n–best word list if the most prob-
able word was not matched with their spoken word. In contrast to [8], Rudzicz incor-
porated the articulatory data into an ASR error correction method in order to choose 
the most probable word systematically [9]. In other words, the n–best words were 
rearranged in accordance with the likelihoods derived from the models that were 
trained by relating the acoustic data to the articulatory data. While these methods 
were based on the assumption that a corrected word should be one of candidates in an 
n–best word list, they caused unsatisfactory performance of an error correction system 
due to an erroneous n–best list. On the other hand, Morales et al. built an error correc-
tion system that refined incorrectly recognized words by using the whole word lists 
included in a dictionary [10]. In particular, an error in an ASR system was corrected 
to the most probable word among all possible words by employing weighted finite 
state transducers (WFSTs) with pronunciation variation models. However, erroneous 
corrections in ASR results still existed because the pronunciation variations were 
assumed to be independent for each phoneme, regardless of its context. Thus, to  
reflect the fact that phoneme pronunciations have different variations in different 
contexts, it is necessary to utilize context–dependent (CD) pronunciation variation 
modeling. 

In this paper, we propose a dysarthric speech recognition error correction method 
using WFSTs based on CD pronunciation variations. To this end, two different  
confusion matrices are constructed according to the CD and context–independent (CI) 
pronunciation variations. The CD confusion matrix is then combined with the CI con-
fusion matrix to mitigate an underestimation problem that arises from the insufficien-
cy of the dysarthric speech database. Finally, a CD confusion matrix transducer is 
transformed from the interpolated CD confusion matrix and is integrated with a dic-
tionary and language model transducers in order to construct a WFST–based error 
correction system. 

2 Baseline ASR System 

This section describes how to construct the baseline ASR system. As a training data-
base for the ASR system, the British English database WSJCAM0 [11] was used, 
which was composed of 10,000 sentences spoken by 92 non–dysarthric speakers. In 
addition, the ASR system was adapted and evaluated by using the Nemours database 
[12] composed of ten sets of 74 nonsense sentences, which corresponded to 740 sen-
tences in total. Each set was spoken by ten different dysarthric speakers with different  
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Fig. 1. Block diagram of the conventional pronunciation variation modeling method 

degree of dysarthria. In particular, 34 sentences out of the 74 sentences in each set 
were used to adapt the baseline ASR system for dysarthric speech and to construct  
pronunciation variation models. The remaining 40 sentences from each set were uti-
lized to evaluate the ASR system with the proposed error correction method. 

As a feature vector used to construct the baseline ASR system, 12 mel–frequency 
cepstral coefficients (MFCCs) were extracted with a logarithmic energy and they 
were concatenated with their first and second derivatives by using the ETSI standard 
distributed speech recognition (DSR) front–end [13]. The cepstral mean normaliza-
tion and energy normalization were then applied to the feature vectors. In addition, 
the acoustic models were 45 monophones represented by 3–state left–to–right hidden 
Markov models (HMMs) with a mixture of 8 Gaussians using diagonal covariance 
matrices, which were trained by using the WSJCAM0 database. The acoustic models 
were then adapted for each dysarthric speaker with a maximum likelihood linear re-
gression (MLLR) method [14]. As a result, ten sets of acoustic models adapted de-
pending on different dysarthric speakers were obtained. Consequently, the average 
word error rate (WER) of the baseline ASR system was reduced from 52.87% to 
39.42% through the speaker dependent adaptation. 

3 Proposed Context–Dependent Pronunciation Variation 
Modeling 

In this section, we propose a CD pronunciation variation modeling method and de-
scribe how much the proposed method is different from the conventional method. Fig. 
1 shows a block diagram of the conventional pronunciation variation modeling me-
thod proposed in [10]. As shown in the figure, a CI confusion matrix is first con-
structed by aligning the word sequence recognized from the baseline ASR system 
with the corresponding reference sequence at the phonemic level. The constructed CI 
confusion matrix is then interpolated with the value estimated from the pre–defined 
rules [10]. However, erroneous corrections in ASR results still exist because the pro-
nunciation variations are assumed to be independent for each phoneme, regardless of 
its context. Thus, to reflect the fact that phoneme pronunciations have different varia-
tions according to the contexts, it is necessary to handle context–dependent (CD) 
pronunciation variation. 
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Fig. 2. Block diagram of the proposed CD pronunciation variation modeling method by inter-
polating the CD confusion matrix with the CI confusion matrix 

Fig. 2 shows a block diagram of the proposed CD pronunciation variation model-
ing method. As shown in the figure, the word sequence recognized from the baseline 
ASR system is initially aligned with the reference sequence obtained by manual tran-
scription at the phonemic level. From the phoneme alignment results, CI and CD con-
fusion matrices are obtained. In other words, the CI confusion matrix is built from the 
pronunciation variation probability, | , which represents the probability 
that phoneme / / is recognized as / / and is computed context–independently. On 
the other hand, the CD confusion matrix is constructed by using the pronunciation 
variation probability estimated in a context–dependent manner, |

, where / / and / / as its left and right contexts of / /. 
In general, because the speech database could not cover all phonemes, there are 

some unseen elements in the confusion matrices, resulting in erroneous corrections. 
Thus, both of the CI and CD confusion matrices should be interpolated to mitigate the 
problem caused by unseen elements. First, in order to estimate the unseen elements in 
the CI confusion matrix, the overall average probability of correctness, , for each 
dysarthric speaker is assigned to the unseen diagonal elements, while the rest of the 
probability, 1 , is uniformly distributed along the non–diagonal elements. For 
the CD confusion matrix, we can simply apply the same interpolation algorithm as for 
the CI confusion matrix. However, this approach results in very noisy elements be-
cause the CD confusion matrix is extremely underestimated as compared to the CI 
confusion matrix. Thus, the interpolated CI confusion matrix is used to estimate the 
unseen elements and the smooth noisy seen elements of the CD confusion matrix as 
follows: 

 | λ | 1 λ |  (1) 

where |  represents the interpolated CD pronunciation variation 
probability by interpolating the CI pronunciation variation probability with the CD 
pronunciation variation probability. In addition,  indicates an interpolation factor 
and is set to 0.3 by the exhaustive search. 
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(a) (b)

(c)
 

Fig. 3. Examples of (a) the CI confusion matrix transducer, (b) the underestimated CD confu-
sion matrix transducer, and (c) the CD confusion matrix transducer interpolating (a) with (b) for 
the phoneme /sh/ 

In order to apply to a WFST–based error correction system, further described in 
Section 4, the CD confusion matrix should be transformed into the corresponding 
transducer. Fig. 3 illustrates an example of a part of the CD confusion matrix trans-
ducer resulted by the interpolation of an underestimated CD confusion matrix and a 
CI confusion matrix. As shown in Fig. 3(a), the CI confusion matrix transducer mod-
els the pronunciation variations of a phoneme, /sh/, regardless of its contexts. The 
underestimated CD confusion matrix transducer in Fig. 3(b) models the CD pronun-
ciation variation of a phoneme, /sh/, with /ax/ and /ih/ as its left and right contexts, 
which can compensate for the defect of the CI confusion matrix transducer. However, 
due to the insufficiency of the data, it has a number of unseen CD pronunciation vari-
ations by noise–likely models. In contrast with the underestimated CD confusion 
matrix transducer, the interpolated CD confusion matrix transducer in Fig. 3(c) esti-
mates the unseen CD pronunciation variations, which cannot be modeled in the CD 
confusion matrix transducer as shown in Fig. 3(b), i.e., the pronunciation variations of 
a phoneme /sh/ with /ax/ and /uw/ as its left and right contexts. 

4 WFST–Based Error Correction System 

Fig. 4 shows a block diagram of a WFST–based error correction system incorporated 
with the proposed CD pronunciation variation model. As illustrated in the figure, 
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errors in the recognition results obtained from the baseline ASR system can be cor-
rected by employing the composition of WFSTs. In other words, the recognized word 
sequence is first transformed to the corresponding phoneme sequence transducer by 
using the British English BEEP pronouncing dictionary [15]. The phoneme sequence 
transducer is then composed with the CD confusion matrix transducer. The composed 
transducer is additionally integrated with a dictionary and language model transduc-
ers, which allows the mapping of phonemes to words being matched to pronuncia-
tions in the dictionary transducer but restricts the words to the language model. Final-
ly, the most probable word sequence that has the lowest weight in the entire integrated 
transducer is selected as a corrected word sequence. 

Word–to–phoneme
WFST Conversion

Recognized
Word Sequence

CD Confusion
Matrix
WFST

Dictionary
WFST

Language 
Model
WFST

Finding Best Path

Composition of 
WFSTs

Corrected
Word Sequence

 

Fig. 4. Block diagram of a WFST–based error correction system incorporated with the pro-
posed CD pronunciation variation models 

5 Performance Evaluation 

In order to evaluate the performance of the proposed method, we constructed the 
baseline ASR system described in Section 2 and two WFST–based error correction 
systems: an error correction system with CI pronunciation variations [10] and another 
with the proposed CD pronunciation variations. To construct these two error correc-
tion systems, CI and CD pronunciation variations were first modeled by using 34 
sentences from each of the ten dysarthric speakers that were used for the adaptation of 
the baseline ASR system described in Section 2. From the pronunciation variations 
models, all transducers, such as the confusion matrix, dictionary, and language model 
transducers, were constructed and composed by employing the finite state machine 
(FSM) library [16]. 

For testing, 40 sentences from each of the ten dysarthric speakers, which were dif-
ferent from the 34 sentences used in modeling pronunciation variations, were used. 
Table 1 shows the average word error rates (WERs) of the different error correction 
systems. For simplicity, the WFST–based error correction systems with the CI pro-
nunciation variation model and with the proposed CD pronunciation variation model 
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were denoted as WFST–CI and WFST–CD, respectively. As shown in the table, 
WFST–CD provided the lowest WER. Specifically, WFST–CD achieved a relative 
average word error rate (WER) reduction of 13.68% and 5.93%, as compared to the 
WERs of a baseline ASR system and WFST–CI, respectively. Therefore, it could be 
concluded here that the proposed CD pronunciation variation model provided a more 
effective reflection of the pronunciation variations for dysarthric speech than the con-
ventional CI pronunciation variation model. 

Table 1. Comparison of average word error rates (%) of the baseline ASR system (Baseline), 
WFST–based error correction systems using CI pronunciation variations (WFST–CI) and 
proposed CD pronunciation variations (WFST–CD) 

System Baseline WFST–CI WFST–CD 

Word error rate (%) 39.42 36.17 34.03 

6 Conclusion 

In this paper, we proposed a dysarthric speech recognition error correction system 
using WFSTs incorporated with CD pronunciation variation models to improve the 
performance of a dysarthric ASR system. The proposed method constructed a CD 
confusion matrix by interpolating with an underestimated CD confusion matrix to 
mitigate the underestimation problem due to the insufficiency of the database. The 
WFST–based error correction system was then built by employing the constructed CD 
confusion matrix. Subsequently, the performance of the proposed method was  
evaluated in terms of the ASR performance and compared with that of the error cor-
rection with the CI pronunciation variation model. It was shown from the ASR expe-
riment that the proposed error correction system with the CD pronunciation variation 
model achieved relative WER reductions of 13.68% and 5.93%, compared with the 
baseline ASR system and the conventional error correction system with the CI pro-
nunciation variation model, respectively. 
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Abstract. This study intended to understand the computer text entry skills for 
students with learning disabilities in grade 5 to 6. 35 students with learning dis-
abilities, who received special education services in resource room at school, 
and 35 non-disabled students participated in our study. "Mandarin Chinese  
Character Entry Training system (MCChEn system)" was used to measure the 
students’ text entry skills. SPSS19.0 was used to compare the difference in text 
entry skills between children with and without learning disabilities. In addition, 
the correlations between the abilities of recognition in Chinese characters, and 
text entry skills were also explored. The results indicated that children with 
learning disabilities perform significantly poorer than children without disabili-
ties in recognizing Chinese characters orally and in computer text entry skills. 
Chinese characters recognition is an important factor affecting Chinese Charac-
ter entry skills in children with learning disabilities. The tool, "Mandarin Chi-
nese Character Entry Training system (MCChEn system)", we utilized is able to 
discriminate the computer text entry skills between children with and without 
learning disabilities. The results of this study can provide educators important 
information about text entry skills of children with learning disabilities, in order 
to develop further training programs. 

Keywords: text entry competency, learning disabilities. 

1 Introduction 

With the blending of information communication technology (ICT) into our daily life, 
so came the wide exploration of ICT in education (e.g. [1-3]). Due to the impact of 
ICT on learning, both developed and developing countries enact educational technol-
ogy policies to integrate ICT in educational environment [4]. Taiwanese government 
is no different; Taiwan has invested lots of effort in creating a high quality e-learning 
environment for students by attempting to place a computer in each classroom that is 
Internet accessible and connected to an interactive whiteboard. Use of technology also 
can support students with disabilities to learn in regular school environment.  
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School-aged children with learning disabilities (LD) represent 3%-5% of students 
[5]. LD are a group of disorders that affect the ability to acquire or use listening, 
speaking, concentrating, reading, writing, reasoning or math skills [5]. Previous re-
search has support that use technology can support students with LD reading and 
writing [6-7]. For example, the students with reading difficulties could comprehend 
the content of the e-text books when the computer read aloud for them [8-9], or pro-
vide cognitive supports [10]. Therefore, learning with ICT is essential for the students 
with LD.  

Text entry competency is a basic skill for ICT, selecting an input method is an im-
portant issue for typists who use Chinese [11]. Different from the spelling system, 
Chinese typists usually need to learn a specific method to type Chinese characters in 
computers. These methods can be grouped into two categories, one is phonetic-coding 
input and the other is pattern-coding input. For typists using phonetic-coding input 
methods, they need to press Tzu-Yin or Han-Yu phonetic symbols on the keyboards, 
and the computer will display the homonyms. When using pattern-coding input me-
thods, typists decode Chinese character into several basic character patterns, such as 
the Chang-Jay or Da-Yi pattern coding, and the computer will display a correspond-
ing Chinese character. In this study, we select Tzu-Yin phonetic spelling input  
method because all the primary students in Taiwan have to learn Tzu-Yin phonetic 
symbols in Grade 1. When use this method to type Chinese in computer, users have to 
type Tzu-Yin phonetic symbol codes, and assemble several phonetic symbol codes, 
then the computer will show the Chinese characters.   

The purposes of this study were to compare the computer text entry skills based on 
Tzu-Yin phonetic input method between students with and without LD. The specific 
research questions were 

1. Is there any difference between students with and without LD in the abilities of 
recognition in Chinese characters?  

2. Is there any difference between students with and without LD in the abilities of 
typing Tzu-Yin phonetic symbols? 

3. Is there any difference between students with and without LD in the abilities of 
typing Chinese characters based on Tzu-Yin phonetic input method? 

4. Is there correlation between the abilities of recognition in Chinese characters, text 
entry skills in students with and without LD? 

5. What is the possible predictor of typing Chinese characters in students with LD? 

2 Methods 

2.1 Participants 

35 students (22 males and 13 females) with LD and 35 students without LD (22 males 
and 13 females) from 5th grade to 6th grade participated in this study with their pa-
rental consents. All the participants were recruited from elementary schools in Taipei 
Metropolitan area. They all were placed in the regular class. None of them was  
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reported in neurological deficits, intellectual delay or physical impairments. Students 
with LD were identified by the local education agent in Taiwan, and receive special 
education services in resource room.  

2.2 Instrument 

A self-developed system "Mandarin Chinese Character Entry Training system" was 
used to measure the students’ computer text entry skills. In this study, two text entry 
tests were administrated. The first test was “Phonetic symbols typing test”. Partici-
pants were asked to match the Tzu-Yin phonetic symbols on the Chinese keyboard 
when the screen showed it. 10 Phonetic symbols were selected to test. Figure 1 show 
the screen of the “Phonetic symbols typing test”. 
 

 

Fig. 1. The screen display of the “Phonetic symbols typing test” 

The second test was “Chinese character typing test”. Participants were asked to type 
the Chinese characters by assembling Tzu-Yin phonetic symbols. 80 Chinese characters 
were used to test. Figure 2 show the screen of the “Chinese character typing test”.  
 

 

Fig. 2. The screen display of the “Chinese character typing test” 

2.3 Procedure   

All the participants were tested in a quiet room individually. In addition to the above 
two typing tests, participants were asked to pronounce the 80 Chinese characters, 
same as ‘Chinese character typing test”, orally to make sure they recognize those 
characters before the typing tests. Follow by the Chinese recognition test, the phonetic 
symbols typing test and Chinese character typing test were administered. The accura-
cy rate of Chinese recognition, and two typing tests were calculated.  
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2.4 Data Analysis 

An independent samples t-test was used to explore if the abilities of recognition in 
Chinese characters, typing Tzu-Yin phonetic symbols and typing Chinese character 
were statistically different between children with and without LD. Pearson correlation 
procedures were used to determine the relationships between recognition in Chinese 
characters, typing Tzu-Yin phonetic symbols and typing Chinese character. Multiple 
stepwise linear regression analysis was performed to characterize the relationship of 
typing Chinese characters with related variables. A p-value < 0.05 was considered as 
statistically significant. 

3 Results 

Table 1 indicated the accuracy rate of Chinese characters recognition, phonetic sym-
bol typing and Chinese character typing of the participants. Most of the students are 
able to recognize the Chinese character and pronounce those characters orally no 
matter with or without LD. The high accuracy rate was also found in the phonetic 
symbol typing test, which only measured the abilities to match the symbol codes in 
the keyboard. Most of the students with LD demonstrated difficulties in typing Chi-
nese characters which indicated lower accuracy rate in this test. We can find partici-
pant might able to recognize and pronounce Chinese characters, but not able to type 
them correctly, especially for students with LD. Typing Chinese characters may need 
more skills than just recognizing those characters 

Table 1. The accuracy rate of Chinese characters recognition, phonetic symbol typing and 
Chinese character typing 

  
Accura-

cy 

Chinese charac-
ters recognition  

Phonetic symbol 
typing 

Chinese character  
typing 

LD 
 

without 
LD 
 

 LD 
 

without 
LD  
 

 
 

LD 
 

without  
LD 

 
0-60％ 1 0 1 1 9 1 
61-80％ 0 0 1 2 4 5 
81-90％ 0 0 8 5 11 16 
91-99％ 20 8 0 0 11 13 
100％ 14 27 25 27 0 0 

 
When converted the accuracy rate into scores in those tests, table 2 showed the 

scores of three tests between students with and without LD. There were no significant 
difference found between students with and without LD in Chinese characters recog-
nition test and Phonetic symbol typing test. The only significant difference was found 
in Chinese character typing test. Students with LD performed poorer than those with-
out LD. Students with LD can pronounce those characters and able to match the pho-
netic symbol on the keyboard, but are not able to assemble phonetic symbol codes 
into Chinese characters. 
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Table 2. The scores of Chinese characters recognition, phonetic symbol typing and Chinese 
character typing 

Variables             LD without LD p 
Chinese characters recognition 97.25(±1.79) 99.57(±1.00) 0.034* 

Phonetic symbol typing 94.29(±17.20) 96.29(±8.43) 0.379 

Chinese character typing 73.97(±24.21) 85.89(±9.11) <.001** 

*P<0.05   **P<.001 

 
Correlation analysis showed that the score of recognition in Chinese characters was 

no correlated with the scores of phonetic symbol typing test and Chinese character 
typing test in children without LD (table 3). However, for children with LD, the score 
of recognition in Chinese characters was significantly correlated with the scores of 
Chinese character typing test (r=0.48). In addition, the result of regression analysis 
(table 4) indicated that Chinese characters recognition is an important factor affecting 
of Chinese character typing in children with LD. 

Table 3. Results of the correlation between Chinese characters recognition and Chinese 
character typing in children with and without learning disabilities 

 

Phonetic symbol typing 
Chinese character typ-

ing 

LD 
without 
LD 

LD without LD 

Chinese characters  
Recognition 

0.24 -0.13 0.48** -0.19 

Phonetic symbol typing  0.24  0.19 

Table 4. Results of the regression analysis, focused on Chinese characters recognition and 
Chinese character typing in children with learning disabilities 

Dependent 
Value 

Independent 
Value 

B 95%CI 
Lower 

95% CI 
Upper 

Ad-
justed 

R2 

p 

Chinese 
character 
typing 

Constant 
-142.76 -238.84 -46.69   

 Chinese 
characters 

recognition 
2.23 1.24 3.21 0.37 <.001 

4 Discussion 

The results indicated that students with LD perform significantly poorer in typing 
Chinese characters than those without LD. Although the students with LD had no 
difficulty in matching the Tzu-Yin phonetic symbols on the Chinese keyboard, but 
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typing the Chinese characters by assembling Tzu-Yin phonetic symbols is difficult for 
students with LD. In addition, the results indicated that ability of recognition in Chi-
nese characters was correlated with the ability of typing Chinese character in students 
with LD. 

Based on past research, no significant difference in the opportunities to access 
computers at home or school was found for children with and without LD [13]. The 
difficulties in typing Chinese character for children with LD should not due to the 
lack of access opportunities. The possible reasons may root from that the children 
with LD had difficulty in phonetic awareness [14]. In our study, we asked the children 
to type Chinese character by using Tzu-Yin phonetic input method, which is most 
popular Chinese input method in Taiwan. However, children with LD may have diffi-
cult in using it.  

In further study, we might explore the possibility in using pattern-coding input  
method for children with LD. The results of this study can provide educators  
important information about text entry competency of children with LD, in order to 
develop further training programs. The tool, "Chinese input training system", that we 
utilized are able to discriminate the text entry competency between students with and 
without LD.  
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Abstract. The electronic prototype for vision developed in this paper intends to 
show that it is possible to build an inexpensive and functional device which 
serves to partly compensate the sense of sight for visually impaired individuals 
through sensory substitution, by replacing some functions the sense of sight 
with functions of the sense of touch, with the proposed prototype, blind users 
receive electrical signals in the tips of their fingers generated from the capture 
of images objects with a camera and processed on a laptop to extract visual in-
formation. 

Keywords. Blind people, touch image, perceive objects, camera for touch, vi-
sionsens, sense of sight. 

1 Introduction 

VisiónSenS is an electronic prototype for vision. VisionSenS helps blind people to 
interact with their environment. The base of the investigation came from the question 
“Do you need eyes to see?” We know that the eyes work with electrical signals, dis-
playing these signals became our objective. Through sensory substitution, we can 
replace the sense of sight with the   sense of touch and we can send electrical signals 
to the brain; through the hand. Our principal objective is developing a product with 
high technology and, with the sense of touch, blind people can see objects at distance 
more quickly than Braille system. 

2 Antecedents 

The beginning of the Twentieth Century began with the design of prototypes for blind 
people, based on sensory substitution. In 1920, in England, Fournier d’Albe designed 
a reading machine for the blind called “Optophone” [Otlet, 1996]. 

During the decade of the 60's, Dr. Paul Bach y Rita [2] began working in the sen-
sory substitution developing different devices that converted visual signals in tactile 
stimulation, "I see with the brain and not with the eyes" [3] was the basis of his work, 
that brain plasticity is such that no matter the source of the electrical impulses re-
ceived if they represent a properly coded image. 
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In 1966 LinVill-Bliss [4] developed a photo-cells system.  
In 1970 [5] created a mechanic stimulation system, under the direction of Carter C. 

Collins and Smith Kettlewell. 
In 1971 Starkiewicz, Kuprianowics and Petruczenko [6] presented a tactile image 

on the front of the person. In the same year Smith-Kettlewell [7] developed a portable 
electrical stimulator. 

In 1998, Bach y Rita, Kaczmarek KA, Tyler ME and García-Lara J, developed a 
perception form, to be used as a stimulator in 49 points of the tongue [8]. The percen-
tage of recognition of language to these stimuli was at least of 79.8% [9]. 

In the beginning of the XXI century, was developed a “Forehead Electro-tactile 
display for vision substitution” system [10]. 

In 2004 the Dr. Bach and Rita made a study of tactile sensors leveraging plasticity 
of the brain, for this test he used a TV camera, accelerometer for people with vestibu-
lar lost and a microphone [11]. Two years after Dr. Bach y Rita and Danilov YP, Ty-
ler ME y Skinner KL, observed that patients with lateral vestibular lost experimented 
a lot of problems with the balance. Vestibular dysfunction of central or peripheral 
origin may significantly affect the balance, posture and walking, so it conduces to a 
study on the effectiveness of electrotactil vestibular substitution in patients with bila-
teral vestibular loss and central balance. The study used the device "Brainport bal-
ance" that transmits information via the electro-tactile stimulation of the guidance, 
and should provide the vestibular system on its position. 

They tested the effectiveness of training using this device with 40 people, 18 of 
which showed positive effects that remained even after they stop using the prototype. 

In recent years research to provide visual information to blind people, using the 
skin as receiver of visual information, have continued to advance. Here are some pro-
totypes of interest. 

Development of a wearable prosthesis for the blind. [12]. This prototype is formed 
with a stereo camera to perceive depth in the image. Vibratory mechanisms are put in 
the back of the person; the software used can generate a range of disparity maps at a 
speed close to one frame per second. The sensor is formed by 64 DC motors in a 8x8 
matrix using pulses with modulation and a microcontroller that communicates to the 
computer via serial port. Its great disadvantage is that the components are very  
expensive. 

A Navigation Aid for the Blind Using Tactile-Visual Sensory Substitution [13] Is a 
compact apparatus with different sensor modalities which produces the perception of 
distant objects in the users. The prototype sensor was designed to be settled on the 
abdomen or any other flat region of the body. It consists of two web cams, a laptop, 
14 servo motors and a control plate with 14 vibrating motors that are located in a 
plastic tube. The control board is placed in a box and kept in a backpack with a laptop 
which processes the visual information. 

The objective of using this prototype is that the user can walk without problems, 
detecting in real time the location of objects with the vibrations produced by the  
device. 

Vision system for providing the blind with 3D color perception of the environment. 
[14].This prototype is a visual sensory substitution system that captures the profile of 
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objects in three dimensions and the surrounding colors just with the sensations of a 
touch. The device allows the user to detect obstacles and recognize places of interest 
in color and shape. Communication with the person is via electro-neuronal pulses 
applied on the fingers, where the distance of the pulses is directly proportional to the 
distance in the region corresponding a depth map. 

The frequency of the pulses is determined by the predominant color in the region. 
In the process for converting the first image; tactile information is taken with a video 
camera where depth information is obtained and is sent to a laptop where take place 
some calculations whose results are transformed into electrical pulses that can be 
captured through the skin. 

Forehead Electro-tactile Display for Vision Substitution [10]. The frequency of the 
pulses is determined by the predominant color in the region. The process to convert 
the first image tactile information, starts with a video camera where depth information 
is obtained, which is sent to a laptop where take place some calculations whose results 
are transformed into electrical pulses that can be captured through the skin. 

3 Justification 

The sense of the sight is the most important sense to obtain information from the envi-
ronment around us, the lack of this sense markedly affects the quality of life of people 
with this condition. 

In Mexico, there have been few scientific and technological developments that 
support people with disabilities, specially blind people. It is expected that the proto-
type designed and constructed (the matter of this paper) got improved and built just to 
contribute to improve the quality of life for blind and, at the same time, encourage the 
scientists and technicians to develop such applications. 

The electronic prototype has the following features: 

• Detection of objects at a distance. 
• Stimulation of the sense of touch is performed by electrical currents that can be 

regulated by the user. 
• Feeding the information of the environment to the computer is done via USB port, 

giving it the flexibility and speed of that port. 
• It’s portable. 
• It’s a non expensive device. 

4 Development 

The electronic prototype for vision shows that it is possible to build an affordable and 
functional device, which serves to compensate part of visual impairment, of individu-
als who are blind, through sensory substitution replacing some functions of the sense 
of sight with the sense of touch. The proposed prototype sends electrical signals to the 
tips in the fingers of a blind user, generated from the capture of images of objects with 
a camera and further, processing the visual information to electric currents. Images 
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are captured by a video camera and processed on a laptop computer to extract useful 
visual information. The camera of this prototype is connected to the laptop through a 
USB port interface in such a way that the information extracted from the image is 
processed, by a microcontroller, to be perceived by the person by stimulating array 
that generates enough current to tingle, so that the brain can interpret the information, 
originally visual, by the sense of touch. 

4.1 Electrical Stimulator Matrix 

The electrical stimulator matrix was built with different materials, we used safety pins 
(iron wire), nails (stainless steel) and conventional pins (copper material) see Fig.1. 

 

Fig. 1. Electrical Stimulation Matrix with different materials 

The operation of the stimulator array is similar to driving a LED array. To display 
the information sent in the first tests we used an array of LEDs. The information is 
transferred from the first column which turns on the rows that have more information 
and, after a few microseconds, turns off to put the information in the second column 
and so on, to cover the entire array. It is therefore necessary, that the shift in the      
columns gets fast, less than the decay time of the first led in the first column. This 
stimulation is show in Fig. 2. 

 

Fig. 2. Simulation of the array of leds 
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5 Results and Discussions 

The first array consists of two pixels each, consisting of two terminals, one terminal 
from the circuit (Vcc) and the other is the ground so that our skin, in contact with the 
two terminals, acts as a resistor with values in the order of millions of Ohms. The 
electrical resistance of the skin depends on each individual variable and in the mois-
ture. As mentioned to make contact with the skin, a circuit with two terminals is 
closed and the current begins to flow through it, where the skin was stimulated with a 
resistance of 2.2 M Ω by which flows a current of 2.27 μA with an input voltage of 
5V. As the skin is a continuous matter there would be an intermediate resistance every 
two pixels (R1), but the current passing between the pixels is very small (0.01nA) so 
it can be considered 0. 

The resistance of the skin in a person involves many variables and may even de-
pend on their feeling’s sensitivity, humidity, diseases, etc.  There must be a pressure, 
also, to make good contact between the terminals and make the current flowing, 
which could become annoying to the user, so it was determined to use a current regu-
lator so that the user can control by it himself. It included a security system to isolate 
the power to prevent the harm of the skin or other parts of the body. The electronic 
prototype tests were performed with the help of two young blind persons from Cydevi 
Institute (Learning support center for the blind and visually impaired) in the City of 
Leon. One of the assistants was born blind and the other, a woman, was visually im-
paired (she perceives light and shadows). 

As in any new system, this device is unfamiliar to the user and demands previous 
training, and the tingling sensation to feel the intensity becomes normal and comfort-
able as shown in Fig. 3. 

 

Fig. 3. Sensitivity test of the material 

The conditions under which they were tested were: 

• Distance to the object to see and feel in meters. 
• Artificial lighting (lamps). 
• Current, controlled by the user. 
• Objects to be observed (point, line and square). 
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The tests consisted in detecting a point, a line and a square in different parts of the 
array. The cover locates your position, the difference between the figures and get 
familiar with the material. 

6 Conclusions and Future Outlook 

The human eye processes at least 16 frames per second in order to perceive a single 
image, but also sees a flicker between them [Martinez Sierra. 2000], compared with 
the prototype vision that sends 2.52 frames per second. It covers only 15.75% of the 
human eye, taking in account that the image is reduced to 16 x 16 pixels (feature that 
increases the processing time). It would increase 84.25% the processing speed to meet 
the minimum speed of operation of the eye. 

The user intended to try the device elsewhere in the body in order to observe the 
reaction, not only in the hand but also on the forehead, which offers a flat surface 
where the stimulator can be placed. The user discarded the idea to use the hand on the 
forehead because it was more uncomfortable. Once the person got familiar to the 
device, he was stimulated with an array of 4 x 2 pixels to feel the tingling and choose 
the intensity of their preference, as shown in Fig. 4. 

 

Fig. 4. Proof of current 

After adjusting the intensity there was another test in which the user placed the 
hand on a matrix of 8 x 2 pixels, this case was presented the tingling in different plac-
es in a line of two pixels in length. 

The test was conducted with two people, who distinguished the figure of a line and 
its position in the array. 

The following test was with a square that was turned in two positions, left and right 
in the matrix, it took longer to distinguish the shape of the square but the difference 
between a line and a square was felt obtaining a result of 100% in all the tests. The 
next phase of the test, was the implementation of the 16 x 16-pin matrix with a design 
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of a star, because by this time the users were accustomed to the tickling sensation.  
The electronic prototype proposed had a wide acceptance among the blind and visual-
ly impaired who have tried it. It is the purpose to obtain a better resolution, in order to 
increase the processing speed and make the recognition software independent of Mat-
lab, which seems to be a serious problem. These points are the goals that you, devel-
opers, have for future works. So far as this paper demonstrates that the material used 
met the goals settled for initial stimulation, and could be affordable to many people, 
even considering the socioeconomic level of these populations. 
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Abstract. Computer-aided tools offer great potential for the design and
production of tactile models. While many publications focus on the de-
sign of essentially two-dimensional media like raised line drawings or
the reproduction of three-dimensional objects, we intend to broaden this
view by introducing a taxonomy that classifies the full range of con-
version possibilities based on dimensionality. We present an overview
of current methods, discuss specific advantages and difficulties, identify
suitable programs and algorithms and discuss personal experiences from
case studies performed in cooperation with two museums.

Keywords: accessibility, design for all, blind people, visually impaired
people, tactile graphics, tactile models, CAD, CAM, 3D scanning.

1 Introduction

Tactile models are an important tool for blind and visually impaired people
to perceive images and objects that otherwise are incomprehensible for them.
Of course, verbal description or use of residual sight are always favorable, but
may often be greatly complemented by the sense of touch. While touching the
original objects would be best, this is not always feasible due to inappropriate
scale, lack of tangible features or conservatory and safety concerns. For a long
time, tactile models have mostly been created manually by skilled people (e.g.
[2,5]). Today, the availability of digital scanning and production tools opens
possibilities for automation—shifting from a manual to a computer-aided design
process. In order to open its full potential for faster, easier and more accurate
creation we investigate the optimization of digital workflows (i.e. the conversion
and adaption from scanned input to data required by rapid prototyping tools).

To date many publications [8,9,15] deal with the creation of raised line draw-
ings or tactile diagrams from images or the reproduction of 3D objects [14].
In the present work we specifically include cross-dimensional conversions in a
common taxonomy embedded in the continuum of spatial dimensions.

2 Continuum of Dimensions

Our taxonomy is based on spatial dimensionality, which has the largest impact
on the required workflow. We categorize objects to be converted (input) and
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generated tactile media (output) based on the dimensionality they can express.
The continuum ranges from two-dimensional (2D) objects such as paintings to
full three-dimensional (3D) objects like sculptures. In between we can find the
limited three-dimensional spaces: 2.5D and 2.1D—a terminology borrowed from
visual computing. 2.5D denotes height fields, surfaces that can be represented
by a function z = f(x, y), giving every point above a plane a single height value.
2.1D representations pose a further limitation on 2.5D, in that only a correct
ordering of depth-layers is imposed, but no actual height values are given.

2.1 2D Objects

The 2D input category is formed by paintings, drawings, maps, photographs and
so forth. They have in common that they are inherently flat with no elevation
that would give meaningful tactile input. The optical channel is the only source
of information and has to be interpreted and transformed into adequate tactile
sensations. Despite being physically two-dimensional, the depicted content can
have higher dimensions encoded in various visual cues that can be decoded by the
human brain [1]. For instance, occlusion cues induce a depth-ordering of depicted
objects, creating a 2.1D impression. Additional cues like shading, shadows, focus
or haze, can lift the content to 2.5D. These circumstances may influence the
choice about the optimal output medium for a particular image.

Strictly speaking, there are no 2D tactile output media. However, we categorize
media like swell paper and embossed paper [5] as 2D, because they are mainly
limited to display 2D-lines, curves and shapes, although their output is strictly
speaking 2.1D. Several companies offer hardware and printing services, making
2D tactile media the easiest and cheapest to produce. However, due to limited
expressiveness and resolution, careful design is required [2].

2.2 2.1D Objects

2.1D input objects hardly occur in nature, but are rather a visual phenomenon.
Artists, however, often use layering techniques, e.g. in image processing software,
in animations or physically as dioramas or paper-on-paper build-up cards.

Build-up techniques using various materials (paper, plastic, fabric) are often
used as 2.1D tactile media [5]. To simplify the production, computer-aided tools
like vinyl- or laser-cutters can be used to cut the individual layers [11]. Some
Braille embossers can also produce 2.1D output by varying embossing strength.

2.3 2.5D Objects

Typical examples are reliefs, embossings on coins, terrain models or building
façades. In contrast to full 3D, a 2.5D object only works from a limited set of
views. Since only a single height value per position is stored, 3D features like
undercuts or backsides cannot be represented. From the technical point of view
it has several advantages in acquisition, storage, computation and production.
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In fact many 3D scanners generate 2.5D depth images as intermediate results.
Stereo photography is also a 2.5D medium, since it captures not only an image
but also the depth of a scene. Several algorithms [12] and software (e.g. Stereo-
Scan, www.agisoft.ru) can decode the depth in the image pairs, as long as the
depicted objects feature sufficient non-similar texture and have diffuse surfaces.

2.5D reliefs of appropriate size can be very helpful touch tools, adding a
perception of depth while being comparably flat and easier to handle than full
3D sculptures. Since no undercuts are possible, reliefs are more robust and easier
to mount because of their flat backside. This fact also makes production easier:
simple 3-axis CNC-milling machines can be directly used, there is no need for
artificial support structures in additive production methods, and thermoform or
similar embossing techniques may be used to create low-cost copies.

2.4 3D Objects

All kinds of objects, sculptures, architecture and so on can be acquired in full 3D
by a wide range of 3D scanners. Recent low-cost alternatives [10] or photogram-
metric multi-view reconstruction algorithms [13] and software (e.g. 123D Catch,
www.123dapp.com or PhotoScan, www.agisoft.ru) open scanning to the general
public. The latter require no special hardware but only a number of photos to
create a 3D model of a static scene provided the objects are suitably textured.

Production is more complicated than in the 2.5D case. Subtractive methods
like milling are possible depending on the complexity of the object, but require
more expensive (polyaxial) machines and careful path-planning or splitting into
multiple parts. Additive 3D printing methods do not have these restrictions [7].
Many kinds of professional and DIY printers for different material types of var-
ious strengths and several printing services are available. However, 3D printers
often have limited build size, less durable materials, high costs, long printing
times and/or unwanted printing artifacts. For larger, moderately complex mod-
els, (semi)manual model building might still be the most efficient way.

3 Conversion Workflows

In this section we discuss the steps necessary to get from the data of an input class
to the data required by an output class. Table 1 summarizes the main challenges
for each conversion and rates them based on the automation potential.

In general, not changing the dimensionality is technically less demanding, but
correction of scanning errors, and increasing the expressiveness and robustness
for touch may still be necessary. Similarly, reduction of dimensionality is easier
than increasing it. While in the first case information is omitted, recreation of
missing information (e.g. depth, . . . ) in the second case can get very difficult.

2D output may therefore be generated from all inputs, since rendering a 2D
image is always possible using 3D computer graphics. However, in many cases
designing 2D tactile media is not trivial, because of their limited expressive-
ness and often limited resolution. Abstraction of the content is important [5].

www.agisoft.ru
www.123dapp.com
www.agisoft.ru


500 A. Reichinger et al.

Table 1. Challenges and automation potential in conversion workflows

from \ to 2D output 2.1D/2.5D output 3D output

2D input Abstraction, find se-
mantically important
lines.

Needs interpretation
of depth and surface.

Needs interpretation
of depth, surface and
invisible parts.

2.5D input Like above, but depth
may help finding
boundaries.

Compress depth. Needs interpretation
of invisible parts.

3D input Like above. Multiple
views possible.

Like above. Multiple
views possible.

Directly useable in
appropriate scale.

Automation possible to a large extent.

User interaction necessary for abstraction / depth generation.

Often difficult. Requires user interaction for content creation (“hal-
lucination” of invisible parts). Exception: multi-view input.

Although specialized design programs [3,8,9,15] exist, support for abstraction
(e.g. tracing semantically important lines, emphasizing essential parts) is rarely
available. Higher-dimensional input may help finding important edges in the
depth data. From 3D input, generation of multiple 2D views might be beneficial.

Creation of higher dimensional output from 2D input is often desirable (cf.
Sect. 2.1), but the missing depth has to be re-created. The computer vision
community has proposed algorithms that generate depth based on user input
[4,11,17] or directly from extracted depth cues (e.g. [1]), but full automation is
still very error prone and limited.

In most cases, creation of full 3D models from lower-dimensional input is
very difficult, because backsides and hidden parts are not present in the input
and have to be completed or “hallucinated”. Only in some cases (e.g. technical
drawings, floor plans) and especially when additional knowledge or multiple
views are available, the conversion may be easier.

3D-3D conversion is typically straightforward (e.g. [14]); scaling and reinforc-
ing fragile parts may be considered. Scanners are mostly bundled with software
(e.g. Geomagic) to process scanning data into printable formats. For more com-
plex corrections, digital sculpting programs (e.g. ZBrush) can be useful.

2.5D data can be generated from 3D data by rendering the object from a
desired view into a depth-buffer [16]. Compression of depth from 2.5D data may
be necessary, a technique perfected by relief artists. Several algorithms (e.g. [16])
have been developed that mimic this step and potentially enhance readability.

In general, correction and manipulation of 2.5D data is easier than 3D data.
A 2.5D depth map can be exported as a gray-scale image encoding the height
at each location and can therefore easily be shared between applications. Such
depth maps may be retouched in image editing software. Better alternatives
are special relief-editing programs (e.g. Delcam ArtCAM ), although their set of
editing tools is still rather limited. It is also possible to use manipulation tech-
niques of 3D modeling software, a technique we used in some of our case studies
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(Sect. 4.2). We created a 3D mesh representation from the height map, manipu-
lated it in the 3D software, and converted it back to the 2.5D representation by
orthographic rendering of a depth map.

4 Case Studies

In order to cover the technically most challenging conversion possibilities ac-
cording to Table 1, and to gain hands-on experience in the different fields, we
performed two projects in co-operation with local museums.

Fig. 1. Tactile paintings [11] of Raffael’s Madonna of the Meadow. From left to right:
a) original 2D painting, c©Kunsthistorisches Museum, b) 2.1D layered depth diagram,
c) 2.5D textured relief.

4.1 Tactile Paintings (2D-2.1D, 2D-2.5D)

Together with Kunsthistorisches Museum (KHM) in Vienna we developed a
workflow [11] for converting figural paintings to higher-dimensional output:

2D-2.1D. Layered depth diagrams are a layer-by-layer buildup technique (cf.
Fig. 1b). We developed a semi-manual design program that quickly allows defin-
ing layers on segmented regions and directly outputs data suitable for laser-
cutters. After manual assembly a diorama-like image enables visually impaired
visitors to quickly get the shape of individual scene elements, and their spatial
three-dimensional relation, which is missing in purely two-dimensional media.

2D-2.5D. Textured reliefs are an extension of layered depth diagrams (cf.
Fig. 1c). We extract texture information from the image and create tactile sensa-
tions from it. The design software gives a 3D preview and allows the generation
of more complex surfaces. Textured reliefs were produced using milling machines
and a subsequent casting process. In addition to layered depth diagrams, blind
test persons could also perceive curved surfaces like faces, and painted texture.
According to one of the test persons it “opens blind people a new perspective of
perceiving images, especially to get a three-dimensional impression”.
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Fig. 2. Top f. l. t. r.: a) exhibition floor plan, b) 1:50 tactile model, c) LD-converter;
Bottom f. l. t. r.: d) hunting dagger and its relief, e) 1:50 3D print of LD-converter

4.2 Tactile Exhibits (2D-2.1D, 2D-2.5D, 2D-3D, 3D-2.5D, 3D-3D)

A temporary exhibition at Technisches Museum in Vienna was adapted accord-
ing to a design-for-all philosophy. Besides preparing an audio guide, a tactile
guiding system, embossed diagrams (2D-2.1D) and adapting some exhibits for a
multi-sensorial experience, we created several kinds of tactile models as detailed
below. A preliminary evaluation was performed with 5 visually impaired experts
(4 completely blind) by use of structured interviews after a 2 hour guided tour.

2D-2.5D. A stylized 1:50 model (81×66×17 cm) of the whole exhibition space
including the view to the lower floor in the center of the model was created based
on 2D floor plans (Figs. 2a & b). We conceived a tactile language based on simple
forms and height that allows easy differentiation of walls (30 mm high), pillars
(30 mm, cylindrical), windows (24 mm), exhibits (12 mm polygonal), chairs
(9 mm cylindrical) and doors (0 mm), as confirmed by test persons. Since the
lower floor is also included in the model, it can even be seen as a simple form
of 2D-3D conversion. Indeed, all test persons reported to have gained a three-
dimensional impression of the architecture, and that it was very helpful to get
an overview of the exhibition space. The elements were cut from white Hi-Macs
boards and hand assembled, resulting in a very durable model.

3D-3D. 1:50 miniatures of large exhibits on the lower floor—which are im-
portant in the exhibition context—were included in the 1:50 exhibition model
(Figs. 2c & e). We reconstructed each object with photogrammetric methods
from a total of 167 photos, taken from all floors all around the objects dur-
ing normal opening hours. In order to manage the strong brightness contrast,
high-dynamic-range imaging was used by fusing 3 bracketed images each and
performing local adaptive compression using HDRsoft’s Photomatix. Photogram-
metric reconstruction was performed using Agisoft’s PhotoScan. Geomagic was
used to correct large errors and for hole filling of invisible parts, before using
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the sculpting program 3D Coat for further corrections, smoothing and feature
enhancement. The resulting models (up to 16 cm high) were augmented with
support-structures to increase robustness, printed on a Dimension BST 768 3D
printer with dense filling for stability and manually sanded to remove printing
artifacts. The 3D models were highly appreciated by the test persons. Having
the same scale as the rest of the exhibition model helped to get a reference of
size, but a standalone touch model could be larger to feel even more details.

3D-2.5D. We produced 2.5D reliefs of three different types of knives (Fig. 2d).
The original knives are presented in glass cases for conservation reasons. There-
fore, we chose to reproduce them in a 1:1 scale, and to mount them on the show-
case in front of the actual exhibit. For reasons of stability we created 2.5D reliefs
of one side of the knives, corresponding to the visual presentation of the objects
on display. Scanning was performed with a Nikon ModelMaker MMD50 3D scan-
ner. Although theoretically straightforward, scanning the knives composed from
various shiny materials was very difficult, requiring extensive post-processing.
This was performed in 2D, 2.5D and 3D programs (cf. Sect. 3) exploiting the
advantages of each representation. The final models were milled out of transpar-
ent acrylic glass in correspondence to the exhibition design. Test persons under-
stood the limited 2.5D presentation very well, being “the next best alternative
to touching the originals”. One design element (a dog at the end of a handle)
was difficult to understand in its original orientation and was supplemented by
a separate upright copy to improve comprehension (Fig. 2d top left).

In general, our test persons pointed out, that verbal description is still most
important in order to get the context, background information and guidance
while touching. The chosen plastic materials were reported as pleasant to the
touch but sterile, which is however necessary in terms of hygiene. Having different
materials than the original objects is no problem, since the true material could
be imagined from verbal description or by feeling reachable parts of the original
objects. Persons with residual sight would benefit from colored models.

5 Conclusions and Future Work

We gave an overview and introduced a new taxonomy for touch tool creation and
tested many possibilities in our case studies. General digital tools are already
available, making the production of tactile models easier. However, some issues
specifically targeted to touch tool design are not covered, such as increasing
emphasis on more important parts or automatically making improvements for
stability without strongly affecting the content. During our case studies, we
started to create some specific tools addressing these issues, but many fields
are open for improvement. A further direction of research would be to directly
incorporate haptic feedback during the design process using digital force feedback
devices, although the usefulness of current devices seems to be limited [6].
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Abstract. In this study, we fabricated three-dimensional models of the human 
heart by stereolithography and powder-layered manufacturing; using these 
models, visually handicapped persons could trace the shape of a heart by touch-
ing. Further, we assessed the level of understanding of the visually handicapped 
persons about the external structure of the heart and the position of blood ves-
sels. Experimental results suggest that the heart shape models developed in this 
study by layered manufacturing were useful for teaching anatomy to visually 
handicapped persons. 

Keywords: three-dimensional model, layered manufacturing, visually handi-
capped persons, heart shape. 

1 Introduction 

The heart pumps and circulates blood in the human body, and it is an indispensable 
organ to life support. Understanding the shape of the heart is necessary to fully under-
stand its function and mechanism, especially for visually handicapped persons [1], 
[2]. However, the shape of the heart is complex. A three-dimensional model of the 
human heart has been developed. However, it has not been designed for use by visu-
ally handicapped persons to trace the heart shape correctly. Moreover, it is difficult to 
process it to the shape that the user intended. 
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On the other hand, layered manufacturing techniques have been used for modelling 
complex shapes from three-dimensional data acquired using a computer. In layered 
manufacturing, first, cross-section data is obtained from a three-dimensional CAD 
(computer aided design) data [3]. The material used in layered manufacturing is  
deposited such that each layer according to the cross-section data; thus, a target three-
dimensional shape is automatically generated. This technique is called rapid prototyp-
ing, i.e. rapidly developing a prototype of an industrial product with a complex shape.  

In this study, we generated three-dimensional models of the human heart by lay-
ered manufacturing; using these models, visually handicapped persons could trace the 
shape of a heart by touching. Further, we assessed the level of understanding of the 
visually handicapped persons about the external structure of the heart and the position 
of blood vessels. 

2 Experimental Methods 

Recently, various layered manufacturing techniques have been developed. We used 
stereolithography and powder-layered manufacturing to generate three-dimensional 
models of the heart. The specifications of the models used in the experiment are 
shown in Table 1, and Figure 1-2 show the outer shape of a model. The thickness of 
each layer in the models was 0.1 mm. The three-dimensional data of the heart was 
obtained using a CAD system (CoCreate Solid Designer). 

10 visually handicapped persons (totally blind, 8 boys and 2 girls), current and 
former students of a school for the blind in Japan, were chosen as subjects. We ex-
plained the shape of the heart to each subject at the beginning of the experiment. 
Next, the subjects were asked to trace the shape of the heart by touching the three-
dimensional models using both their hands. The subjects were assessed for: 

• their ability to experience a sense of learning about the heart, 
• their level of understanding the shape by touching the models, and 
• concerning three dimensional model of heart made by using layered manufactur- 

ing. 

The subjects indicated the various parts of the heart by touching with a finger. The 
duration of the experiment was about 20 min per subject. 

Table 1. Specifications of models 

Model No. Manufacturing technique 
Outer dimensions
（W×D×H: mm ）

Weight (g) Material 

Model-1 Stereolithography 120×87×140 225 
Photocurable 

resin 

Model-2 Stereolithography 90×65×105 114 
Photocurable 

resin 

Model-3 Powder-layered manufacturing 90×65×105    226 Gypsum 
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Fig. 1. Outer shape and identified parts of Model-1 

  

Fig. 2. Outer shape (left) Model-2, (right) Model-3 

3 Results and Discussion 

Tables 2-4 show the main results of the experiment. 

Table 2. Level of understanding of outer shape of heart after touching (Number of subjects) 

Question (Use: Model-1) Correct Error 
Apex of heart and base of heart 10 0 

Aorta 10 0 
Superior vena cava 10 0 
Inferior vena cava 10 0 
Pulmonary trunk 10 0 
Pulmonary vein 10 0 
Coronary artery 10 0 

apex of heart

base of heart 

aorta

superior vena cava 

inferior vena cava 

pulmonary trunk

pulmonary vein

coronary artery 

coronary artery

coronary artery10 mm 

10 mm 10 mm
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Table 3. Level of tactually feeling of material (Number of subjects) 

Question  
(Use: Model-2 and Model-3) 

Model-2 > 
Model-3 

Model-3 > 
Model-2  

Model-2 = 
Model-3 

Level of tactually feeling 4 5 1 

Table 4. Level of understanding by touching according to size of model (Number of subjects) 

Question 
(Use: Model-1 and Model-2) 

Model-1 > 
Model-2 

Model-2 > 
Model-1 

Model-1 = 
Model-2 

Level of understanding 8 1 1 

9 out of 10 subjects could experience a sense of learning about the heart, which is a 
chief organ in living beings. However, only 4 subjects could trace the shape by touch-
ing a three-dimensional model. 

The experimental results suggest that the outer shape of the heart was understood 
correctly by the subjects using the models built by layered manufacturing regardless 
of whether they experienced a sense learning about the heart or whether they touched 
the model. Moreover, it was found that, to understand the shape of heart vessels, the 
size of Model-1 was suitable, and, to understand the shape of the heart, the size of 
Model-2 and Model-3 was suitable. The level of understanding of each subject varied 
with the material used in layered manufacturing. However, it was concluded that the 
models developed in this study by stereolithography and powder-layered manufactur-
ing were unquestionably useful to visually handicapped persons in tracing the shape 
of the heart by touching. 

4 Conclusion 

Experimental results suggest that the heart shape models developed in this study by 
layered manufacturing were useful for teaching anatomy to visually handicapped 
persons. 
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Abstract. We investigate tactile representations and haptic interaction that may 
enable blind people to utilize UML diagrams by using an industry standard edi-
tor. In this paper we present a new approach to present tactile UML diagrams 
by preserving spatial information on a touch-sensitive tactile display. Further-
more we present the results of a fundamental evaluation showing that blind 
people retain orientation during exploration of tactile diagrams and which prob-
lems are associated with the usage of ideographs. We compared our new devel-
oped representation with the common method blind people utilize sequence 
diagrams: non-visually through verbalization. We indicate problems for both 
representations.  

Keywords: accessibility, blind, tactile graphics, UML diagrams, tactile graph-
ics display, Braille display, screen reader. 

1 Introduction 

Electrical circuit diagrams, architectural drawings, chemical formulas, and graphical 
notations such as the Unified Modeling Language (UML) allow the modeling of tech-
nical systems by ideographic writing [13]. UML capitalizes on visual characteristics 
and facilitates education and management tasks for sighted programmers. Traditional 
text based source code is accessible to blind people using assistive technology (i.e. 
screen readers). But the emerging rich visual presentation within software engineering 
causes many barriers. Blind people cannot communicate with sighted people while 
referring to schematic information in the process where UML is used during devel-
opment. Editing of the content as well as autonomous and quick access of different 
diagram types is needed and expected. Using non-visual access to UML-diagrams 
through a verbalized substitute allows editing by regular text editors but hampers 
communication in the collaborative software development process together with 
sighted colleagues. Verbal and visual presentations are incoherent. 

We investigate tactile representations and haptic interaction that may enable blind 
people to utilize ideographs by using an industry standard UML editor. Currently our 
investigation focuses on UML sequence diagrams. In this paper we present the results 
of a fundamental evaluation with blind people, whether haptic interaction can build an 
understanding when exploring tactile UML sequence diagrams. Furthermore we in-
vestigated if blind people retain orientation during exploration of tactile diagrams and 
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which problems are associated with the usage of ideographs. The investigation is 
based on the research of the HyperBraille project [12] in which a new touch-sensitive 
tactile display was developed. The refreshable device allows a representation of tac-
tile graphical information with 120 by 60 pins as well as direct manipulation via touch 
input [8]. By extending screen reader technology a modular audio-tactile screen ex-
plorer (called HyperReader) was developed providing blind people access to informa-
tion displayed on the screen [14]. Specifically graphical information as well as spatial 
proximity in geometric shapes for example graphical notations for math, technical 
drawings or diagrams can be perceived by blind people using this technology. For our 
investigation we developed a screen explorer for UML diagrams by extending this 
screen reader technology. 

We investigate in the following, if blind computer scientists can build an under-
standing of tactile sequence diagrams by comparing different modalities. Both a  
tactile representation and a verbalized variation were developed. Beyond that we 
measured the associated workload for both representation techniques. The results 
revealed that blind computer scientists can explore tactile UML sequence diagrams by 
navigating on a planar display, although we detected problems that occurred while 
navigation. 

2 Related Work 

Access to UML diagrams is mainly effected by using either verbal descriptions or 
tactile diagrams [4]. Currently no unitary solution for transcribing UML diagrams in a 
useful textual representation exists. Different isolated applications have been devel-
oped in practical use [6] [9]. A current initiative, BLINDUML, works at solutions for 
making UML diagrams more accessible by using textual representations. 

Developing viable tactile reliefs for blind people requires considerable knowledge 
of designing textures and labelling spots and areas. The design of educational materi-
als, children books, calendars, maps or even scientific graphs using plastic foils, swell 
paper or Braille printing is a manual process. Recent progress in the production of 
software using OCR and other editing features has shown that it may take about 6-10 
min for a sighted person to transform a figure of math and astronomy text books [5] 
into embossed tactile printout. Tactile diagrams may be grasped through an audio-
haptic approach by touching tactile printouts placed on a touch tablet [9]. Spatial cog-
nition when exploring textures and tactile markings is more closely coupled with 
verbal spoken output of labels in this non-visual multimodal approach. If an author 
provides all data necessary to generate the tactile graphics, the process can be auto-
matically performed with ‘negligible intervention’ as has been demonstrated by the 
publishers of the American Physical Society Journals [2] in order to publish also the 
data associated with the graphs used in articles for all readers. 

While tactile graphics preserves the spatial layout, interaction techniques may ex-
press spatial relationship through hyperlinks. This may provide cost-effective speech-
only access to graphics and can include several methods: Navigating a hierarchical 
structure through a joystick [4], navigating a spatially motivated structure with a  
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tangible user interface [7] or navigate along connecting lines through keyboard com-
mands and spoken output describing the semantics of graphical elements and their 
relationship [1]. 

3 Screen Explorer for UML  

We developed a screen explorer for UML which preserves the layout information and 
textual labels of diagrams. It allows reading of UML-diagrams both by blind and 
sighted people in a software system consisting of a standard UML editor and assistive 
technology while ensuring coherence. Currently we use Microsoft Visio 2007 as visu-
al editor for UML diagrams. We developed a filter and a renderer for Visio and inte-
grated both in the HyperReader that enables browsing of UML on the planar display 
as well as synchronizing it with mouse-based interaction by sighted people. The tech-
nical details of this technology are described in [8]. 

The notation of the UML elements is basically maintained but the layout is af-
fected by the size of Braille and the size of the haptic display. The resolution of 120 x 
60 pins limits the representation and requires scrolling by the user. Figure 1 shows a 
sequence diagram and the maximal area that can be rendered on the display. The user 
explores the diagram through panning performed by gesture or navigation bar. More 
information about different interaction techniques can be obtained in [11]. All tactile 
positions of shapes and Braille elements refer to the original Visio shapes on the 
screen. 

 

Fig. 1. A tactile diagram and the current area rendered on the tactile display. The arrows illus-
trate the exploration of the diagram through panning. 

The central UML element is a ‘lifeline’ which is represented by a vertical line and a 
rectangle that symbolizes the active time slots of an object (Figure 2.a). The sequences 
of messages are made up from horizontal tactile lines and arrows (Figure 2.b).  
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These tactile notations are similar to the visual ones. Textual labels and methods are 
rendered as Braille. Long methods containing different parameters are collapsed by a 
space saving tactile ‘plus’-sign (Figure 2.c). When the user clicks on the sign, the en-
tire Braille label is read aloud by integrated speech output. Further elements in Figure 3 
are so called ‘connection points’ that are specific for Visio and necessary for the sub-
sequent editing (Figure 2.d). Scroll bars help the user to keep the orientation while he 
navigates (Figure 2.e). 

 

Fig. 2. The current area rendered on the tactile display. a) lifeline with activation; b) message; 
c) shortened method; d) connection points; e) scroll bars. 

4 Verbal Description of UML Sequence Diagrams  

In preparation of our user study described in section 5, we created a verbalized struc-
ture representing UML sequence diagrams. This structure based on existing ap-
proaches as described in [4], [6] and [9], as well as on interviews with stakeholders. 
Therefore, all participants were asked which structure they are using to verbalize se-
quence diagrams by sending a transcribed example. The solution that we used in our 
study summarizes these results and will be explained in the following. 

The verbalized structure consists of 3 main sections: objects, messages and time 
order. The first section lists all classes or their instances of the diagram with name and 
type among each other. Section 2 lists all messages in the diagrams chronologically 
for each object. A verbalized message consists of the following elements: name, 
source object, target object, type of message. The ordering of messages by horizontal 
lines depicts the logic of sequence diagrams. Section 3 lists the messages in the logic 
time order of the diagrams. 

5 User Study 

The new haptic representation of UML sequence diagrams was evaluated in an expe-
rimental user test. We were interested whether blind people are able to understand 
sequence diagrams presented on the planar display. Furthermore we have measured 
the workload associated with reading graphical sequence diagrams on the planar  
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display in comparison to a verbalized representation. The user test was completed by 
7 blind people between 20 and 40 years. All participants were computer scientists and 
therefore familiar with UML. Furthermore good knowledge in reading Braille was 
preconditioned. In their normal working or study environment, all participants read 
verbalized UML diagrams with a simple text editor. 

We formulated different types of questions (Q1, Q2, and Q3) that referred to a spe-
cific level of understanding UML and analyzed the answers provided by blind sub-
jects. A question of type Q1 referred to the number of objects and required a low level 
of understanding. A question of type Q2 referred to the number of messages that were 
sent and received by one object and required a middle level of understanding. A type 
Q3 question referred to the chronological order of a message sequence and required a 
high level of understanding. Furthermore we used the weighted NASA task load in-
dex (TLX) [3] to measure the workload that is associated with reading graphical se-
quence diagrams on the planar display in comparison to a linear representation.  

The test consisted of 2 single tasks. Both were successfully completed by each par-
ticipant. The tasks basically differed in the kind of presentation. In task 1 the subject 
explored the newly designed haptic notation on the planar display. In task 2 the sub-
ject read a linear representation as a tactile print-out. In both tasks the participants had 
to answer various substantive questions while reading a diagram. To eliminate the 
learning effect we randomized the order of diagrams as well as the presentation tech-
nique. After completing one task the weighted TLX was applied to measure the work-
load that is associated with the presentation technique. The whole test was grouped 
into the following parts:  

1. Preparation phase: reply the pre-questionnaire.  
2. Training phase: teaching the concept of the planar display; teaching the graphical 

notation of sequence diagrams as well as the verbal description described in section 
4.  

3. Familiarization phase: independently practicing the concepts of sequence dia-
grams.  

4. Execution of task 1: reading one of the two diagrams with one of the two presenta-
tion techniques. Answering substantive questions and reply the post-questionnaire.     

5. Execution of task 2: reading the other diagram with the other presentation tech-
nique. Answering substantive questions and reply the post-questionnaire. 

After the preparation and familiarization phase the subjects began with task 1. The 
type of presentation for the first diagram depended on the random assignment. Before 
the subject started the task all subjective questions were read aloud. After that the first 
question was read again, the subject began reading the diagram and tried to answer 
the question. This procedure was repeated for all questions and both tasks. 

6 Results  

The user evaluation revealed that all subjects were able to answer most of the  
formulated questions. Table 1 summarizes the total count of errors indicating the  
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misunderstanding of particular fragments of the represented sequence diagrams. Table 
2 presents the mean weighted workload for each representation technique. A two 
sided paired-sample t-test suggests that there is no significant difference in the work-
load between task completion where the graphical representation on our planar dis-
play was used and the tasks completion where the linear presentation of sequence 
diagrams was used (t(6) = 0.460; p < 0.05; t = 2.45). 

Table 1. Total count of errors according to the presentation technique. Q1, Q2 and Q3 are the 
formalized types of questions related to a specific level of understanding (LoU). Q1=low LoU; 
Q2=middel LoU, Q3=LoU 

Representation  Q1 Q2 Q3 

Graphical 2 1 1 

Linear 0 5 2 

Table 2. Mean Weighted Workload with standard deviation according to the presentation 
technique 

Representation 
Mean 

Weighted 
Workload 

Standard 
deviation 

graphical 61.9 15,4 

Linear 57.0 21.9 

7 Discussion 

Although the small number of participants the study provides important findings that 
will be briefly discussed in the following. In general the experiment has shown that all 
users were able to work on the task and developed an understanding of the sequence 
diagrams used. All subjects were able to answer substantial questions. As presented in 
Table 1 participants made some errors while editing both tasks: Working with the 
linear representation, all subjects answered questions of type Q1 successfully (Table 
1). In the linear representation objects were arranged among each other making it 
simple to count them. In contrast, in the graphical representation errors were made 
(Table 1). Due to the small size, the tactile display contents had to be scrolled several 
times for counting the number of objects. All participants commented it would be 
helpful to have more overview presentation as well as audio-haptic feedback. For 
example helpful information such as the count of objects could be presented as audio 
feedback when the diagram is opened. Questions of type Q2 were solved more suc-
cessfully in the graphical representation (Table 1). We observed that all subjects made 
the same mistake using the linear representation. They overlooked important details 
of the UML notation while using the linear representation. These included self-calls, 
the type of message and the message direction. Self-calls are objects calling methods 
on themselves. For a better understanding Figure 3 shows the typical graphical  



 Viable Haptic UML for Blind People 515 

notation of this UML element (Figure 3.a). Figure 3.b illustrates our tactile represen-
tation and Figure 3.c shows the linear representation of a self-call. The subjects had to 
recognize that the events e1 and e2 belong to one message. 
 

a)  b)  c)  

Fig. 3. Representation of a self-call. a) visual; b) tactile; c) linear. 

Furthermore, referring to a question of type Q2, participants needed considerable 
time solving the task to count all messages along a lifeline. The reason for this is the 
same problem that we observed in questions of type Q1. Subjects commented they 
needed more overview presentations. The count of scrolling and panning operations 
should be reduced in further developments. Questions of the type Q3 that referred to 
the timing sequence could be answered at test time. Only one of the subjects made a 
mistake while exploring the graphical presentation. Two of the seven participants 
made a mistake while exploring the linear presentation. Re-occurring problems were 
the same for questions of type Q1 and Q2: missing overview presentation and missing 
audio-haptic feedback for the graphical representation and missing understanding of 
details of the UML notation when reading the linear representation. 

The average workload during the processing of the tasks was very high for both 
representations (Table 2). Particularly the mean mental demand was very high 
(graphical: M=72.14, SD=14.68; linear: M=63.57, SD=23.93). Although all subjects 
solved the tasks with both representations, they needed considerable time and needed 
more support while exploring a diagram. An improvement might be obtained by ex-
tended concepts for orientation as well as audio-haptic feedback. The linear represen-
tation was evaluated as slightly less demanding. Reasons for this difference appear to 
be caused by the low knowledge of the UML notation and the lack of experience in 
exploring such diagrams. 

8 Conclusion and Future Work   

The screen explorer for UML diagrams enables blind computer scientists understand-
ing UML diagrams created by an industry standard UML editor in a graphical man-
ner. The user test has shown that the developed representations are useful and evince 
the meaning for further developments in haptic interaction as well as developing ap-
propriate usability measures. We conclude a combined representation of UML dia-
grams with graphical elements as well as linear elements is meaningful, particularly in 
order to obtain information quickly for specific tasks. Due to the small resolution of 
the planar display, orientation is of special relevance. New interaction techniques and 
audio-haptic feedback are a further important issue in this context. The approach pre-
sented preserves layout information to support the collaborative work between sighted 
and blind people by using the same UML editor. Future investigations in this field 
will be enabling the editing of diagrams as well. In [8] is demonstrated how selecting 
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and editing will become possible using the HyperReader through mouse-routing.  
Further developments supporting the work and the education of blind people are  
important to reduce barriers within the software development with UML. 
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Abstract. Several technological advances have contributed to providing non-
visual access to information by individuals who have sight impairments. Screen 
readers and Braille displays, however, are not the means of choice for convey-
ing pictorial data such as graphs, maps, and charts. This paper thus proposes the 
“Falcon Graph” interface which has been developed to enable visually impaired 
individuals to access computer-based visualisation techniques: mainly pie 
charts, bar charts, and line graphs. In addition to its interaction with Microsoft 
Excel, the interface uses the Novint Falcon as the main force feedback media to 
navigate the haptic virtual environment. Initial findings gathered from testing 
the interface are also presented. 

Keywords: Haptic Technology, Force Feedback, Accessible Graphs, Novint 
Falcon, Visual Impairment. 

1 Introduction 

Diagrammatic mapping of information is an abstract representation of complex real-
world ideas, used extensively in educational contexts as an assistive tool to solve 
problems. While some people can use graphs to grasp trends and important features 
among a large set of data in a matter of seconds, others can be deprived from access-
ing such methods primarily due to some type of visual impairment especially with 
representations that have a strong dependency on high resolution graphics.  

There are a variety of alternative formats available to present information con-
tained in diagrams and graphs to visually impaired individuals. Diagrams can be gen-
erated by converting them into textual descriptions, tactile drawings, or audio sounds. 
While these methods can be adapted separately or combined together to a great extent 
they come with associated complications. Many researchers have thus undertaken 
another approach of using haptics to provide a non-visual output of graphs.  

There are currently a number of haptic force feedback displays in which the human 
sense of touch is being stimulated. They are force reflecting devices that enable the 
user to physically interact with simulated objects in a virtual world, some of them also 
enable accessibility to graphs and charts stored on web pages. Most of the studies 
regarding haptics for people who have visual impairment tend to focus on the PHAN-
ToM family of devices. One of the notable projects aiming to provide a multi-modal 
interface to output different types of graphs for visually impaired computer users 
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through the PHANToM display is the MultiVis Project by Glasgow University [1]. 
There is also a set of algorithms that have been developed at the University of Dela-
ware for haptic visualisation of scientific data sets including graphs [2]. The PHAN-
ToM was also used in their study.  

2 Implementation 

The implementation of the proposed interface consists of two main components:  
Windows dialogue boxes in which Microsoft Excel can be accessed and the haptic 
virtual environment where the actual graph will be represented. The goal was to  
provide a flexible system which can help the visually impaired explore graphs using 
haptic force feedback media within the familiar context of Microsoft Excel. The user 
can open an Excel file and enter the data set required to be mapped in a chart, and 
then the system draws a representation of the chart in a virtual environment for haptic 
exploration. 

The Novint Falcon force feedback device was chosen for haptic interaction mainly 
due to its reasonable price. It was very important to use affordable technology so that 
it can be obtained by organisations, schools, or even individuals. The Novint Falcon is 
a game console interface developed by Novint Technologies, Inc. as their first three-
dimensional touch controller where the user can feel the texture, weight, and shape of 
game components. 

The methods used to render the different types of graph which are used in this 
project (pie charts, bar charts, and line graphs) are all OpenGL based implementations 
using the CHAI3D haptic library. The technical characteristics applied for haptic 
rendering (e.g. stiffness, vibration, and surface effects) are derived from previous 
stage experimentation on the perception of basic models such as cubes, spheres, and 
pyramids [3]. 

For the bar chart, two different types of bars have been considered during the de-
velopment: cubic and cylindrical bars. Both types were designed using a triangular 
mesh with a vibration effect. Due to the limited workspace of the Novint Falcon, no 
more than 15 bars can be presented on the screen at once. Pie charts, however, were 
designed as a wide cylinder using a triangular mesh. Vibration is a very important 
factor as it is the only way that was found during the development of this prototype to 
haptically differentiate between the different portions within the chart. Every portion 
of the pie chart was mapped to a vibrating effect with different frequency depending 
on the size of that portion (the bigger the size the higher the vibration frequency). 

3 Testing 

Five visually impaired individuals took part in testing the “Falcon Graph” interface. 
Four of them were students of whom three were congenitally blind (they had also 
participated in previous experiments using the Novint Falcon as reported in [3]), and 
one had low vision. All four student participants are at school level and considered to 
have a high level of understanding of mathematical concepts as it is compulsory for 
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the schools to include students with disabilities in all the same classes as their sighted 
peers. The participants also attend special classes for the blind in the afternoon for 
additional support on a variety of topics including computer science, thus they are 
considered well-skilled in terms of interaction with technologies. The fifth participant, 
however, was an adult who had suffered progressive sight loss over a number of years 
and had become completely blind by the summer of 2011during an accident. This 
participant also had a good background in mathematics and in the use of technologies 
including the use of Microsoft Excel, as did the school students. 

Each participant was asked to perform a series of tasks regarding the exploration of 
the system including constructing their own graphs using the Excel interface. In terms 
of haptically exploring the charts, in addition to finding the charts and identifying 
their shape, the main interest of the research was whether the vibrations would lead to 
correct identification of the portions in the pie chart, bars of the bar chart and lines in 
the line graph. Participants were briefed about the procedures to be used. The partici-
pants who were using the Falcon for the first time (the adult participant and the stu-
dent with low vision) were allowed to explore the device and the virtual environment 
for up to twenty minutes before using the graph interface. During all the sessions the 
NVDA (Non Visual Desktop Access) screen reader was also used.  

4 Results 

During the research the perception of three types of graphs (pie charts, bar charts, and 
line graphs) was tested and evaluated. Generally locating and identifying the graphs 
was less accurate than the perception of basic models (e.g. cube, sphere, and pyra-
mid). During the initial exploration of the pie chart all participants needed assistance 
at first but repeating the same task a few time resulted in a better overall performance. 
This shows the importance of training and prior knowledge in coping with haptic 
object discrimination. 

Identifying how many bars were on the screen was the most difficult task. None of 
the participants was able to count them without help. It was concluded that this was 
for the following reasons: 

• The size of the bars was smaller than all the other objects used throughout the rest 
of the research.  

• There was also no vibration effect or audio sounds to distinguish between the dif-
ferent values of the bars. The vibration effect was used only to locate the bars (i.e. 
all the bars had the same vibration frequency).  

• It was also noted that the gap between the bars made it difficult to navigate through 
the whole chart. Thus, it is recommended to render the chart with all the bars to-
gether with no gap in between, but with different levels of vibration or audio out-
put to distinguish between the bars. 

• Cubic bar charts in general were better than cylindrical ones. 

Regarding the line graph, although all of the participants were able to say whether the 
lines were increasing or decreasing and count how many lines were on the screen 
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accurately, the issue of the single point contact was clearly noticed. The small graphi-
cal features of the line graph could not easily be traced as the Falcon’s grip often 
slipped off these features. However, rendering the lines using both sides of the trian-
gular mesh is haptically detectable and can be effective in improving this situation as 
it forces the Falcon’s grip to stick inside the cylindrical lines. Finally, identifying 
components of intersecting line graphs was a very difficult task; none of the partici-
pants understood what exactly was being represented. More investigation is needed 
regarding this as only the idea of blind persons’ ability to recognise that there were 
two intersecting lines was examined. 

Regarding the surface effects of the virtual objects that were used, a “magnetic” ef-
fect had no great value to the participants for locating or identifying the objects. Vi-
bration, on the other hand, though sometime a little confusing and not very helpful for 
identifying the objects more accurately definitely had a great effect on the process of 
locating the objects within the virtual environment. Vibration was also found to be 
effective when used to represent different information about the portions of the pie 
chart. Every portion of the pie chart was mapped to a vibrating effect with different 
frequency depending on the size of that portion (the bigger the size the higher the 
vibration frequency). Thus, the process of counting the number of pieces in the chart 
can easily be conducted. 

5 Conclusion and Future Direction  

The “Falcon Graph” is a convenient interface that connects a virtual environment 
presentation to a well known commercially available spreadsheet system as Microsoft 
Excel in which graphical output has been provided haptically using a low cost com-
mercial haptic display. This makes graphic representation useful to visually impaired 
persons at an acceptable price for individuals as well as institutions. 

The outcome of the research is very encouraging but further work is needed in de-
veloping the interface to deal with issues identified during testing, particularly related 
to line graph representation. Future work can also focus on integrating audio media 
into the system in which synthetic speech and auditory landmarks can be used to aid 
the navigation process throughout the haptic virtual environment. 
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Abstract. In this paper, we propose some adaptation to Geographical Infor-
mation System (GIS) components used in GPS based navigation system. In our 
design process, we adopted a user-centered design approach in collaboration 
with final users and Orientation and Mobility (O&M) instructors. A database 
scheme is presented to integrate the principal classes proposed by users and 
O&M instructors. In addition, some analytical tools are also implemented and 
integrated in the GIS. This adapted GIS can improve the guidance process of 
existing and future EOAs. A first implementation of an adapted guidance 
process allowing a better representation of the surroundings is provided as an il-
lustration of this adapted GIS. This work is part of the NAVIG system (Naviga-
tion Assisted by Artificial VIsion and GNSS), an assistive device, whose aim is 
to improve the Quality of Life of Visually Impaired (VI) persons via increased 
orientation and mobility capabilities. 

Keywords: Geographical Information System, Electronic Orientation Aids, 
Participatory design, Assistive technology. 

1 Introduction 

GPS-based personal guidance systems are assistive devices designed to increase the 
autonomy of Visually Impaired (VI) travelers. In 1998, Golledge et al. [1] raised three 
main issues to be solved in order to render these devices readily usable. Firstly, the 
hardware was expensive, but it was also too cumbersome and heavy, and all these 
factors prevented the adoption of these devices by VI users. Secondly, because of 
software limitations in 1998, the designers were forced to exclude potential function-
alities to comply with limitations on data storage and processing power. Finally, it 
was necessary to have a better understanding of spatial cognition in the absence of 
vision to design a usable guidance device. 

Improvements in electronic hardware – including computer systems, GPS receiv-
ers, sensors, Inertial Measurement Units, etc. – associated to price reductions have 
contributed to address the first two issues. Regarding the last issue, several studies 
have been done in order to understand spatial cognition in the absence of vision. It has 
been shown that mental mapping of spaces and of the possible paths to navigate with-
in these spaces is essential for the development of efficient orientation and mobility 
(O&M) skills [3]. These skills are taught during O&M training sessions in specialized 
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centers. Mobility depends on skillfully coordinated actions in order to detect paths 
and avoid obstacles in the immediate environment. Spatial orientation requires locat-
ing oneself and the desired destination, as well as the path linking these two points, in 
a global mental representation of space. Therefore, whether they are mental, printed 
on paper, or in an electronic format, maps are essential in order to navigate. Jacobson 
and Kitchin [4] suggested that an adapted GIS could provide VI people with access to 
detailed spatial information that would promote spatial learning, orientation, and ap-
propriate decision making. Then, one challenge for assistive technology research 
consists in improving the transfer of spatial information from an adapted Geographi-
cal Information System (GIS) to cognitive maps.  

Many research projects addressed this challenge and lead to navigation systems tai-
lored to the needs of visually impaired (see e.g. MoBIC [5] and Drishti [6]). However, 
evaluations have shown that such systems are primarily limited by the lack of details 
in the GIS database and the insufficiency of maps in relation to the specificity of na-
vigation without sight. Even commercialized devices such as Trekker (Humanware, 
Inc) or Kapten (Kapsys, Inc) are based on commercial GIS that are designed for vehi-
cles navigation and are not suitable for pedestrians.  

In this context, we have designed and implemented the NAVIG assistive device, 
which relies on a GIS adapted to guidance and spatial cognition of VI users (see [7] 
[8] for details). The primary purpose of the current article is to present the GIS com-
ponent used in NAVIG. Through a participatory design framework with the visually 
impaired and O&M instructors, we focused on the adaptation of the geographical 
database and the guidance to VI pedestrian in navigation tasks. We then suggest a set 
of GIS analytical tools to ensure the construction of a proper cognitive map when 
using an electronic orientation aid. Finally we propose a first guidance process based 
on the adapted GIS that will assist VI users in building a better mental representation 
of the environment. 

2 GIS and Assisted Navigation for the Blind 

The GIS is one of the major components in a GPS-based personal guidance system. 
It is composed of a database and software that selects routes, provides guidance and 
tracks the traveler’s itinerary. However, the guidance system must rely on accurate 
positioning (around one meter precision in real time) to determine if the user is on 
the right or the left sidewalk, if he is in front of a pedestrian crossing or if he has 
already started to cross the street, etc. The GIS database may be used to improve 
positioning through map matching methods that align a sequence of estimated posi-
tions with the road or sidewalk networks on the digital map. The GIS database may 
also be a valuable source of information to indicate the location of close or remote 
environmental features (e.g. landmarks) that are useful for orientation and spatial 
learning of the surroundings. It is known that landmarks are essential in order to 
provide a better sense of the environment [9]. These different GIS functions are not 
available without improving the resolution of the map and adding appropriate  
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information into the database (e.g. the presence of walking pathway such as side-
walks and pedestrian crossing).  

2.1 Data Collection 

When compared to car navigation, this is obvious that pedestrian navigation, especial-
ly with visually impaired travelers, imposes additional requirements upon geographi-
cal data collection. For visually impaired pedestrians, completeness and accuracy of 
geographical data are critical in order to safely reach destination. As it appears that 
systematic collection and update of geographical data is very expensive and difficult, 
interesting complementary approaches have been proposed. For example, social co-
operation (crowdsourcing) is a promising approach based on collection, sharing and 
multimodal annotation of geographical data within a community of users [10]. Anoth-
er interesting proposition by Elias [11] relies on the development of different methods 
to automatically derive maps adapted to the needs of pedestrians from available geo-
graphical databases.  

2.2 Data Extraction  

Data extraction is a very relevant issue in the context of VI pedestrian guidance. In-
deed, the device tracks the displacement of the traveler, selects the optimal pathway, 
provides guidance along the selected route and may extract relevant information to be 
displayed through a non-visual interface. This information may be used by VI users to 
build a cognitive map of the surroundings; but it is important to determine what geo-
graphical information to extract, from which distance relative to the user location, 
when to present it and with which frequency. A proposition to answer the last two 
questions was presented in a previous work [12]. In response to “what” and “where”, 
[1] proposed a buffering method to select data from the GIS database of the space 
immediately around the traveler (the current position being estimated by the GPS). 
However, when selecting data corresponding to an area in a large database, all the 
stored features in this area are extracted. If these features are all instantaneously dis-
played to the user, this can hinder the process of cognitive mapping. Sub-selection 
and sorting must be performed, but these processes require time and resources that are 
scarce in a mobile device.  

Another important functionality assumed by the GIS component is the route selec-
tion. It is the procedure of choosing an optimal pathway between an origin and a des-
tination. Traditionally, path selection for pedestrians is assumed to be the result of 
minimizing procedures such as selecting the shortest or the quickest path. For the 
visually impaired, a longer route that avoid difficulties and includes known or pre-
ferred landmarks can be more convenient than a shorter route. When based on com-
mercial GIS (with inadequate database and functions), route selection cannot be 
adapted to VI pedestrian guidance.  
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3 The NAVIG GIS Component  

The NAVIG system [8] is an assistive device whose aim is to improve mobility and 
orientation of visually impaired pedestrians when navigating in unknown environ-
ments. The prototype architecture is divided into several functional elements struc-
tured around a multi-agent framework employing a communication protocol based on 
the IVY middleware. In this prototype, user position is estimated from fusion of ar-
tificial vision and GPS signals [13]. The GIS module, presented in this paper, consists 
of an adapted digital map including walking areas (e.g. sidewalks, zebra crossing) and 
environmental features (landmarks, points of interest, etc.). The user interface is based 
on speech and/or sound interaction using a 3D rendering engine (LSE from the 
LIMSI, see [8] for details).  

3.1 Participant and Design Process 

In the NAVIG project, we have adopted a long-term user-centered design approach in 
collaboration with the Institute of Young Blinds (CESDV-IJA, Toulouse). We inter-
viewed 19 users to define more precisely their needs as well as their degree of auton-
omy and technological knowledge. The target population comprised 7 females and 12 
males with a mean age of 37. For daily mobility, 5 of them use a guide dog and 10 use 
the white cane. The last 4 prefer to have a person to guide them. All of them are legal-
ly blind and expressed their motivation and agreement to participate in this project. 
We had three meeting with four different O&M instructors from the CESDV-IJA. 
They precisely described the different steps and techniques that they teach to VI per-
sons during O&M training. We also analyzed (videos and a posterior interviews) the 
O&M behavior of two VI users (one with a white cane and one with a guide-dog). We 
finally performed three brainstorming sessions with at least 4 VI users in which we 
focused on issues related to GIS used in electronic orientation aids.  

3.2 The NAVIG GIS Database Scheme 

The guidance process relies on the estimate of the location of a pedestrian relative 
to the expected trajectory. Guidance then provides her/him with the appropriate 
direction instructions, and/or with pertinent information about the surroundings. 
This definition clarifies the role of the GIS component in the context of assisted 
navigation. Four classes of objects were added and properly tagged in the GIS data-
base. 1/ Walking Areas (WA) represent all the possible pedestrian paths (e.g., side-
walks, and pedestrian crossings). 2/ Landmarks (LM) are places or objects that can 
be detected by the user in order to make a decision or confirm his own position 
along the itinerary (e.g. changes in texture of the ground, telephone poles, or traffic 
lights). 3/ Points of Interest (POI) are potential destinations for a pedestrian (e.g. 
public buildings, shops, metro station, etc.). 4/ Difficult Points (DP) are not tagged 
in the database but are dynamically extracted (e.g. street crossing with the number 
and layout of the different streets). In the NAVIG device, the different classes of  
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objects are displayed with different sounds that are virtually localized on the real 
object via binaural synthesis (see [8] for details). In figure 1 we present the class 
diagram of the NAVIG database.  

 

Fig. 1. Database scheme diagram 

Each walking area is identified as an edge, having at least two nodes. Each edge 
has a specific type (sidewalk, crossing, staircase, pedestrian path) and width that can 
be used when selecting a path according to user preference. Five different widths have 
been considered: very narrow (less than 1m), narrow (between 1m and 2m), average 
(between 2m and 4m), wide (between 4m and 8m) and very wide (more than 8m). 
Each edge also includes a specific ground texture, which may be used as a landmark. 
In addition, the "Points" class defines specific points that are potential tactile (e.g. 
tactile guide paths), auditory (e.g. fountains) or olfactory (e.g. bakery) landmarks. The 
"Buildings" class is generally used to extract information about nearby services (of-
fice, post-office, etc.), which could be explicitly required by the user or used to map 
the environment. 

3.3 The NAVIG GIS Software Design  

In addition to the GIS database specification, several analytic functions have been 
proposed after brainstorming sessions. For pedestrian navigation and in the absence of 
vision, the GIS must integrate a set of functions similar to visual and cognitive (e.g. 
estimation of distance and direction) functions used by sighted travelers when they 
explore a new environment [1]. A list of the functions that we proposed in the GIS is 
presented here:  

• List of Points in a Disc (LPD): this primitive extracts the list of tagged points 
around the user. The input is the distance of detection defined by the user or the 
system. The center of the disc is the current user location. This function is currently 
used when the user requests a survey of his surroundings.  
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• List of Points around a Line (LPL): this primitive extracts the list of tagged points 
around a segment (street, walking area, etc.). The input is the distance defined by 
the user or the system, and the name of the segment. It is generally used by the sys-
tem to extract relevant points (Landmarks or Points of Interest) around a sec-tion. 
It may also be used by the user to get an overview of relevant points along a  
section.  

• List of POlygons in a Disc (LPOD) is identical to LPD but extracts polygons (e.g. 
buildings) only. This primitive allows a general overview of the section and in-
forms the user about the buildings in the surroundings.  

• List of POlygons around a Line (LPOL) is identical to LPL, but extracts polygons 
only. As LPL, this function is generally used by the system to extract buildings in-
formation along a section. 

• Position to address (P2A): this function converts the current GPS position into an 
address (i.e. number and street name). It also provides the user with his position 
when asking “where am I?”  

• Route Selection (RS): The procedure of choosing an optimal itinerary, using the 
proposed classification. It computes the most suitable path according to user needs 
and preferences [7].  

Additional functions to compute distance between different points were also added. 
These functions can be used by the system itself or by the user when asking for addi-
tional information such as the nearest bank for instance. To interact with the system, a 
vocal menu has been implemented.  

3.4 Cognitive Mapping via Adapted GIS 

When selecting a route between two points, a list of geolocalized Itinerary Points (IP) 
is generated. The selected path is composed of several sections; each section being 
defined by two successive IPs. For each section, lists of geolocalized landmarks, diffi-
cult points and points of interest are produced by the GIS component. Using IPs, the 
system then generates turn-by-turn instructions based on the traveler position and 
direction provided by the positioning component. Landmarks, difficult points and 
points of interest are displayed to provide the user with information about the travel 
and the surroundings. Verbosity can be adjusted according to ongoing task and/or user 
preference.  

To track the user location, a simple algorithm based on activation fields was used. 
To trigger the display of information, a radius was defined according to each type of 
point (see Fig. 2). The radiuses of the different activation fields were determined dur-
ing preliminary tests that were conducted with the positioning module. We chose a 
radius of five meters for both IPs, difficult points and landmarks, and a radius of 30 
meters for POIs. When the user was closer than five meters from the current IP, the 
next one in the roadmap was displayed via a virtual 3D sound. TTS and 3D TTS were 
used to describe and/or localize landmarks, difficult points, and points of interest 
when the user reached the corresponding activation fields.  
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Fig. 2. Part of a selected route with Itinerary Points (IP - small circle), Points of Interest (POIs - 
squared shapes) and landmarks (stars) is represented. The activation field of IPs, POIs and 
landmarks are respectively figured in gray, red and green. 

4 Conclusions and Discussion 

In this paper, we examined how GIS technology may assist visually impaired persons 
during the different processes of a navigation task. Based on several brainstorming 
with VI users and O&M instructors, we designed a GIS adapted to VI needs and suit-
able for electronic orientation assistance. We proposed to improve both data collec-
tion (adding relevant information) and data extraction (defining new functions to ex-
tract and display spatial information). We specifically suggested that data collection 
should include environmental features especially useful for VI pedestrians such as 
pedestrian paths, difficult points, non-visual landmarks, and POIs. Of course, we im-
plemented specific functions that extract and display these different types of points. 
We suggest that these functions may improve guidance as well as cognitive mapping. 
In addition to a putative enhancement of cognitive mapping, the GIS may be used to 
increase positioning accuracy. Indeed, when the estimated user location (GPS  
position) and the map are very accurate, map-matching techniques proved to be very 
efficient. 

In the context of VI pedestrian navigation, it is critical to improve the display of 
spatial information to the traveler, especially with the objective of enhancing cogni-
tive mapping. Using an adapted GIS, route selection and guidance may be greatly im-
proved. However, the experimental testing of different guidance algorithms for VI 
users is really difficult and dangerous in real environments. Many research groups 
have shown that navigation in virtual environments may assist VI people in learning 
Orientation and Mobility skills (see e.g. [3]). Instead of representing abstract places, 
virtual environments may be based on the GIS of a city. We have designed a virtual 
environment based on a real – representing part of the Toulouse city – but adapted 
GIS [14]. In future work, we will systematically evaluate different algorithms accord-
ing to usability of guidance and resultant cognitive mapping.  
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Abstract. By implementing a combination of an activity recognition
with a map-supported particle filter we were able to significantly im-
prove the positioning of our navigation system for blind people. The
activity recognition recognizes walking forward or backward, or ascend-
ing or descending stairs. This knowledge is combined with knowledge
from the maps, i.e. the location of stairs. Different implementations of
the particle filter were evaluated regarding their ability to compensate
for sensor drift.

Keywords: Pedestrian Navigation, Indoor Navigation, Activity Recog-
nition, Particle Filter.

1 Introduction

Exact positioning is still a problem in blind navigation, especially indoors and
without pre-installed infrastructure. However, exact maps of indoor facilities are
sometimes available, such as on our University campus (Universität Stuttgart)
and will become more widely available with applications such as Google indoor
maps. Previous work has shown that combining maps with probabilistic ap-
proaches such as particle filters, can significantly improve positioning [11]. In
the context of map-based positioning, each particle represents a possible posi-
tion, annotated with a certain probability, depending on the measurement that
has been carried out. In the simplest case, the probabilities are evenly distributed
across all particles, except for those that have passed through walls and are there-
fore set to zero. The concrete position is then computed from these particles.

Unfortunately, according to our experience the performance of gyroscopes can
be quite unstable, introducing a significant drift in the collected data. Addition-
ally, our navigation system automatically switches between floors when the user
crosses a so-called hypergate, which is normally located on steps. Missing or
wrongly crossing such a hypergate will therefore result in the system displaying
an incorrect floor map, which calls for improved accuracy near the hypergates.
We have therefore evaluated different implementations of a particle filter in order
to test their ability to correct directional drift. Additionally the particle filter is
combined with an activity recognition that detects steps and can therefore be
used to improve accuracy near stairways and therefore hypergates.
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2 Related Work

Monte-Carlo based particle filters have first been used in positioning systems
for robot navigation [4]. Later, they have also been successfully employed for
pedestrian navigation, mostly with a foot-mounted inertial sensor [2,7,11].

Activity Recognition with inertial sensors has been a widely researched topic
in recent years. Many systems have been built that use a single sensor [6,8], or
several sensors placed on different parts of the body [1,10]. The former show that
a single sensor can be used to detect simple activities like walking or ascending
stairs, and an activity detection can therefore be used in our navigation system,
which is fitted with a single sensor.

3 System Overview

Our system consists of an Ultra-Mobile PC that is attached to a strap worn
around the neck. An Xsens Mtx measurement unit, which combines an ac-
celerometer, a magnetic field sensor and a gyroscope is attached to this strap [9],
as seen in figure 1. Compared to attaching it to a foot, this has the disadvantage
of not having zero crossings in forward acceleration. However, it is easier to wear,
the sensor data is not influenced by additional foot movements and (excepting
pitch) the device coordinate system corresponds to the body coordinate system.

Fig. 1. Our navigation system. The combined accelerometer, magnetic field sensor and
gyroscope can be seen on the strap.

At first, a step detection, step width estimation and activity recognition is
performed on the accelerometer data. The results of the step width estimation
together with the direction given by the sensor’s combined gyroscope and mag-
netic field sensor is used as an input to the particle filter.
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3.1 Step Detection and Width Estimation

A lowpass filter is applied to the accelerometer data, and list of zero crossings
and extrema is generated from the mean adjusted resulting data. Steps are then
detected by applying a deterministic finite automaton accepting the regular ex-
pression zc min* zc* max* zc to this list, where zc stands for a zero crossing
and min and max for minimum and maximum respectively.

For each step the walking velocity v is estimated based on the simple formula

v = (max−min) ∗ sfactor + soffset , (1)

where max and min are the maximum and minimum values for the observed
step. The parameters sfactor and soffset are different for each person and are
negative, if the activity walking backwards is recognized (see section 3.2). As the
sampling rate of the sensor data is given, the duration of one step is also known
and therefore the step width can be calculated.

3.2 Activity Recognition

To recognize activities, a plain decision tree algorithm was implemented. Our
algorithm detects four different activity types: walking, walking backwards, as-
cending stairs and descending stairs. In order to train the decision tree, a total
of 1.5h of acceleration data was collected.

Buildings do not have continuous steps but a level area on each floor (and
often in between floors). Therefore, the data for ascending and descending stairs
had to be manually edited to remove the steps on those areas as well as the first
and the last step of each staircase, which have distinct acceleration patterns.
Because of this only about 45% of the data originally collected could be used for
ascending and descending stairs. Furthermore stairs with different slope angles
must be taken into consideration.

As feature points, the mean value and the standard deviation are extracted for
each axis from the data in addition to the minimum and maximum values of the
vertical acceleration. With this data, the decision tree is trained, using a CART
(Classification and Regression Tree) algorithm [3]. Ten-fold cross validation was
used to evaluate the decision tree, i.e. the data is divided into ten disjoint subsets,
nine of which are used for training, while the tenth is used as a test data set.
This is repeated ten times, so that each data set is used as a test set once. The
recognition rates of the resulting decision tree obtained by computing the mean
rates of all ten test data runs can be found in table 1.

4 Particle Filter

Particle Filters are an intuitive probabilistic approach to handling inertial po-
sitioning: Instead of tracing a single location, a number of possible locations,
each with an associated probability, are being traced. A possible position to-
gether with its probability is called a particle. All particles represent a subset of



532 B. Schmitz, A. Györkös, and T. Ertl

Table 1. Confusion matrix of recognition rates. Rows indicate activities as they were
recorded, columns show the recognized activities.

Recognized As

Activity Walking Backwards Ascending Descending

Walking 94.69 0.21 5.30 0.00
Backwards 18.52 81.48 0.00 0.00
Ascending 0.00 0.00 90.91 9.09
Descending 0.00 0.00 9.52 90.48

all possible locations and are used to compute the most probable location. The
details of how particles are distributed and probabilities are assigned can vary.
For particle distribution, we implemented two different models, a direct and an
indirect one. In the direct model, two normally distributed random variables are
used. One is added to the direction, the other to the step length. This is the
more intuitive implementation, as errors made in the detection and computa-
tion of direction and step length are independent. The indirect model uses three
normally distributed random variables. One is added to the direction, the other
two to the x and y position respectively, after the position has been computed.

In both models, probabilities are directly affected by two factors: Walls and
activity type. It is not possible for a person to move through a wall, and the
maps are considered accurate. Therefore all particles that passed through a wall
are assigned a probability of 0, i.e. there is no uncertainty involved regarding
collisions with walls.

If no collisions are found, the activity type is taken into account. The activity
types that are used for the correction are walking, ascending stairs and descend-
ing stairs. The recognized activity is compared with the expected activity based
on the particle position. If they match, the probability for this particle should
theoretically be 1.0, otherwise 0.0. However, the activity recognition does not
work perfectly. The recognition rates are known for each possible combination
of activity and detection (see Table 1), and these rates can be used to deter-
mine the uncertainty for the measurement. Before being used to compute the
approximated position of the user, the probabilities of the particles have to be
normalized.

The use of elevators is currently not a supported activity. This decision was
based on two reasons: Previous work shows that recognition rates for elevator
usage are not very good [1], and even if an elevator usage would be recognized,
it would not give the number of the floor in which the elevator stops. Currently
our system can optionally be fitted with an RFID reader that recognizes tags
which can be fixed at the elevator entrances. Upon reading a tag, the system
automatically switches to the correct floor [5]. However, because of the reader’s
high energy consumption, the short reading distance, and the need for added
infrastructure (tags), this is not an ideal solution.
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(a) Routes 1 (red) and 3 (dashed blue) (b) Routes 2a (red) and 2b (dashed blue)

Fig. 2. Plan of the University building together with the recorded routes. Route 2b
does not show the real route (which is the same as 2a), but the route that would result
without collision detection and particle filter.

5 Results

Data from three different routes were collected in order to test the developed
algorithm (figure 2). One route was collected twice, once with a sensor that had
a drift of up to 40◦ (Route 2b).

All Routes have been evaluated with the direct and indirect model, using
normally distributed random variables with a standard deviation ranging from
5◦ to 30◦ (in 5◦ steps) for directional variables and from 0.2m to 1.0m (in 0.2m
steps) for position and length variables. The best results have been achieved
with a standard deviation of 5◦ or 10◦ and 0.2m or 0.4m, respectively.

Table 2 shows the accuracy obtained with the direct and the indirect model.
For this table the best results from the experiments with differing random vari-
ables have been selected, in order not to discriminate against a model. If no
distance is given, the estimated location did not end up anywhere near the real
location, due to getting stuck in a room somewhere along the way. As can be
seen, the direct model achieves better results throughout, but is not able to cope
with the highly drifting sensor, where the indirect model is still able to compute
a result.

Figure 3 shows the average accuracy over routes 1, 2a, and 3 for the direct and
indirect model, and average and maximum runtime of one step using between
50 and 1000 particles. The performance measurements have been executed on a
Laptop with an Intel Core i5 2410M Processor with 6 GB of RAM. While the
performance continually deteriorates, the accuracy does not improve significantly
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Table 2. Accuracy in meter, using the direct model (a) and the indirect model (b).
The last line, given as a reference, shows the result using only step estimation, without
a particle filter. The direct model has better accuracy, the indirect model is able to
cope with a drifting sensor (route 2b).

(a) Direct Model

Route

Particles 1 2a 2b 3

50 0.3 0.5 - 1.3
100 0.1 0.3 - 1.3
250 0.3 0.3 - 1.2
500 0.2 0.3 - 1.3
none 0.2 - - -

(b) Indirect Model

Route

Particles 1 2a 2b 3

50 0.5 0.8 11.7 11.7
100 0.5 0.8 9.8 10.8
250 0.5 0.7 9.2 3.2
500 0.6 0.7 9.1 2.0
none 0.2 - - -
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(b) Average and maximum runtime

Fig. 3. Accuracy and runtime, using between 50 and 1000 particles

with more than 250 particles with both models. This surprising result that shows
that the number of particles should be tested and not automatically be set to
max out the hardware that is used. The maximum runtime can be more than
twice as high if a resampling occurs, i.e. new particles have to be generated.

6 Future Work

Unfortunately, the effectiveness of combining activity detection with the particle
filter could not be reasonably determined. In our building staircases are entered
through doors, whereby particles not entering the staircase are automatically
assigned a probability of 0, as they would pass through a wall. Other buildings
with openly accessible stairs (e.g. in a lobby) are currently being mapped, making
a future evaluation possible.

Due to the architecture of the system, it should be easy to integrate further
sensors like a GPS receiver for outdoor environments. Additionally, different
probabilities for the particles could be chosen based on surface properties, e.g.
lower probabilities for walking on grass. Because the direct model is more accu-
rate, but not as robust against drift as the indirect model, a possible automatic
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detection of drift that allows switching between models or possibly correcting
drift could further improve the system. Furthermore it is planned to implement
a user-supported mapping function for areas where exact maps are not available.

Acknowledgements. This work was funded by the Deutsche Forschungsge-
meinschaft (DFG).
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Abstract. Today cities can be discovered easily with the help of web-based 
maps. They assist to discover streets, squares and districts by supporting orien-
tation, mobility and feeling of safety. Nevertheless do online maps still belong 
to those elements of the web which are hardly or even not accessible for partial-
ly sighted people. Therefore the main objective of the AccessibleMap project is 
to develop methods to design web-based city maps in a way that they can be 
better used by people affected with limited sight or blindness in several applica-
tion areas of daily life. 

Keywords: Accessible Maps, Semantic description of maps, Web Map Servic-
es, Styled Layer Description. 

1 Towards Accessibility of Maps 

1.1 Background 

Web-based city maps are crucial means in terms of helping people to orientate them-
selves in physical space. Their purpose is to assist users with discovery of new cities, 
mobility, orientation, and can therefore support the overall feeling of safety. Further 
they are a supportive tool to get a better overall image of the city or a district, or to 
discover streets, squares and crossings in detail by receiving information about exist-
ing points of interest, street types (e. g. pedestrian area, bicycle lane, main road), 
lengths of street, type of crossings (e. g. X-crossing, T-crossing, etc.), footprint of 
building blocks, street names and house numbers, tactile systems, acoustic traffic 
lights, and many more data and attributes. Fig. 1 shows an extract from a web-based 
map as an example for the great variety and amount of map content.  

So far comprehensive research and development activities exist in the field of na-
vigation for blind people. Several visual aids have been developed such as Electronic 
Travel Aids and Personal Guidance Systems [2], [5] often in combination with tactile, 
haptic, sound components [4]. Example projects working on the development of navi-
gation or guidance systems for visually impaired pedestrians are Ways4all, 
Nav4blind, Loadstone, Poptis and Argus. [14], [9], [7], [11], [1] 
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Fig. 1. Example of broad web-map content. Source: OpenStreetMap. 

However, even though different types of assistive technology and visual aids (e. g. 
screen reader, Braille display, text to speech technology) as well as guidelines and 
standards of accessible web design (e.g. WCAG – Web Content Accessibility Guide-
lines, [15]) have been developed, it is currently difficult or even impossible for people 
with vision deficiency to fully discover web-based city maps.  

1.2 The AccessibleMap Project  

The aim of the AccessibleMap project – funded by the Federal Ministry for Transport, 
Innovation and Technology in the benefit programme – is to develop methods which 
can make web-based maps accessible for visually impaired people. The target group 
is specified into detail and divided into three sub-groups. These are (1) visually im-
paired (caused by different eye disorders), (2) colour blind and (3) blind persons, and 
are characterised and analysed with methods from empirical social research and statis-
tic procedures. An online survey tool was developed and distributed in autumn 2011 
for the definition of the requirements of the target group, the determination of their 
mobility and orientation patterns as well the specification of preferred representation 
modes of visual information.  

Based on the user requirements analysis methods are developed to (1) automatical-
ly generate a textual description of a web-based map (map in words) as well as (2) an 
optimised cartographic design/layout. Hence, the AccessibleMap user interface is 
developed as a multi-sensory interface. As presented in Fig. 2 it contains the map 
component with an optimised cartographic design (visual user interface) and the voice 
output of the textual description (acoustic user interface).  
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Fig. 2. AccessibleMap User Interfaces 

The textual description of the map relates attribute and geometric (spatial) informa-
tion and is provided in written form to the user who can access it with the help of 
existing visual aid technology that supports accessibility of text, such as screenreaders 
and Braille displays. What needs to be stressed is the automatic generation of the 
spatial description out of vector data so that a large area can be covered. The automat-
ic approach reduces costs as there is no need for extensive manual and time consum-
ing updates. Furthermore, this method makes the accessible map flexible so that it can 
be easily applied in different cities and regions.  

The second aspect that is tackled is how to optimise cartographic design (choice of 
colours, object size, etc.) according to the needs of visually impaired. Different eye 
diseases like colour blindness, retinitis pigmentosa, macula degeneration just to men-
tion some, require that the representation of visual information of web-based maps 
must be adapted to the needs of different users. It is therefore necessary to investigate 
the needs of the user group according to the specific eye conditions.  

Functionalities are implemented which allow (1) to configure, i. e. select the carto-
graphic design depending on user abilities and preferences, (2) to access verbal de-
scriptions (text and speech output), and (3) to perform basic map operations such as 
search, zoom, and pan. The result will be a prototype of the web-based map which 
will be tested intensively by the target group. 

1.3 Semantic Description of Space 

The basic geographic data is open data, i.e. open government data and OpenStreet-
Map (OSM) data. The latter has been created by its community, is free to download, 
contains a great variety of attributes and is kept up-to-date in a satisfying way. Be-
sides the use of OSM data, the AccessibleMap geodatabase is prepared to add addi-
tional data, for example data provided by the local community governments. As a first 
sample the City of Vienna provides data for a test region. These data is published 
under the Creative Commons license which targets at promoting open and shared data 
access and use via web services for the public. Due to the great variety of data and 
their attributes, the described data sources provide a wide range of information, which 
meets data demanded by the target group. Therefore, most general information (street 
names etc.), tactile information (surface of roads), useful landmarks, etc. is available 
for the users. 
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2 Technical Implementation 

The AccessibleMap prototype is developed to be used either with PC or by mobile 
devices (e. g. smartphone, tablet PC, etc.). The software architecture is made up of 
open source technology, i.e. a PostgreSQL/PostGIS database, Geoserver, Open  
Layers and PHP Application Server. The accessible map is based on geographic in-
formation systems (GIS) extended with algorithms that can create semantic spatial 
descriptions automatically. The technologies chosen to access the textual output are 
screenreaders or Braille displays for blind and high visually impaired people. Scree-
nreaders are available commercially or open source.  

For the map layout Styled Layer Description (SLD) technology is used. SLD al-
lows creating a map rendering style according to the user requirements which in-
cludes e. g. the configuration of colour design and labelling as well as colour contrast 
between the different objects. The data, i. e. the maps, are provided via Web Map 
Services (WMS) to the user.  

In this context WCAG 2.0 Guidelines (Web Content Accessibility Guidelines) are 
of high importance.  

3 Analysis and Specification of User Requirements 

Within the AccessibleMap project constructive co-operations between users and tar-
get group experts as well as developers are principally seen as a fundamental precon-
dition for and a central aspect of the application development process. 

The project analysis and specification of user requirement is based on a literature 
review as well as on a user survey, focusing on the above outlined target user groups. 
Therefore an online questionnaire was designed using the internet survey tool Sur-
veyMonkey according to the principles of empirical social research. The survey was 
developed in close co-operation between the different project partners (ICT-experts, 
GI-experts, target user group experts). 

The questionnaire design is based on the results of the comprehensive literature re-
view which covers literature from e. g. Web Cartography, Modern Cartography, Spe-
cial Needs Cartography, and Cybercartography [3]. From reviewing the literature 
available on the topic, it became obvious that detailed information on design and im-
plementation of web map applications for visually impaired is mostly missing. Thus 
the questionnaire was particularly designed to get response on open questions regard-
ing user interface design and functionalities, map design, and map content. 

The questionnaire consisted of 55 open and closed questions addressing the differ-
ent types of visual impairment. The questions referred to: 

1. Demographic issues (sex, age, education, profession, place of residence etc.); 
2. Aspects regarding the visual impairment of the participants (type, extent and tim-

ing of the visual impairment etc.); 
3. General characterization of internet user behavior (extent of internet use, use of 

digital devices, use of assistive technology and visual aids etc.); 
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4. General characterization of web map user behavior (extent of use, problems, pur-
poses etc.);  

5. User needs on map content (user group specific information, supplementary links, 
etc.);  

6. User preferences on the graphical and non-graphical user interface design (access 
and use) including functionalities; 

7. User preferences on the (carto-)graphical and non-(carto-)graphical map design 
(cartographic means of design, use of additional information media like photos, 
audio signals, verbal description etc.). 

The AccessibleMap user survey resulted in 199 returned and 158 valid questionnaires. 
The valid questionnaires are grouped under three subgroups of target users as follows: 

• people with reduced and limited vision: 59 %, 
• colour blind: 4 %, and 
• blind: 37 %. 

Even though the interviewed persons show a high level of internet usage, only 56 % 
point out to use web maps. Respondents mentioned different reasons therefore: 

1. Web map applications are not (easily) operable, i. e. not (easily) usable. 
2. Web map applications do not provide verbal descriptions of their content. 
3. Web map applications cannot be interpreted by screen reader, Braille display or 

voice output. 
4. Users lack knowledge on the existence of web-based maps. 
5. Users make use of voice-operated navigation devices instead of web map applica-

tions. 

Hence, the provision of voice output and textual, i. e. readable descriptions is a fun-
damental requirement to enable usage of computer applications including web map 
applications to these users. 

4 Accessible Map in Practice 

AccessibleMaps aims to make web-based maps accessible to blind people. A direct 
advantage for the target group could result in its increased mobility. 

Anyone who has ever had to find its way around in unfamiliar surroundings will 
know just how valuable a good orientation system can be. If a blind person does not 
know where the next bus stop is, how many intersections need to be crossed before 
reaching the side street she/he is looking for, or she/he has not a clue about how to get 
to the desired destination, it is essential to provide a save guiding system. This type of 
situation is very challenging and stressful for people with impaired vision.  

Improving the accessibility of maps will therefore not only enable blind and par-
tially sighted people to access them but also enable their use within other way finding 
and orientation solutions that rely on the availability and accessibility of maps. 

In this respect it is worth to mention a few examples of possible integration of Ac-
cessibleMap within existing way finding projects. 
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POPTIS (Pre–On–Post–Trip–Information–System) is an acoustic orientation sys-
tem offered by the transport operator “Wiener Linien” in the underground network of 
Vienna. All possible footpaths in stations of the underground are explained to visually 
impaired people. POPTIS is used among others to support the trip preparation.  

AccessibleMap could support a blind person in the preparation of his/her journey  
through the  availability of accessible maps that can be explored also in terms of 
spatial relations to determine for example the position of a bus or metro station. 

As a further development of POPTIS the project Ways4All envisages the concep-
tion of a barrier-free total system for orientation and movement in public space for 
people with special needs.  The concept includes components which allow for navi-
gation both indoors and outdoors, communication with public transport and public 
infrastructure to ensure a safe travel. With navigation system persons with special 
needs should have access to up-to-date traffic information.  

Ways4All strives to integrate various components in the mobility chain of a blind 
persons (visual, tactile guidance systems, POPTIS, electronic passenger information, 
barrier-free internet pages). The availability of accessible maps is pivotal for the 
achievement of an integrated approach in the mobility chain of visually impaired 
persons. AccessibleMap will therefore be essential in the environment and mobility 
discovery of urban settings.   

Mobile services Quando and Scotty respectively of the Vienna Public Transport 
and the Austrian Federal Railways offer besides timetables also informations about 
delays, public traffic interruptions, different kinds of online service and a route plan-
ner. The use of maps is an integral part of these and similar mobile applications that at 
the current stage can not be accessed by visually impaired persons.  

The accessibility of web-based maps is a very important factor for the mobility and 
orientation of visually impaired persons and must be viewed as a necessary compo-
nent to be considered in the development of different guiding systems. 

5 Outlook 

The presented methodology to make easier the access to web-based maps for visually 
and blind people can be integrated into other existing web-based maps and web-
mapping technologies. Further the automatic textual description, with focus on se-
mantics, can be an added-value for pedestrian navigation. Instead of navigating the 
user in a linear way from A to B (e.g. “turn right after 300 meters”), as it is the case 
for most traditional navigation systems, another option is to describe the route with 
the help of landmarks (e.g. “turn right after the second street, in front of the park”).  
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Abstract. Multimodal interactive maps are a solution for presenting spatial in-
formation to visually impaired people. In this paper, we present an interactive 
multimodal map prototype that is based on a tactile paper map, a multi-touch 
screen and audio output. We first describe the different steps for designing an 
interactive map: drawing and printing the tactile paper map, choice of multi-
touch technology, interaction technologies and the software architecture. Then 
we describe the method used to assess user satisfaction. We provide data show-
ing that an interactive map – although based on a unique, elementary, double 
tap interaction – has been met with a high level of user satisfaction. Interesting-
ly, satisfaction is independent of a user’s age, previous visual experience or 
Braille experience. This prototype will be used as a platform to design advanced 
interactions for spatial learning. 

Keywords: blind, visual impairment, accessibility, interactive map, tactile map, 
multi-touch, satisfaction, SUS, usability. 

1 Introduction 

Human navigation is a very complex behavior that mainly relies on vision. Indeed, 
vision provides the pedestrian with static and dynamic cues that are essential for posi-
tion and orientation updating, estimation of distance, etc. Hence, for a visually im-
paired person, navigating in familiar environment is not obvious, and becomes espe-
cially complicated in unknown environments. The major problem is a lack of infor-
mation concerning the environment which leads to deficits in orientation and mobili-
ty. These problems often mean that the visually impaired travel less, which influences 
their personal and professional life and can lead to exclusion from society. With 285 
million people being visually impaired around the world [1], it is therefore a very 
important task to make spatial information accessible to the visually impaired. 

Accessible geographic maps represent valuable assistance for journey preparation 
and can thus help to overcome the fear and stress related to traveling. Maps are pro-
jective two-dimensional symbolic representations of a real-space in smaller scale [2]. 
They can represent spaces of different dimensions (going from a room up to the 
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whole world). Maps allow the absolute and relative localization of objects as streets 
or buildings, the estimation of distances and directions, as well as finding an itinerary 
between two points. As stated by Hatwell et al [2] this information is only accessible 
if the user possesses the necessary perceptual and cognitive skills allowing access to 
the symbolic codes of the maps. Conversely, the map must be designed so that a per-
son with visual impairments can access the information.  

Traditionally, raised-line paper maps are used to present geographic information to 
visually impaired people. However, Jacobson [3] mentioned that raised-line paper 
maps have numerous limitations. Most importantly, the map content needs to be sim-
plified as the fingertip’s resolution is less than the eye’s. Furthermore, Braille is used 
for giving textual information, which requires a lot of space. Therefore tactile maps 
tend to be overloaded and thus unreadable. Besides, not every visually impaired per-
son can read Braille. Finally, the content of such a map cannot be adapted dynamical-
ly. Multimodal interactive maps undoubtedly represent a solution to overcome these 
problems.  

There are different concepts for interactive maps, some with auditory only, some 
with auditory and haptic feedback. An auditory map was proposed by Jacobson [3]. 
The user navigates in a model of the environment with a touchpad and receives audi-
tory feedback. Buzzi et al proposed a similar system based on data gathered from the 
web [4]. Rice et al [5] added haptic feedback to an auditory map by using a force-
feedback mouse. Different studies [6, 7] proposed a combination of audio and tactile 
output based on a matrix of refreshable pins. The 3D-Finger system [8] used image 
recognition to follow a user’s finger during map exploration. The finger position was 
associated to the content of the underlying tactile paper map in order to determine the 
corresponding audio output. Finally, several map projects were based on a combina-
tion of touch screens and raised-line paper maps [9–12]. The user could retrieve tac-
tile information by exploring the raised-line map. The systems gave additional audio 
information (e.g. street names) when the user touched the screen.  

Several advantages and disadvantages exist for the different types of interactive 
maps. We chose to place a raised-line map on top of a touch-screen for the following 
reasons: First of all, most blind users are used to explore raised-line maps. The usage 
of the prototype is then easy to learn and relies on acquired skills. Second, Rice et al 
[5] proposed combining tactile and audio modalities because they may both represent 
spatial information but have complementary functions. For example, Braille labels 
can be avoided when using speech output. The map can then be designed without 
overcrowding, including essential tactile information only. Furthermore, when using a 
raised-line map, it is easy to use tactile cues (e.g. outlines of the map) for keeping 
mental orientation. Besides, the usage of both hands allows the user to keep fixed 
reference points while exploring with the other hand. On the contrary, when using a 
pointing device (e.g. a force-feedback mouse with a single moving cursor), it is much 
more difficult to keep the reference frame in mind [5]. The last argument in favor of 
research on an embossed paper map placed on a multi-touch table is that touch 
screens and raised-line printers are nowadays relatively cheap. They may actually be 
used by visually impaired people in associations and schools. Even more convincing 
is that the improvement of haptic refreshable touch screens (as for example the  



546 A. Brock et al. 

Surfpad [13]) will promote 
pose raised-line paper maps

2 Designing an In

The following paragraphs d
based on the combination o
in drawing and printing the
interaction methods and sof

2.1 Step 1: Drawing an

The design of a raised-line 
well as the method for print

Fig. 1. Dra

There are no convention
uses different symbols and
rely on the specificities of t
lution is inferior to visual r
al, whereas vision is synopt
not follow an imposed orde
touch is not adapted for per
symbols with their minimu
dugu et al [16] evaluated 
tactile maps. We based our 
tactile symbols that were cl

For map design, we used
many different map project
guage (XML) which is spe
lows both visual and textu
description tags to geograph

For this study, we design
and one river (Fig. 1). Nam
to the number of syllabl

the design of interactive maps, without having to super
s.  

teractive Map for Visually Impaired People

describe the different steps for designing an interactive m
of paper map, touch-screen and audio output which con
e raised-line paper map, choice of multi-touch technolo
ftware architecture. 

nd Printing a Tactile Map 

paper map includes two aspects: the layout of the map
ting the map.  

 

awing of the tactile map used for our prototype 

ns for designing tactile maps, which means that each m
d textures. Nevertheless, there are several guidelines t
the tactile modality. It is important to note that tactile re
esolution [14]. In addition, tactile perception is rather s
tic. In contrast to audio description, tactile exploration d
er. Yet, as stated by Hatwell [15], this does not imply t
rceiving spatial information. Tatham [14] identified a se
um and maximum perceptible dimensions. Recently, P
different tactile patterns, proposing a set of symbols 
map design on these existing guidelines, and chose a se
early distinguishable.  
d the Inkscape editor and SVG file format. SVG is used
ts (see e.g. [10]). It is based on the extensible markup l
ecified by the World Wide Web Consortium (W3C). It
al views, which is very convenient for adding names 
hic elements.  
ned a simple fictive map with 6 streets, 6 points of intere

mes of streets and points of interests were chosen accord
les and the frequency of usage as mentioned in 

rim-

e 

map 
nsist 
ogy, 

p as 

map 
that 
eso-
seri-
does 
that 

et of 
ala-
for 

et of 

d in 
lan-
t al-
and 

ests 
ding 

the  



 Design and User Satisfaction of Interactive Maps for Visually Impaired People 547 

French-speaking database Lexique [17]. Before any experimentation, pre-tests with a 
blind user confirmed that the map elements were all fully accessible. 

The two main methods used for printing raised-line maps are vacuum forming and 
microcapsule paper. Perkins [18] showed that both techniques are efficient for pre-
senting spatial information. We chose microcapsule paper maps because it is easier to 
use as production material, and also because the paper used in this case is slimmer, 
which is advantageous to detect inputs on the touch table through the map.  

2.2 Step 2: Selecting the Multi-touch Screen 

The multi-touch market is rapidly evolving, introducing a great number of new mod-
els and technologies. We identified requirements in order to select an adapted tech-
nology for designing an interactive map prototype (see [19] for details). Briefly, we 
tested different devices and we finally chose the 3M Inc. multi-touch screen (model 
M2256PW) relying on the projected capacitive multi-touch technology. At the time of 
purchase it was the only multi-touch screen functioning with a paper map placed on 
top of it. In addition, the size of the table was adapted for displaying various geo-
graphic maps. 

2.3 Step 3: Interaction Technologies  

The choice of input and output modalities is an important aspect of interactive map 
design. The relief of the tactile map was the first available sensory cue. We added the 
Realspeak SAPI 4.0 French text-to-speech synthesis (voice “Sophie”) which pos-
sesses a good intelligibility and user appreciation [20]. 

Most interactive maps use simple touch events for input (see e.g. [10]). Kane et al 
[21] studied gesture interaction for blind people. They found that simple and double 
taps were easily usable. We chose a simple tap as a basic interaction method in order 
to validate the map layout and interactivity. Once again, we made pre-tests with two 
legally blind subjects who were both experienced map users. Interestingly, one of 
them had explored another interactive map beforehand. Although the simple tap 
worked fine with sighted users, it did not work with blind users. We observed that, 
contrary to sighted subjects, the visually impaired users explore tactile maps with 
several fingers. When multiple fingers were simultaneously applied on the display, 
many sound outputs were produced. The two blind users who tested the system were 
then not able to comprehend which finger caused sound outputs. This problem ap-
peared to be specific to an interactive map based on a multi-touch surface (to our 
knowledge all other projects relied on mono-touch tables). We therefore implemented 
a double-tap as input interaction, which proved to be efficient to interact with the 
prototype.  

2.4 Step 4: Software Architecture 

There exist multiple application programming interfaces for multi-touch devices. As 
we needed to directly access the touch events, we used the touch-screen low level 
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driver. For each touch event, we obtained an ID (automatically reused when free), the 
(x; y) coordinates and a timestamp. These data were used for online interaction and 
logged in a data file for offline analysis. The software architecture of the prototype 
was made of different software modules connected via the Ivy middleware [22] (see 
[19] for details). This architecture is very versatile as it allows replacing software 
modules. The prototype can then easily be adapted with different hardware, maps or 
experimental requirements.  

3 Testing User Satisfaction for the Interactive Map 

3.1 Experimental Protocol 

In our study, we assessed the user satisfaction concerning the interactive map with the 
SUS questionnaire [23] translated into French. As proposed by Bangor et al [24] we 
replaced the usage of the word “cumbersome” by “awkward” to make question 8 of 
the SUS easier to understand. In an earlier study we had observed negative reactions 
to the question 7 “I would imagine that most people would learn to use this product 
very quickly”. Users remarked that “most people” would not use a product for visual-
ly impaired people. Therefore, we proposed “I think that most visually impaired 
people would learn to use this product very quickly”.  

Twelve legally blind users (6 men, 6 women) were involved in the experiment. All 
users possessed prior experience with regular tactile paper maps and were Braille 
readers. Each user attended an individual session with one experimenter. The session 
started with a familiarization phase during which the user explored a map similar to 
the one used for testing. The experimenter checked that the user was used to the 
double-tap interaction technique. Next, the experimenter interviewed the user on per-
sonal characteristics (chronological age, Braille experience and age at onset of blind-
ness; see Table 1). Then, the instruction was to explore and learn the interactive map 
as quickly and accurately as possible. The user finally completed the SUS question-
naire and was asked to describe the aspects that he particularly enjoyed or disliked 
during exploration. 

3.2 Results 

SUS scores were calculated according to Brooke [23]. Results (see Table 1) provided 
evidence for a high user satisfaction concerning the interactive map. The mean value 
of the scores was 87.3 (SD = 15.1). Bangor et al [24] considered scores above 85 as 
“excellent”. The maximum score obtained was 97.5. All scores were superior to 75 
points (thus at least “good” [24]) with exception for one subject whose score was 45. 
Users’ characteristics varied significantly according to age (from 21 to 64 years), age 
at onset of blindness (congenitally blind, late-blind including a user who only lost 
sight some years ago), and Braille reading experience (from 5 to 58 years). However, 
we did not observe any correlation between the SUS scores and at least one of these 
characteristics.  
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Most users quickly learned the double-tap, whereas the user who gave a SUS score 
of 45 encountered problems using the double-tap. This user (female, aged 64) pos-
sessed prior experience with paper maps with Braille legends and almost 60 years of 
experience in Braille reading. She mentioned that she enjoys reading Braille and that 
she had been ‘surprised’ with the usage of an interactive map.  

We asked users for the aspect that they most enjoyed or disliked about the interac-
tive map prototype. As positive aspects they stated that it did not require reading 
Braille or that they generally prefer speech output (3 users), that there was no need to 
read a legend (1 user), that it was easy to memorize (1 user), that it was easy to use (1 
user) and that usage was ludic (1 user). Aspects they did not like concerned interac-
tion problems with the map (1 user) or that they could more easily memorize written 
information (1 user). 

In addition to this user group, we met a very interesting case: a participant aged 84 
years who lost sight at the age of 66. Hence, he learnt Braille lately and had limited 
reading skills. A standard raised-line map with Braille text was not accessible for him, 
unless we printed the Braille with large spacing between letters. Contrary, he could 
immediately use the interactive map and gave an excellent score of 87.5 points in the 
SUS questionnaire. The interactive map provided him with access to spatial informa-
tion that he could not have obtained with a regular paper map. 

Table 1. Personal characteristics and SUS scores for each user 

 

Note: Age at onset of blindness corresponds to the age of legal blindness and not to the first 
occurrence of visual impairment. 

4 Conclusion and Future Work 

In this article we presented the design and we evaluated the satisfaction related to an 
interactive map prototype based on a double-tap interaction. It appears that the proto-
type is very versatile and is an ideal platform to design more advanced interactions. In 
addition, despite important inter-individual differences, SUS scores provided evi-
dence for a general high satisfaction. First we may note that the interactive map is 
satisfactory independently of chronological age (range from 21 to 64 years old), 
which is counterintuitive as one might think that the older are more refractory to tech-
nologies. Interestingly, the satisfaction was also excellent independently of the age at 
onset of blindness. This is important as we know that the age at onset of blindness has 

User 1 2 3 4 5 6 7 8 9 10 11 12
Gender F F M M F M M F F F M M

Age 31 58 25 21 33 53 31 54 38 64 48 59

Onset of blindness 
(age)

2 15 0 14 26 19 5 0 0 10 25 0

Braille experience 
(years)

25 46 19 6 5 35 25 48 26 58 22 49

SUS score 90 97,5 95 95 80 90 97,5 95 97,5 45 75 90
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important outcomes in terms of adaptation to blindness (general operation, mental 
imagery, etc.). Finally, the satisfaction was also excellent regardless of Braille expe-
rience, except for one user. This result shows that even experts that are particularly 
attached to Braille are not reluctant to a sound based technology. In addition, the in-
teractive map provides poor Braille readers with access to spatial information.  

Satisfaction is one component of usability. Efficiency and efficacy of the interac-
tive map also have to be evaluated. Relying on this prototype, we are designing an 
experiment to measure satisfaction, efficiency (exploration time) and efficacy (spatial 
learning) of the interactive map. We aim to show that all three components of usabili-
ty are higher for interactive maps than for regular (paper) maps with Braille legends.  

A second aspect of our work currently consists in designing advanced interactions. 
Our observations showed that blind users perform specific haptic exploration strate-
gies that impose adapted interaction. Interaction must, especially, be distinguished 
from regular map exploration and should promote spatial learning. Currently, most 
interactive maps use mono-touch displays that present important limitations concern-
ing interaction (i.e. simple tap events only). Multi-touch displays would enable new 
possibilities based on multiple fingers or gestural interaction.  
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Abstract. This paper presents a user-centric application development process 
for mobile application to blind and visually impaired students. The development 
process connects the assistive technology experts, teachers and students from 
the school for visually impaired together to participate to the design of the mo-
bile application. The data for the analysis is gathered from interviews and work-
shops with the target group. The main goal of the project is to examine how 
mobile application can be used to encourage and motivate visually impaired 
students to move independently indoors and outdoors. The application allows 
the students to interact with their environment through use of sensor technology 
now standard on most smart and feature phones. We present a user-centric ap-
plication development process, report on findings from the initial user trials, 
and propose a framework for future phases of the project. 

Keywords: Mobile phone application, interactive technologies, blind, visually 
impaired, accessibility. 

1 Introduction 

Interactive mobile applications such as camera-based scanning of barcodes and Near-
Field Communication (NFC) can give the end-user access to a variety of enhanced 
information services. These applications and improvements in device accessibility are 
turning off-the-shelf mobile phones into functional personal assistive tools for indi-
viduals with visual impairments, enabling innovative ways for the user to interact 
with their environment.  

This paper presents an overview of research project developing a mobile applica-
tion prototype for students at a school for blind and visually impaired. The primary 
goal of the project is to examine how a game-like mobile application can be used to 
encourage and motivate visually impaired students to move independently in and 
around the school premises. The secondary goal for the students is to learn new way-
finding techniques to assist in forming a mental map of their surroundings.  
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The first version of the application was implemented following user-centered de-
sign principles [1, 2]. We followed a process in which different stakeholders (assistive 
technology professionals, teachers and students) participated in the design process to 
define the required accessibility features and adaptations in the application prototype 
[3]. The result is a way-finding application that allows students with visual impair-
ments to interact with their environment through use of digital camera and two-
dimensional (2D) barcode reader technology [4], now available on most smart and 
feature phones. Accessibility features were implemented in the application user inter-
face to enhance the usability of the mobile device by the students. We present a user-
centered application design process, report on findings from the initial user trials, and 
propose a framework for future phases of the project. 

2 Related Works 

The use of 2D barcodes with a mobile phone by visually impaired and blind users has 
been previously proposed by Al-Khalifa [5], who described a system consisting of 2D 
barcodes which are affixed to an object and a mobile phone bar code scanning appli-
cation that directs the phone’s web browser to a URL that contains an audio descrip-
tion of the object when scanned.  

A way-finding application using barcodes for people who are blind and visually 
impaired has been proposed by Coughlin et al. [6]. The system utilized barcodes with 
color targets and special algorithm to improve the detection and reading of the codes. 
The feasibility of the system was confirmed with preliminary field tests with blind 
subjects. Tekin and Coughlan [7] further demonstrated a computer vision algorithm 
augmented with an audio signal for mobile phones to improve the detection of bar-
codes.  

Chang et al [8] have proposed a low-cost guidance system prototype based on  
geo-coded 2D barcodes and social computing for individuals with cognitive impair-
ments. 2D barcodes are representing traffic signs in way-finding system and the user 
receives navigational photos when scanning codes on the route. The tracking system 
follows the visited positions and alerts when in case of anomalies such as deviation 
from the route.  

López-de-Ipiña et al [9] presented a system called ‘’Blindshopping’’, which is a 
RFID and 2D barcode based mobile solution for enabling an assisted shopping service 
for blind and visually impaired users. In the ‘’Blindshopping’’ solution architecture 
the navigation system is implemented with RFID reader attached to a white cane. A 
blind user can navigate the RFID tag lines in the supermarket while receiving verbal 
navigation instructions through smartphone attached headphones. Product recognition 
is implemented with a smartphone 2D barcode reader. The code infrastructure can be 
managed using a web-based application solution. 

Valente et al. [10] presented ‘’The Audio Flashlight’’, a non-visual mobile phone 
game designed for blind and visually impaired users. The user interface of the game  
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relies solely on audio, vibration, and gestural input. Results from their pilot study 
addressed the importance of audio design and the need to avoid overloading the user 
with too much sensory information.  

There is growing recognition of the importance that smart phones can play in the 
lives of individuals with disabilities, and a growing number of off the shelf consumer 
devices, such as the Apple iPhone1 offer built-in accessibility support. Mobile appli-
cations (or apps) that augment a phone’s existing accessibility or add new functionali-
ty are increasing in number. Recommendations and initiatives for accessibility  
features in smartphones and feature phones have been proposed by The International 
Telecommunication Union and The Global Initiative for Inclusive ICTS [11]. In addi-
tion, there have been accessibility evaluations and assessments for mobile phone by 
expert groups and research organizations [12, 13].  

Our application approach differs from previous work in that it was implemented 
using an off-the-shelf, feature phone with modification of the touch-screen user inter-
face to better support the needs of visually impaired and blind end-users. The applica-
tion utilizes freeware 2D barcode reader software in combination with software and 
pre-recorded audio files stored in internal memory card of the mobile phone.  Upon 
successful scan, the application loads and plays the appropriate audio file containing 
way-finding information for the recognized location. The accessible user interface 
allows the user to access and control the application with repeatable tapping gestures 
anywhere on the phone’s touch-screen. The audio files (voice instructions), created by 
teachers who design the way-finding paths, are installed to the phone using file trans-
fer software provided by the phone’s manufacturer. 

3 Conducting the Study  

In user-centered design approach the end users are participating in the early stages of 
the design process. The aim of this approach is to achieve user-friendly and accessible 
solutions. This chapter covers the user-centered approach for blind and visually im-
paired from initial planning phase to final evaluation phase.  

3.1 User-Centered Design Approach 

The application design process followed the user-centered design approach in which 
different stakeholders participated in the design process. It contained initial require-
ment, implementation and evaluation phases, conducted in iterative cycles where 
design goals and solutions gradually become more specific after each iteration [2]. 
Participants for these design phases included assistive technology professionals 
(N=6), teachers from school for visually impaired and blind (N=3) and students from 
school for visually impaired and blind (N=9, aged 10-16 years). 

                                                           
1  Apple and iPhone are trademarks of Apple Corporation. 



 A Mobile Application Concept to Encourage Independent Mobility 555 

3.2 The Requirement Phase 

In the present research, accessibility and user requirements for a mobile phone appli-
cation concept were identified from interviews with 6 assistive technology profes-
sionals. The analysis of the concepts and interview data led to the categorization in 
terms of specific applications and features. At the requirement phase total of 17 mo-
bile application concept ideas were identified and analyzed. Three main classes were 
derived from the original interview data as shown in Table 1. The main issue which 
arose from these interviews was the need to develop an application that could encour-
age independent mobility (70, 6%) of blind and visually impaired people. There was 
also interested to develop audio games (23, 5 %) for visually impaired end-users.  
One of the concept ideas related to rehabilitation application. It was also determined 
that strong emphasis would be placed on creating a fully accessible user interface 
features. 

Table 1. Mobile application ideas from the requirement phase interview data 

Mobile Application ideas (main classes)  
1. Mobile application to motivate independent mobility 12/17 (70, 6 %) 
2. Mobile (audio) game application  4/17 (23, 5 %) 
3. Rehabilitation application 1/17 (5, 9 %) 

3.3 The Implementation Phase 

Based on the requirements data gathered from the interviews, an initial prototype of 
way-finding application was implemented for the Nokia 5800 touch-screen mobile 
phone with Symbian series 60 operating system. The idea of game-like way-finding 
application is based on the model of routes within the physical environment. Voice 
cues and directions for following a route are provided via scannable 2D barcodes 
placed within the environment.  Users of the application locate and scan the tags, and 
receive a sound cue indicating a successful scan and spoken directions on how to find 
the next tag in the route. 

The user interface was modified to be more accessible utilizing repeatable tapping 
(haptic) gestures on the touch-screen (Fig 1.). Using repetition of tapping gestures on 
the touch-screen the user can start the scanning application, listen to the instructions, or 
close the application. After a successful scan the code redirects to the internal memory 
card of the mobile phone and starts software application which has two main functions: 

• play two audio (MP3 format) files (with sound effects & voice instructions) 
• show accessible display, where user can control the application by tapping gestures 

(one tap plays the instructions again and two taps starts the barcode reader) 

Voice instructions can be recorded, updated and stored into the memory-card of the 
phone using a standard computer and off-the- shelf software provided by the mobile 
phone manufacturer (i.e. the Nokia PC Suite). Teachers can design the route indoors 
and outdoors within school premises and modify the audio instructions which enable 
the students to follow new routes. 
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Fig. 1. 
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applications for physical activity. According the results of the preliminary survey 
most of the students either owned (36, 4 %) or had tried (54, 5 %) smartphones or 
feature phones with touch-screen. The average experience of using mobile phones 
was 6-9 years. More than half (54, 5 %) of the students had experience with mobile 
game applications. One of the students had tried physical activity or health-related 
computer or mobile applications before. The most popular daily usages of mobile 
phones were calling, text messages and listening music or radio (Fig. 2). 

 

Fig. 2. The results of preliminary questionnaire 

Conducting the Field Trials. After the initial session, the teachers designed a way-
finding route within the school premises, marking the route with barcode tags. The 
students informed teachers about the places and buildings within the school area 
which they do not frequently visit. The teachers then created instructions on how to 
move between the marked locations, navigating a path from start to finish. These 
instructions were recorded by a teacher, stored as audio files (MP3 format) and trans-
ferred to each of the 11 test mobile phones. A test session was then conducted in 
which 11 students were introduced to the application and asked to follow a route by 
locating the barcodes, scanning them, and then following the audio instructions to 
locate the next bar code on the route. The students followed the route in pairs and 
used their own assistive devices for navigation (white cane). 

4 The Results 

The Results from the field trial indicate the prototype application provides an effective 
approach to introducing students to way-finding in the school premises. All students 
(N=11) in the pilot study successfully navigated the marked route within the premises 
using the application. After the field tests the usability survey and post test questionnaire 
were conducted. The System Usability Scale (SUS) test was used for assessment of 
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perceived system usability. The usability score can vary from 0-100 with systems hav-
ing a score higher than 50 considered to have favorable usability characteristics. In our 
study the usability test score was higher with blind students than with low vision  
(Table 2). The total SUS score was 57, 5. 

Table 2. System Usability Test (SUS) results 

Mobile Application ideas (main classes)  

Blind students (N=6) 64,6   
Low vision (N=5) 
Total score (N=11) 

47,5 
57,75  

Observations and feedback of the field test have been reviewed and minor adjust-
ments made in mobile application for evaluation in the next phase of the research. 
Scanning of 2D barcodes was improved with better placement near the light sources 
and updated with barcode reader with camera shutter sound effect when catching the 
code. As expected from our review of related research, the camera-based scanning 
required some assistance especially with blind students. Also the completion times of 
the route varied significantly between low vision and blind students, with the low 
vision participants requiring significantly less time to complete the route.  

5 Conclusions and Recommendations for Future Work 

A mobile application prototype combining common interactive technologies, an off-
the shelf mobile phone, and an accessible application to way-finding was developed. 
The application prototype was designed to serve as a basic platform for future re-
search activities, where we will explore new interactive elements, game-like features 
and interactions, and expand the navigation properties of the system.  

Based on the positive results of the initial field test, we are continuing our research 
with an expanded group of blind and visually impaired students. Quantitative and 
qualitative data is being collected from the field tests, and focusing on the usability 
and motivational aspects of both the application used by the students and the route 
authoring tools used by the teachers.  

We will be utilizing the results of our data analysis to continue to improve the mo-
tivational and accessibility features of the application.  Because camera usage, and 
specifically the aiming of the camera, can be problematic for blind users, we are plan-
ning to enhance the usability of the application by replacing camera-based scanning 
with a NFC -based tag reading and WLAN/WIFI- positioning system.  In addition, 
we will be including a screen-reader application with the phone to improve the overall 
usability of the touch user interface. 

Acknowledgement. The work presented in this paper is being carried out as a part of 
the project “Personal Mobile Space”, funded by the Finnish Funding Agency for 
Technology and Innovation (TEKES).  
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Abstract. In this paper, we present a Do-It-Yourself (DIY) application for  
helping Visually Impaired People (VIP) identify objects in their day-to-day in-
teraction with the environment. The application uses the LayarTM Augmented 
Reality (AR) API to build a working prototype for identifying grocery items. 
The initial results of using the application show positive acceptance from the 
VIP community. 

Keywords: Augmented Reality, Visually Impaired, Object Identification, 
LayarTM, Assistive Technology. 

1 Introduction 

Visually Impaired People (VIP) face problems in identifying day-to-day objects. The 
outer shape of an object is not enough to help VIP recognize its content. VIP usually 
apply different techniques to recognize objects based on their features such as: tex-
ture, size, or sound. Therefore, object identification is a very challenging task that 
depends on the VIP experience.  

Many Object identification assistive technologies, either hardware or software, 
were built to help VIP in recognizing surrounding objects. These assistive technolo-
gies help them in describing the environment. The description usually comes in the 
form that is suitable for VIP; It could be oral description or tactile.  

Given the fact that most of these assistive technologies are specialized to perform a 
specific task e.g. Talking Scales, yet, it is best to integrate the technology into already 
found and used devices. One of the most popular and widely used technologies nowa-
days is smart phones. Smart phones are becoming ubiquitous and have high 
processing power. All people regardless of their disabilities are using mobile phones 
for their daily communication. Actually, smart phones are becoming popular and their 
capabilities have increased in terms of processing power and memory capacity. At the 
same time, their costs have fallen down which make them available for all individuals 
whether they are healthy or disabled. 
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In this paper we present a Do-It-Yourself (DIY) application for helping VIP identi-
fy real world objects using Augmented Reality (AR) technology. AR is defined as 
merging digital-generated graphics that are perfectly aligned to real world view [1]. 
This technology can be utilized to augment not only digital graphics but also sounds. 

In the market we have several AR software used in mobile phones whether they are 
open source or proprietary. Mixare Browser (mixare.org) is an example of an open 
source AR framework while LayarTM (layar.com) is its proprietary counterpart. 

The main contribution of this work is to present a DIY guide for creating a perso-
nalized augmented reality layer for VIP using LayarTM. The guide does not involve 
advanced programming skills; any novice programmer can easily implement it. 

The rest of the paper is organized as follows: section 2 sheds the light on some 
previous work in the area of object identification for VIP. Section 3 presents in detail 
the implemented DIY application. Section 4 reports the results of the preliminary 
evaluation of the application. Finally, section 5 concludes the paper with the applica-
tion limitation and future work. 

2 Previous Work 

Different mobile applications have been created to help VIP in identifying objects; 
whether using image processing algorithms e.g. LookTel or depending on human 
identification e.g. VizWiz. These contributions made a solid start in using mobile 
phones for helping VIP. 

LookTel is an example of using image processing for identifying objects. It is a 
visual assistance platform developed by Sudol et al. for VIP [2]. It performs currency 
identification, Optical Character Recognition (OCR) on texts, landmark and location 
recognition and packaged goods and tagged object identification. Tagging objects 
using unique vinyl stickers is an added function for recognizing problematic objects 
that lacks distinctive features for the scale-invariant feature transform (SIFT) recogni-
tion engine to recognize. The user can apply the pre-trained sticker on an object, for 
example medication bottle or glass jar, then add it to the system using the mobile 
phone along with the recorded audio description.  

On the other hand, an example of human identification system can be seen in Big-
ham et al. [3] VizWiz iPhone mobile application. The application assists VIP in their 
visual environments by asking general questions answered by paid human workers. 
The application is used to identify and locate objects, where a user take a picture of 
the designated item using the mobile’s camera followed by recording the spoken 
question. The photo and audio files are then uploaded to the server, which posts them 
as a job for recruited human workers in the Amazon Mechanical Turk 
(www.mturk.com/mturk/welcome). After identifying the object by speaking its name, 
the user will receive the audio answer on the mobile phone. 
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3 The Proposed DIY Application 

Our proposed AR personalized helper DIY application uses LayarTM environment 
which provides a platform that supports end-users in creating their own real-time AR 
environments. It creates a layer of digital objects over physical Points Of Interest 
(POI) that can trigger a series of actions. These POIs can be geo-location (using 
GPS), Layar VisionTM objects or both [4].  

Layar VisionTM [4] is a client-side extension of the LayarTM environment that 
enables visual detection, tracking and augmentation of real world objects based on 
associated preloaded fingerprint into the application’s layer.  When a user points a 
mobile phone camera at a Vision POI physical object, the LayarTM client will detect it 
instantly and triggers different set of actions by sending a getPOI request to the layer 

service provider. This auto-trigger property can be used to create a personalized visual 
assistant by having the users create their own layer with their choice of objects that 
satisfy the specification of LayarTM vision's POI. Following is a step by step guide on 
how to build a VIP personalized helper using LayarTM AR. 

The application demonstrates a simple case of identifying five grocery items. 
These objects are divided into two physical forms with the same attributes (length, 
width, height, weight and texture) but different product types– three potato chips bags 
(of different flavors) and two milk boxes (low fat and regular).  

The application Requirements are as follows:  

• Layar VisionTM: applicable on the 6.0th version of LayarTM Reality browser on 
Android 2.2 along with iPhone iOS 4.0 platform and above.  

• LayarTM developer account. 
• Public web server. 

After creating a developer account and a new Vision enabled layer, the five items' 
images were uploaded as reference images into LayarTM publishing website. The ser-
vice then analyze these images to rate their appropriateness to be recognized by the 
application. These images were taken using a Samsung Galaxy S II. Each image was 
then edited by cropping its background to the item's canvas using the painter program. 
Actually, LayarTM has presented the best practices for creating reference images [5]; 
where a target object's photo must be of a flat surface, cropped background, non-
blurry, non-light reflected and front angled photo.  

Next, we used the code example published in Make magazine [6] by modifying it 
to adapt to our experiment. The example contains an "index.php" page and JavaScript 
Object Notion (JSON) file along with the page header and footer. The index file con-
catenates the POI or hotspot of each item into a single JSON response for the layer. 
Each hotspot object has: “ID”, “anchor” for the reference image name, and actions. 
The ID must be unique for each item and the reference image name is identical to the 
name assigned to it in LayarTM publishing website. 

Since we need the audio description of the specific item to play once an item refer-
ence image is detected, we have to modify the Action object of the GetPOI-JSON 
response found in each item file, as shown in Figure 1.  
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Fig. 1. The modified action for automatically playing an audio of an item description 

Then we modified the main directory’s index.php file by adding each POI’s JSON 
response instance to the POIs array. At the same time we added a small audio icon 
that appears when recognizing an object that is identified in the Object Dictionary 
(Figure 2).  

 

Fig. 2. The application running on Samsung Galaxy S II phone (left) and iPhone 4GS (right), 
the volume icon indicate that the object name is being spoken 

Finally, we linked our created layer with the web server containing our application 
code by providing the API endpoint URL field with the path of index.php file [7]. 
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4 Preliminary Evaluation 

A group of three VIP were asked to try the application using two smart phones: (1) 
Samsung Galaxy S II phones running Android version 2.3.4 and (2) iPhone 4GS run-
ning iOS5.  

The participants varied in age between 20-30 years old with a good experience in 
using mobile phones. The three VIP were given an introduction to the application 
explaining how to use it. They were then asked to perform the recognition tasks on a 
3G connection.  

After trying out the application, the VIP were asked a set of questions with answers 
ranging from strongly agree to strongly disagree. Table 1 shows the responses to the 
survey questions.  

Table 1. Average response for three VIP. 1 is strongly disagree, 5 is strongly agree. 

Usefulness as a grocery item reader.  3 
Ease of pointing to regions of interest. 2 
Reliability of the application. 4 

By looking at the survey results, we can find that a positive feedback was reflected 
in the first and third questions; however the second question regarding the ease of 
pointing was below midpoint. One blind user comment was "the application is really 
needed, but for me to be able to use it I need to estimate the distance and angle of 
pointing the mobile camera in order to get the application recognize the object".  

We can see from this preliminary evaluation that the application is both useful and 
needed for the VIP community, yet it needs to be improved in terms of reliability and 
ease of pointing.  

5 Conclusion, Limitations and Future Work 

Several assistive technologies aim to help visually impaired people in eliminating the 
barriers formed as a result of disregarding their disabilities in human’s daily needs. 
These assistive technologies take different orientations whether used in object identi-
fication, individual navigation or creating accessible environments. In this paper we 
presented a DIY Object Identification application using LayarTM Augmented reality 
API. The application utilizes available end-user application for helping VIP in recog-
nizing real world items.  

One of the major limitations in the resulted application resides in the limited num-
ber of POI. No more than 50 POI can be registered in a layer. Also, we noticed that in 
low lighting Environments the application cannot identify the objects properly, i.e. it 
shows wrong results for similar objects. Moreover, sometimes the auto-trigger feature 
in LayarTM would be fired once and cannot be re-fired again unless the user reloads 
the layer. The final limitation was realized in the volume of the played audio. In the 
Android OS compared to iOS 5, the audio played was low.  
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Despite all these limitations, creating a DIY was easy, straight forward and did not 
require deep technical skills. Our future work will include crowd-sourcing the process 
of populating the Object Dictionary. This can be done by developing a platform that 
enables ordinary people to send images of objects along with their audio description 
using their mobile phones.  
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Abstract. We present a computer vision system that helps blind people
find lost objects. To this end, we combine color- and SIFT-based object
detection with sonification to guide the hand of the user towards poten-
tial target object locations. This way, we are able to guide the user’s
attention and effectively reduce the space in the environment that needs
to be explored. We verified the suitability of the proposed system in a
user study.

Keywords: Lost & Found, Computer Vision, Sonification, Object De-
tection & Recognition, Visually Impaired, Blind.

1 Introduction

According to recent estimates of the World Health Organization, 285 million
visually impaired people live in the world of which 39 million are blind [13]. Al-
though 80% of all visual impairment could be avoided or cured, the unfortunate
fact that the majority of blind people lives in developing countries in combina-
tion with the aging global elderly population leads to a huge innovation pressure
for affordable and intuitive tools that aid visually impaired people. With the de-
creasing costs of digital camera technologies and mobile computing power, which
is closely related to the wide distribution of mobile phones1, computer vision is
an increasingly cost-effective technology that allows visually impaired people to
perceive (more) visual information in their environment. Furthermore, computer
and robot vision algorithms are getting more robust and thus applicable in real-
world applications (see, e.g., Google Goggles [7]). Research in the area indicates
that computer vision is, for example, able to help blind people navigate in urban
and indoor environments [11,3] or assist in shopping scenarios [12].

In this paper, we introduce a novel vision system that can help blind and
visually impaired people find objects that were misplaced or have unexpectedly

� Equal contribution.
1 According to strategy analysts, more than 1 billion camera phones were sold in 2011
(the first time that annual volumes have exceeded 1 billion units).
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changed their location (e.g., they may have fallen to the ground or been relocated
by another person). To this end, the user has to hold a small camera, which can
also be attached to his wrist if he prefers to have both hands free in order to
allow for unhindered grasping and haptic perception. The corresponding hand
is then guided towards potential target object locations using computer vision
for object detection and sonification for acoustic feedback. This way, we are able
to guide the user effectively towards plausible object locations and reduce the
search space. At each object location, the user can then use his accustomed senses
to conclusively identify the object. Using this methodology, following our idea
that we want to enhance the capabilities of the user and not replace or interfere
with his intact senses, we aid the user in detecting the searched object without
interfering with his sense of orientation and leave the final search strategy and
decisions to the user.

2 Related Work

Most closely related to our work are the systems by Hub et al. [8], Caperna et
al. [3], and Bigham et al. [2]. In 2004, Hub et al. [8] presented a system that
assists blind users in orienting themselves in indoor environments. However,
their system requires a world model of landmarks and objects in the target
environment, because it seemed “impossible to realize object identification of
arbitrary objects using systems that are only based on [...] image interpretation”
[8]. Furthermore, Hub et al. do not use sonification, but rely on text-to-speech
communication. Caperna et al. [3] combined a global positioning system, inertial
navigation unit, computer vision algorithms, and audio and haptic interfaces. In
their system, computer vision makes it possible to identify and locate objects
such as signs and landmarks. To this end, they rely on the Scale-Invariant Feature
Transform (SIFT) by D. Lowe (see [10]). However, the corresponding evaluation
has been performed in a simplified scenario and computer vision was left as major
aspect for future work. Bigham et al. [2] use Speeded Up Robust Features (SURF;
see [10]) for object identification, but instead of training an object database (see,
e.g., [3]), they send images with user requests (e.g., where is the object in the
image) to Amazon’s Mechanical Turk [1] where humans can outline the objects.
The outlines of the object can then be used to estimate the object’s location in
the environment and guide the user towards the object by informing the user
how close he is to the target [2].

3 Main System Components

3.1 Visual Object Detection

Specific Objects: We use SIFT (see [10]) to detect known objects. To this end,
our system provides a simple training interface, which makes it possible to train
new objects by holding them in front of the camera and triggering snapshots.
Trained objects can then be searched for in the environment using common SIFT
feature matching and classification methods (see, e.g., [4]).
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Fig. 1. Illustration of the object detection using color attributes. Image of a typical
desktop environment (left) and the corresponding normalized target probability map
for color “red” (right). The probability map is calculated at a lower scale than the
original image to save computational resources. Here, two potential target objects are
clearly identified.

Color Attributes: When using local features such as SIFT and SURF, it is
only possible to detect specific, known objects (i.e., existent in the database)
with a distinctive texture. As a complementary approach, we propose to use
visual attributes to help find things in a broader range of scenarios; e.g., to
help find a specific colored shirt in a pile of shirts or to find objects that have
only been verbally described by other persons. To this end, in our prototype
implementation, we use probabilistic models of the 11 basic English color terms
[9], see Fig. 1, which can also be used to name the color of an object in front of
the camera.

3.2 Sonification

Two sound properties – pan and pitch – are used to map the information about
the object’s location that is received from the vision module as follows (also
see [5]): The location on the image’s x-axis is mapped to pan, such that the
perceived sound source location (left-front-right) corresponds with the object lo-
cation relative to the image center. The location on the y-axis maps to pitch (see
[6]). Here, objects located closer to the bottom of the image frame correspond
to lower sounds, and objects located closer to the top of the frame correspond
to higher sounds. In order to allow the user to rate how confident the system is
about the detection, we map tempo to detection confidence with a more contin-
uous sound (i.e., shorter time between “beeps”) for higher detection confidence.

4 Evaluation

4.1 Procedure

To examine the suitability of the presented system, we first performed a pilot
study to assess the complexity of two application scenarios with two blind users
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Fig. 2. Example of an evaluation trial (the participant is shown at two locations in the
room), i.e. a person searching for an object inside a room. The image shows the office
room and an exemplary distribution of the items. Furthermore, the image illustrates
several challenges our system had to cope with such as, for example, varying lighting
conditions.

(one of which is blind from birth) and subsequently we performed our main study
with 12 users (1 blind person). In both studies, the task was to find items in an
office environment, see Fig. 2. In each trial, they had to find one specific item
that was placed at a random location in the environment. In our evaluation we
distinguish between two scenarios: In the first scenario, the object was placed
randomly inside the room, thus the user had no information about the expected
location. In the second scenario, the item was placed at a random location on
the desks in the room, among other distractor items, and the user was told that
the object is on a desk. In this scenario, the information about the object being
placed on one of the desks limits the search space substantially and allows for
efficient manual, unassisted exploration of the search area. In order to accustom
the users with the system, we used a single initial trial for instructions and
explanations. During the tests, the users wore open headphones that leave the
hearing sense mostly unaffected. As camera, we used an off-the-shelf webcam
without any calibration, control of imaging features, or user intervention.

For evaluation, we recorded the time durations that were required to find the
target object and performed a pre- and post-test questionnaire. The results of
the second scenario’s post-questionnaire (12 participants; main evaluation) is
shown in Tab. 1.

4.2 Discussion

In the first scenario, if the search space is unrestricted, the system allows to
rapidly find the target objects. This is especially interesting, because the users
reported that they usually – i.e., without the help of our system – would have
given up the search. However, in the second scenario in which the search space
is restricted the search times were not always better when using the system.
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Table 1. Results of our post-questionnaire. Except for question 4 and 7, which allowed
free answers and comments, we used an ordinal scale of {1, ..., 5} to let the users rate
specific aspects of our system. To improve the readability ↑ indicates that a higher
value is better and ↓ indicates that a lower value is better. Since we have an even
number of participants, there is no single middle value and we report the mean of the
two middle values as median. (∗) The users answered 3× “yes”, 3× that it was less
useful than color search, 1× that it would help more if the latency would be lower, 1×
“not really”, and 3× “no”.

Question ↓↑ Median Mean Var

1. Which approach did you find better: searching
with the system, or without it?

↓ 2.0 2.67 1.00

(1: much better with, 5: much better without)
2. How easy to use did you think the system was? ↑ 4.0 3.75 0.21

(1: very difficult, 5: very easy)
3. How intuitive did you find the system? ↓ 2.0 2.44 0.53

(1: very intuitive, 5: very unintuitive)
5. Which approach did you find better: searching

with the color search, or without it?
↑ 4.0 4.08 1.36

(1: much better without, 5: much better with)
6. Which one did you think was faster, color search

or searching without the system?
↓ 2.5 2.58 1.54

(1: much faster with, 5: much faster without)
8. Which approach did you find better: searching

with the object search, or without it?
↓ 3.0 3.33 1.15

(1: much better with, 5: much better without)
9. Which one did you think was faster, object search

or searching without the system?
↓ 3.5 3.50 1.36

(1: much faster with, 5: much faster without)
10. Please rate the sonification (sound output), in

terms of how intuitive you think it was
↑ 3.5 3.50 1.36

(1: very unintuitive, 5: very intuitive)
11. Please rate how easy it was for you to interpret

the sound
↓ 2.0 2.33 0.97

(1: very easy, 5: very difficult)

4. Did you find the color search useful? 10× “yes”, 2× “no”
7. Did you find the object search useful? conditionally∗

Nevertheless, the system was reported to be intuitive and easy to use, even
though we only allowed a single training trial. Interestingly, the user reports
indicated a different user experience depending on the usage of either the color
attributes or the SIFT features. Due to the ambiguous results in the second
scenario, we decided to further investigate it in our main evaluation.

The results of our main evaluation are shown in Tab. 1. As in our pilot study,
the majority of the users reported the system as being very intuitive and easy
to use (see the results for question 2 (Q2) and Q3, i.e. “How easy to use did
you think the system was?” and “How intuitive did you find the system?”,
respectively). This is despite the fact that we only allowed the users a single
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trial for training and performed the post-questionnaire after three evaluation
trials. Here, the chosen sonification mechanism plays a very important role and
is crucial to achieve a good user experience, because it is the user’s only source of
information that is provided from the system, see Q10 and Q11 (“how intuitive
you think [the sonification] was” and “how easy it was for you to interpret the
sound”, respectively). One third of the users reported that – in this scenario –
they would prefer to search without the system (Q1). However, as can clearly
be seen in the answers to Q5 (“with the color search, or without it?”) and
Q8 (“with the object search, or without it?”) as well as in the answers to Q4
(“Did you find the color search useful?” – 10 out of 12 users did) and Q7 (“Did
you find the object search useful?”), this depends on the features and the users
prefer the color search over the search using SIFT features. As has been noted
by one user in response to Q7, this is most likely caused by the fact that the
SIFT approach takes more time for computation2. This leads to higher latencies
and a decreased responsiveness, which in the end is best described as a slightly
“sluggish” or “laggy” feeling when handling the system. This demonstrates that
the computational complexity of algorithms and the resulting responsiveness
have to be taken into account when designing and implementing such a system
in order to allow for a good user experience. Using color as feature, 6 out of 12
people achieved on average better search times when using the system, which
is slightly in contrast to the users’ perception that they achieved better results
using the system, see Q6 (“Which one did you think was faster, color search or
searching without the system?”). This was likely caused by the following aspects:
First, limiting the search space to the space directly above the desk surfaces
made it possible for the users to rapidly detect most objects on the tables. For
example, users do not have to fully orient themselves in the room and have to
keep in mind all locations they already inspected and furthermore they do not
need to first detect possible locations on which an object could be stored such
as, for example, cupboards. Second, the users were still learning to handle the
system (we observed that some users were still experimenting with features or,
for example, kept misinterpreting aspects of the sonifications). Third, although
seldom, false object detections did occasionally confuse the users.

5 Conclusion

We presented our current implementation of a computer vision system that is
able to help visually impaired people find misplaced items. We experimentally
demonstrated that the system makes it easier for visually impaired users to
find misplaced items, especially if the target object is located at an unexpected
location. As future work, we intend to integrate further visual attributes and,
most importantly, to improve the overall system in order to reduce the average
time that is required to find objects.

2 The SIFT feature calculation and matching is computationally more expensive than
calculating the color probability maps.
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Abstract. We describe how to design a virtual environment using Mi-
crosoft Robotics Developer Studio in order to evaluate multimodal
sensors for assisting visually impaired people in daily tasks such as nav-
igation and orientation. The work focuses on the design of the interfaces
of sensors and stimulators in the virtual environment for future subject
experimentation. We discuss what type of sensors we have simulated and
define some non-classical interfaces to interact with the environment and
get feedback from it. We also present preliminary results for feasibility
by showing experimental results on volunteer test subjects, concluding
with a discussion of potential future directions.

1 Introduction

Based on the 2002 world population survey, there are more than 161 million
visually impaired people in the world today, of which 37 million are blind [2], [6],
[7]. Research into alternative perception will have direct impact on these people
with regards to navigation and orientation. We define alternative perception
as using machines or devices to sense the environment and present the user
with meaningful information about his or her surroundings, allowing the user
to navigate the area. The machine then adapts based on the decisions made,
so that it can intelligently present meaningful information (i.e. based on user’s
preference).

To realize alternative perception, we must determine what kinds of sensors (or
combination of sensors) are better suited as “input” devices. In addition, we must
also address the inherited limitations of these sensors and what compromises
are needed, e.g., infrared has limited sensing distance. An efficient and robust
system must be able to present meaningful information to the user without
overloading their senses, which is the downfall of current electronic travel aid
(ETA) technologies [1], [2]. The question boils down to which human senses can
best be exploited for alternative perception without overloading the user, which
is the main scope of this project. In the process of doing this project, some
comparisons will be drawn on a sensor’s pros and cons with other types.

The remainder of the paper is organized as follows. In Sect. 2 we present
an overview of our approach and comparisons to related works. In Sect. 3 we

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 573–580, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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describe the design of the experiment and environment. In Sect. 4 we show some
preliminary results based on volunteer subjects. Finally, in Sect. 5 we discuss
future work and extensions.

2 Overview of Our Approach

How is our research different from the state of the art ETAs? We need to define
the fine line between human and computers. In other words, how much influ-
ence should we place on the computer for decision-making? If we rely heavily on
the computer, then a minor error in the system or decision-making process will
result in a potentially catastrophic error. Conversely, if we rely heavily on the
human, then the enormous amount of raw data will overwhelm the user and po-
tentially affect his or her decision adversely, making them ignore the technology
all together [1], [6].

As such, we want to study this fine line by testing out various sensors and var-
ious non-classical interfaces (“display”). One metric that we can use to compare
various approaches of different “display” is to measure a subject’s brain [13] and
motor activities [14]. Beauchamp, et al measured brain responses to vibrotac-
tile somatosensory, auditory, and visual stimuli using magnetic resonance imag-
ing [13], while Prilutsky, et al discussed how to quantify motor cortex function
and the movement kinematics of the corresponding limb [14]. In order to mea-
sure human performance in navigation, an accurate tracking system is needed
and ground truth of the environment is needed. This will be very hard for a real
environment. Torres-Gil, et al [12] have developed a virtual reality simulator
that will track the user’s head orientation and position in a designated room
and generate a virtual view of what the user is seeing. However, instead of pre-
senting the view to the user graphically, an auditory representation of the scene
is transduced to the user. Their results are mostly empirical. To have a better
understanding of how virtual reality can help us evaluate multimodal sensors for
the visually impaired, we are going to look at different brain scans and action
measurements, and see which method the users show affinity for or respond well
to, thus allowing us to quantify the results. However, brain activity can only be
accurately measured when the subject is stationary, which is another reason why
we decided to use virtual reality. To do this, we can have the user sit in front of
a computer and perform a navigation task in the virtual environment while we
obtain brain scans as well as action recordings of the user. The user reach his
or her specified destination by relying on various stimulators on his or her body.
Further details on simulated sensors and stimulators will be discussed in Sect. 3.
The subject is, of course, blindfolded (or is actually blind) so that he or she
has to rely on the devices. Using virtual reality not only allows us to determine
which “display” is suitable, but also allows us to determine which combination
of sensors (homogeneous and/or heterogeneous) is optimal.

We use Microsoft Robotics Developer Studio [15] to construct the 3D virtual
environment with an avatar sitting on a wheelchair to approximate a real setting.
The user will use an XBox controller to steer the wheelchair. He or she will be
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sitting on a chair in front of a computer with electrodes on his or her head and
various sensors will be strategically placed on the avatar’s body, the “display”
device will be placed on the user’s corresponding body parts. The user (who is
either blindfolded or visually impaired) will have to navigate the avatar in an
obstacle course and the virtual sensor readings will be translated to the real
“display” devices. The user will have to make navigation decision based on the
feedback received. Figure 1 illustrates the basic idea and setup of our approach.

Fig. 1. Sensing and navigating a virtual environment

3 Sensors and Stimulators: Experiment Design

In the setup of Fig. 1, the overlooking view on the left provides the tester (and
other sighted people) progress of the testee (subject). The sensor data window
on the right shows some of the sensors we are simulating and will be program-
matically fed into the corresponding stimulators on the subject. Currently the
setup includes simulating low resolution image, a depth view, a simulated motion
map, and infrared (IR) sensors.
The low resolution image will be fed into a tongue stimulating array such as
Brainport’s vision technology [11] ( 2). The Brainport is a limited clinical trial
device; the white rectangular plastic house the 20 × 20 stimulating array, the
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Fig. 2. Brainport tongue stimulation

signal is obtained from a camera mounted in the center of the glasses and pro-
cessed on-board in the black handheld device. The depth view is obtained from
a simulated Microsoft Kinect. The simulated motion map is derived from the
depth view using known intrinsic and extrinsic parameters of Microsoft Kinect,
i.e. calculating the disparity value of each pixel. Then two views are generated
by shifting all of the pixel locations to the left (and right) by its disparity di-
vided by 2. These two views are displayed consecutively such that you can see
objects nearer to you shifting more than objects furthest from you. This map is
also an alternative data that we can feed into the tongue stimulating array in an
attempt to capture object’s presence by virtually “moving” it. The IR sensors
(on arms and legs) will be sensing the virtual environment and trigger the cor-
responding vibrators based on the scene [18]. This method of “display” is called
vibrotactile [5]. Figure 3 shows a prototype designed by our lab [18], where the
frequency of vibration corresponds to the measured distance (i.e. obstacle that
is very closer to the user will have stronger/faster vibration).

3.1 Sensors

We also plan to simulate other sensors including stereo cameras, laser range
sensors and ultrasonic range (sonar) sensors. We will simulate more sensors as
we come across them and if it is necessary to the study of this project. The
stereo cameras will be used as a comparison to the Microsoft Kinect, studying
its tradeoff in depth of field and computation complexity with regards to aiding
the visually impaired. In two pieces of accompanying work, our lab has devel-
oped a segmentatation-based stereo vision algorithm for obaining high-level 3D
description that can be provided to users [17], and people and obstacle detection
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Fig. 3. Vibrotactile Prototype

algorithms using the Kinect [19]. Similarly, the laser range and sonar sensors will
be used as a comparison to IR sensor, studying its tradeoff in range and field of
view.

3.2 Stimulators

In addition to vibrators and tongue stimulating array as stimulators (or “dis-
play”), we can use braille to indicate range or intensity [16], auditory representa-
tion [12], converting 3D space into vibration array [9], and haptic feedback [16].
Braille is a traditional method for visually impaired people to communicate.
However, it may be too slow (user “reading” speed may vary as well) to convey
all of the spatial information needed for navigation and orientation. Auditory
representation is similar in principle to echolocation, as used by bats. We can
convert distance information into stereophonics which can be used to localize
an objectc’s location [9]. However, it may overwhelm the user since he/she will
have to constantly “listen” to the scene. This may pose a danger to their safety
especially in an urban area.

4 Experimental Results

Here we show the feasibility of the design and prototype mentioned in Sect. 3.
As shown in Fig. 4(a), the user were able to navigate the virtual environment
with an easy-to-use XBox controller. The controller is an intuitive tool to use for
navigation compared to using a mouse and keyboard. Figure 4(a) also show what
a typical experiment setup will look like. The user will sit in front of a computer
with the controller in hand while wearing a set of stimulators, in this case a set
of vibrators. The monitor will mainly be used by the test administrator(s) to
monitor the progress of the subject.

Although the vibrotactile device (Fig. 3) is still in the prototyping phase, we
were able to demonstrate that IR readings in the virtual reality can be interface
out to Arduino, which can be used to control the vibrators on the user’s body
(Fig. 4(b)).
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(a) (b)

Fig. 4. Setup. (a).Example of a physical setup. (b). IR data extracted to Arduino.

5 Future Work

In order to show the capacity of our virtual environment sensor simulation,
our next step is to generate a whole body simulation of range sensors. As an
illustration, Fig. 5 visualizes the sensor setup of what we have in mind - including
12 IR rangers, 4 sonar sensors, and 4 laser rangers. The IR ranges are from 10 cm
to 80 cm, mounted on arms and legs, which can be used for measuring proximity
of doors, walls and close-by obstacles and will be transduced to vibrotactile
stimulators with increasing levels of vibrations based on the measured distance.
The sonar ranges up to 12 meters, while mounted on the user’s wrists, two facing
front and two facing back, could be used to detect farther obstacles with wider
field of view. The laser range sensors are more accurate in both distance and
angle, ranging up to 80 meters, which are mounted on user’s head (2) and chest
(2) for far environment obstacle detection.

To begin our experiments, we will be recruiting some human subjects and
collaborating with our colleagues in the psychology department who will collect
and analyze brain scans while we configure the sensors-stimulators setup. We
will run several experiments with various sensor combination and placements,
and various groups of subjects (sighted but blindfolded, low-vision, and totally
blind). Finally, with the collected brain scan results and analysis, we will study
the optimal combination and placements of sensors, and user’s learning curve.

The goal of this project is to provide a research platform for the develop-
ment of assistive devices for the visually impaired. Specifically, this project aims
to determine which interface method (i.e. what type of information and how
to present to the user) is the most efficient, reliable, and robust based on the
various brain and action measurements that we will collect and study. This is
different from mainstream assistive devices which focus on the technological and
mechatronics aspects of the design. The key idea here is to test how visual and
non-visual stimulation can enhance vision through understanding the underlying
neural mechanisms, enhancing effects of the specific non-visual stimulation on
vision.
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Fig. 5. Range field visualization: IR rangers (blue), sonar rangers (green) and laser
rangers (red)
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Abstract. An accurate 3D map, automatically generated in real-time from a 
camera-based stereovision system, is able to assist blind or visually impaired 
people to obtain correct perception and recognition of the surrounding objects 
and environment so that they can move safely. In this paper, a segmentation-
based stereovision approach is proposed to rapidly obtain accurate 3D estima-
tions of man-made scenes, both indoor and outdoor, with largely textureless 
areas and sharp depth changes. The new approach takes advantage of the fact 
that many man-made objects in an urban environment consist of planar surfac-
es. The final outcome of the system is not just an array of individual 3D points. 
Instead, the 3D model is built in a geometric representation of plane parameters, 
with geometric relations among different planar surfaces. Based on this 3D 
model, algorithms can be developed for traversable path planning, obstacle de-
tection and object recognition for assisting the blind in urban navigation. 

1 Introduction 

Using portable or wearable systems to assist blind or visual impaired for navigation 
attracts more and more attention during last decade. The algorithms can be catego-
rized into three main groups: Electronic travel aids (ETAs), electronic orientation aids 
(EOAs) and position locator devices (PLDs). We are mostly interested in ETAs that 
could be used in a GPS denied environment.  

In this paper, we propose a rapid segmentation-based stereovision approach to gen-
erate dense 3D maps. It is efficient since it is a feature-based matching approach. The 
dense 3D map is accurate because it is propagated from accurate 3D measurements of 
some well related salient features. The outcome of the system is not just an array of 
individual 3D points that are usually produced by a typical stereovision system. In-
stead, it is a geometric representation of plane parameters, with geometric relations 
among neighboring planar surfaces. 

The 3D maps should be transduced to users, blind/or visually impaired, thorough 
auditory description and other types of “displays”, such as vibrotactile or Braille, so 
that they can make a decision for navigation. Therefore, it is useful to provide uncer-
tainty measurements of those planar regions to tell users how reliable the 3D map is.  
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The paper is organized as the following. Section 2 discusses a few closely related 
works. In Section 3, we present our segmentation-based stereo vision approach. Sec-
tion 4 provides some experimental results, with discussions in transducing stereovi-
sion results to some novel simulation devices. Finally we conclude our work in Sec-
tion 5. 

2 Related Work 

There are various sensors used in ETA systems, such as video cameras [2], [10], [11], 
[15], ultrasound rangers [12], [20], and sonars [1], [3], [5]. Video camera become 
popular sensors in such systems due to the availability of low-cost, small CCD or 
CMOS cameras and recent advance in the computer vision algorithms. Coughlan et 
al. [7], [8] propose systems for helping visually impaired to find a path to a machine-
readable sign using a cellphone camera. Using stereo cameras [2], [10], depth maps 
are produced to aid navigation. Staircases [14], [16], [17] and zebra-crossings [18] are 
detected using stereo cameras. However, above methods require a textured environ-
ment, and will not work well in textureless area because matching in textureless areas 
is ambiguous. Though stereovision using global optimization frameworks [4] may 
obtain more robust results, the computation is expensive and is not suitable for this 
application. 

3 Our Algorithm 

Before we go into more details of the algorithm, here is an overview. For a pair of 
stereo images, the left view is used as the reference view, color segmentation is per-
formed on this image, and the so-called natural matching primitives (Fig.1a, details 
explained later) are extracted. Multiple natural matching primitives are defined for 
each homogeneous color image patch, which approximately corresponds to a planar 
patch in 3D. Then the matches of those natural matching primitives are searched  
for in the right image, a plane is fitted for each patch, and its planar parameters are 
estimated. To improve the robustness of stereo matching, each planar patch is  
warped between views to evaluate the matching accuracy, and uncertainty values are 
generated. 

There are three major steps in our algorithm for the segmentation-based stereo 
matching: (1) matching primitive extraction; (2) patch-based stereo matching and 
plane fitting; and (3) plane merging, splitting and refinement. We will discuss them in 
the next three subsections. 

3.1 Matching Primitive Extraction  

First, the reference image is segmented, using a mean-shift based approach [6]. The 
segmented image consists of image patches with homogeneous colors, and each of 
them is assumed to be a planar patch in 3D space. For each patch, its boundary is 
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Assuming that each homogeneous color region is a planar patch in 3D, a plane 

 0=+++ dcZbYaX  (1) 

is fitted to each patch after obtaining the 3D coordinates of the interest points of the 
patch. We use a robust RANSAC method to fit a plane. In the voting step, interest 
points with higher confidences are able to vote more tickets, the uncertainty values of 
the interest points are also updated using the plane fitting result. The result of a patch 
after the above steps is in the form of a 3D planar equation and the boundary of each 
patch with 3D coordinates and their uncertainties. The process is very efficient, par-
ticularly for a large textureless region, like the surfaces of a desk, walls and doors. 
The interest points of a patch that lie on the image borders are not taken into account 
(marked with very large uncertainty) therefore partially visible regions can also be 
correctly handled.  

3.3 Plane Merging, Splitting and Parameter Refinement  

One real-world planar surface may have been segmented to several sub-regions dur-
ing segmentation. In order to recover meaningful surface structure, we try to combine 
them back into one surface. On the other hand, a patch may include multiple planar 
surfaces due to lack of texture. To solve the problem, first we perform a modified 
version of the neighboring plane parameter hypothesis approach [21] to infer better 
plane estimates. The main modifications are: first the plane hypothesis is only pro-
vided by patches with small uncertainty. Second, the neighboring regions sharing the 
same or very close plane parameters are merged into one larger region. This proce-
dure is performed recursively till no more merging or spitting occurs. 

(a)   (b)  

Fig. 2. (a) The left stereo image (reference image); (b) Depth image with the boundaries and 
plane parameters of some patches overlaid, regions with large uncertainty (wrong estimate) are 
marked in color 

4 Experimental Results 

Experiments have been performed to test our approach. Image sequences were cap-
tured by the stereovision head Bumblebee. The baseline distance between the left and 
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Therefore we applied a special sub-sampling method (refer smart sub-sampling) to 
sample 2D images and 3D depth maps and transduce the sampled results into the 
above devices that have limited resolutions so blind or visual impaired people can 
better ‘see’ surrounding environments through alterative perceptions. Instead of un-
iformly sampling, the smart sub-sampling method can convey more important infor-
mation with a limited resolution. The main idea is to use both the segmentation and 
3D reconstruction results to keep the small but close objects in the sub-sampled im-
ages. Fig. 3 shows an example after applying smart sub-sampling. Fig. 3a and 3b are 
left view of a stereo images and recovered depth map using the proposed method, 
respectively; Fig. 3c shows that the tripod, which is about 1.55 meters from the user, 
is missing after uniform sampling, but it is still preserved using the proposed smart 
sub-sampling (Fig 3d). 

5 Conclusion 

In both indoor and outdoor urban environments, most of the surfaces of man-made 
objects are planes; therefore a 3D reconstruction method that directly produces plane 
surfaces is an appropriate approach to solve the navigation problem for blind or vi-
sually impaired individuals. In this paper, we have proposed a segmentation-based 
stereo approach that features natural matching primitives, three-step efficient match-
ing and accuracy parametric 3D estimation. Planar surfaces are represented by their 
plane parameters (orientations, distances, boundaries), and their relations, Based on 
this 3D model, algorithms in traversable path planning, obstacle detection and object 
recognition will be developed for assisting the blind in urban navigation. In our future 
work, we will test our segmentation-based stereovision approach for both 3D recon-
struction and transducing with visually impaired users. 
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Abstract. Detecting humans and objects in images has been a very challenging 
problem due to variation in illumination, pose, clothing, background and other 
complexities. Depth information is an important cue when humans recognize 
objects and other humans. In this work we utilize the depth information that a 
Kinect sensor - Xtion Pro Live provides to detect humans and obstacles in real 
time for a blind or visually impaired user. The system runs in two modes. For 
the first mode, we focus on how to track and/or detect multiple humans and 
moving objects and transduce the information to the user. For the second mode, 
we present a novel approach on how to avoid obstacles for safe navigation for a 
blind or visually-impaired user in an indoor environment. In addition, we 
present a user study with some blind-folded users to measure the efficiency and 
robustness of our algorithms and approaches.  

1 Introduction 

According to American Foundation for the Blind, the number of legally blind in the 
US is 1.3 million and the total number of blind and visually impaired is 10 million 
(100,000 students), and these numbers are increasing with the aging population in US 
and around the world. If we can accomplish a reliable and robust vision solution for 
blind people with cutting edge technology, at an affordable cost, then it will have a 
tremendous impact. The goal of this project is to develop a wearable computerized 
system that assists blind and visually impaired individuals in detecting multiple hu-
mans, and in detecting and avoiding obstacles. 

Blind and visually impaired individuals encounter many challenges. One of the 
most common challenges is the inability to detect obstacles along their walking path. 
Kinect can be and has been used as a tool to help the blind and visually impaired 
people to detect humans and objects along their paths [1]. Xtion Pro Live by Asus is a 
sensor capable of acquiring both RGB color images and depth images in real-time. By 
combining the RGB camera and depth sensor, Xtion Pro Live offers a whole array of 
capabilities including: motion capture, object recognition and detection, facial recog-
nition, voice recognition, 3D mapping, and others features which are fundamental and 
required to achieve our project idea. Furthermore, it can be run on USB power, which 
results in an ideal sensor for a wearable system. 

The above features can be interconnected together to develop a robust visual guid-
ance system which could help the blind on their daily tasks. For instance, walking by 
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a corridor, detecting and avoiding obstacles, recognizing a human or object, finding a 
particular path, and many others, without the use of a walking dog (extremely expen-
sive) or the white cane. In this paper, we utilize the depth information that Xtion Pro 
Live provides to detect humans and obstacles on the path of a blind or visually im-
paired person.  

The paper is organized as the following. Section 2 discusses related work on vari-
ous methods on obstacle and object detection for the blind.  In Section 3, we discuss 
two algorithms using the 3D sensor: human detection and obstacle avoidance. In the 
first part, we focus on how to track and/or detect multiple humans and moving objects 
and then convey the information to the user. In the second part, we present a novel 
approach on how to avoid obstacles or objects for safe navigation of the blind or vi-
sually-impaired user in an indoor environment. In Section 4, we present a user study 
with some blind-folded and blind users to measure the efficiency and robustness of 
our algorithms and approaches. Finally, Section 5 concludes our work. 

2 Related Work 

There are a number of groups who have used various 3D vision techniques to solve 
the problem of object detections to guide blind people. Zöllner and Huber [1] de-
signed a vibrotactile waist belt and markers from the AR-Toolkit by leveraging the 
Microsoft Kinect camera. Tyflos [2] is a prototype device consisting of two tiny cam-
eras, a microphone, and ear speaker, mounted into a pair of dark glasses and con-
nected into a portable PC for blind individuals. The overall idea is to detect changes 
in a 3D space by fusing range and image data captured by the cameras and creating 
the 3-D representation of the surrounding space. 

Meers and Ward [3] proposed an electro-tactile stimulus approach with stereo vid-
eo cameras and GPS for providing the user with useful 3D perception of the environ-
ment and landmarks without using the eyes. Authors in [4] used Kinect sensor on a 
wheeled indoor service robot for elderly assistance. The robot makes use of a metric 
map of the environment’s walls, and manipulates the depth information of the Kinect 
camera to detect the walls and localize itself in the environment. 

Dakopoulos and Bourbakis [5] aim to achieve obstacle avoidance and navigation in 
outdoor environments with the aid of visual sensors, GPS, and electrotactile simula-
tion. Chen and Aggarwal [6] propose a segmentation scheme using Kinect to separate 
the human from his or her surroundings, and extract the whole contours of the figure 
based on the detection point. 

Drishti [7] employs a precise position measurement system, a wireless connection, 
a wearable computer, and a vocal communication interface to guide blind users and 
help them travel in familiar and unfamiliar environments independently and safely. 
The system in [8] detects the nearest obstacle via a stereoscopic sonar system, and 
sends back vibro-tactile feedback to inform users about their localization at increasing 
the mobility of visually impaired people by offering new sensing abilities. 
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3 Human and Obstacle Detection 

The Xtion Pro Live is built for gaming, so in most of the applications, the sensor is 
stationary. In our experiments, up to three people can be easily identified using the 
OpenNI framework, if the sensor is stationary. However, if the sensor is in motion 
while the user is walking, it is difficult to use the OpenNI’s existing functions to 
detect and track people. It would be an interesting research topic to identify and track 
people when the sensor is in motion. In this paper we assume that the system will 
keep stationary when the user wants to identify people, and when the user walks, we 
switch to a different mode - obstacle detection and avoidance. 

3.1 Human Detection and Transducing 

We use the OpenNI framework [9] of the Xtion Pro Live to detect humans. We were 
able to identify the number of people and their relative positions in real-time from the 
Xtion Pro Live in millimeters (mm). For system debugging, we integrated and confi-
gured the OpenNI framework with OpenCV, an open source computer vision library 
[10].The program has the following key components: 

1. Generate and show depth and RGB information using the OpenNI framework, 
which provides an application programming interface (API) for writing applica-
tions utilizing natural interaction. It covers communication with vision and audio 
sensors, as well as high-level middleware solutions (e.g. for visual tracking using 
computer vision). 

2. Tracking people, and estimate distances and positions in 3D space. For tracking 
and estimation we take the depth value and display on the user torso. 

3. People’s depth data labeling and coloring for debugging.  
4. Making OpenNI data (depth & RGB) accessible and compatible with OpenCV 

(RGB to BGR conversion) 

Figure 1 shows one of the detection results, where three persons are detected. For 
showing that our algorithm can separate each person from the background, we use a 
unique color for each person that the algorithm detects.  

 

Fig. 1. Depth data: people tracking. Each colored region represents the image of a person, and 
the 3D location of the centroid of each person is annotated on the region of each person. 
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Based on this result, our system can notify the blind user about the number of 
people which happens to be in his or her field of view, and their respective distances 
and positions (in millimeters, mm). Therefore, the user gains knowledge about people 
in front of him/her. This information can also be conveyed to user using text to speech 
function via headphone [11].  

3.2 Obstacle Detection and Avoidance 

The obstacle detection algorithm will work mainly on the depth component of RGB-
D data. In the future, we plan to fuse the depth information with the color information 
to improve the system’s performance in obstacle detection. To improve the efficiency, 
we divide the original range array of 640 (H) x 480 (V) into blocks of 32 (H) x 40(V) 
pixels (Fig. 2). Thus, each block consists of 1280 pixels resulting in a total of 20x12 
blocks of entire field of view, and we calculate an average depth within each block. 
Then, we further group the 20x12 blocks into 5x3 regions with each region containing 
4x4 blocks. Horizontally, we have 5 directions: middle, left, far left, right, far right, 
and vertically we have 3: top, middle, bottom. In each region, the average of the 16 
blocks will be used to give a metric that an obstacle in the region should be avoided. 
In our experiment, we sort the 16 average depths and calculate the average (Z) of the 
middle 10 values.  Then, the metric of obstacle is calculated as M = Z/Zm, where Zm is 
the minimum depth that an object can be to the user; in our experiments, we set Zm = 
1.0 meter. After we calculate the metric of obstacle for each region, then in each di-
rection, the largest of the three metric values are assigned as the metric of obstacle in 
that direction. We note this metric as Md, d = (-2, -1, 0, 1, 2), representing far left, left, 
middle, right, far right.  

   

Fig. 2. Obstacle detection in 5x3 regions 

We use two approaches in prompting the blind user about obstacles. In the first 
naive approach, we use the direction with the smallest probability of obstacle, and 
inform the user to turn to that direction if it is different from the previous one. This is 
searched in the order (far-left, left, middle, right, far-right). This raises issues that the 
changes of directions may be too frequent, and when two directions have the same 
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probability, the direction that is first noted is always reported as the safe direction, 
with far-left is the more preferred direction. 

In the second approach, in order to make the path smooth, we could use a direction 
update approach to give the current direction based on the previous direction, which 
asks the user to go to the closest direction that is still safe, e.g. >1.5Zm = 1.5meters. 
This eliminates the problem of always preferring the far-left - here we prefer the di-
rections in the order panning out from the middle. 

4 Implementation and Experimental Results 

4.1 System Architecture 

The diagram in Fig. 3 shows the system schematic components. The main compo-
nents are the Xtion Pro Live, the Laptop, and Bluetooth. The Xtion Pro Live, being 
smaller and having USB power cord, is connected to the laptop for scanning purposes. 
The laptop processes the depth data from the real world, and performs the detection 
algorithms as the blind walks along his or her passage. The computer notifies the 
blind person of objects ahead, and provides the user with an alternative route to avoid 
a possible collision. The laptop notifications are text-to-speech technology, and the 
user is listening to them through a Bluetooth. The user can also interact with the com-
puter by asking if there are any people around. And the system will remind the user to 
stand still for a while when the system is trying to figure out how many and where the 
persons are. 

 

Fig. 3. System Schematic 

4.2 System Integration and Testing 

We installed the Xtion Pro Live on a belt for testing purposes. The prototype system 
includes these modules (Fig. 4),  Xtion Pro live (Kinect), waist assembly to mount the 
Kinect, laptop for processing and transducing the data, laptop backpack to hold the 
laptop and headphone for giving the user directions.  

We performed a user study with four blind-folded users walking in an indoor envi-
ronment to validate the efficiency and robustness of our algorithms and approaches. 
Fig. 5 shows a picture of the scene where the users are asked to go from a start point 
roughly to an end point along a path. Fig. 6 shows the directions that the four users 
were instructed by our system using the simple one-step approach. You could see the 
unsmooth paths of most of the users. Fig. 7 shows the directions that the four users 
were instructed by our system using the direction update approach, where the paths 
are much smoother.  
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Fig. 4. Xtion Pro Live-Waist assemblies 

 

Fig. 5. An indoor scene with the expected path labeled 

The graph in Figure 6 represents obstacle avoidance paths of 4 blind-folded users 
using the first approach. In this diagram, the crosses represent the 4 different objects 
that we have: 2 trash-cans and 2 waste baskets. The X-axis shows the walking steps, 
each step covering 2 25cm tiles. The Y-axis demonstrates the actual number of tiles to 
get to that object.  The coordinate (1, 12) represents the starting point; we see the 
viewpoint from this coordinate in Figure 5. The shifts represent the directional 
movements that the system prompted the blind-folded user in real time to avoid the 
obstacles. We observed that in this one-step approach, the algorithm favored the left-
hand side first before the right-hand side. This is the reason why for some paths there 
is more left-turns that in others.  

The plot in Figure 7 represents the experiment results of the direction update ap-
proach. In one step approach we observed that our algorithm favors the left hand side. 
In this plot, we observe that the middle direction is suggested to the user as long as 
there are no obstacles in the way. We can certainly conclude that this approach is 
better than one-step approach because it does not ask user to go left/right unless ob-
stacle detected.  
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Fig. 6. Real paths of four users guided by the one-step approach 

 

Fig. 7. Real paths of four users guided by the direction update approach 

5 Conclusion and Discussions 

In general, this system has the potential to replace the walking dog, which is extreme-
ly high cost, or even the white cane. As a result, this would facilitate the walking of a 
blind person by eliminating the fear of experiencing a collision. Compared to the 
current state of the art techniques that involve heavy computation to derive the depth 
information to achieve a simple task as obstacle avoidance, our proposed technique 
will be computationally simpler: Instead of building a global map, we are simply 
interested in a local map and we do not need a persistent map since the obstacle 
avoidance decision is made on the spot (i.e. locally). We also have found that the 
people detection function is a useful one for blind users. 

However, obstacle detection and object avoidance has many limitations. For in-
stance, most of the algorithms traditionally used for obstacle detection and navigation 
might work well, but when used in real time and integrated with Xtion Pro Live, they 
might result slow execution. Furthermore, the SAPI feature of our system reduces the 
computational efficiency output. Overall, obstacle detection and avoidance is still a 
difficult task to accomplish completely and make suitable 100% for blind users. 
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For people detection, the current algorithm requires the user to stand still to detect 
and track people, which have some constrained to the use of the sensor in real life. 
We hope to develop human detection algorithm when the sensor is in motion. This 
will create a lot of challenging issues since the sensor is in motion. All the back-
ground objects are in constant motion, thus making human detection using 3D and 
motion very difficult. 
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Abstract. We propose a system helping the blind to get best-
before/use-by date of perishable foods. The system consists of a com-
puter, a wireless camera and an earphone. It processes images captured
by a user and extracts character regions in the image by using Support
Vector Machine (SVM). Processing the regions by Optical Character
Recognition (OCR) and the system outputs the best-before/use-by date
as synthesized speech.

1 Introduction

From our interview to 14 blinds (10 males and 4 females) on merchandise pur-
chase, we have found the following: 1) they can get rough location of shelf in
stores where they often visit. 2) however, they cannot get merchandise name,
price, and best-before/use-by date of perishable foods. Therefore the blind need
help by a clerk or accompanying person in shopping. They, however, want to
freely shop without relying on others. We propose a portable system which pro-
vides the blind with best-before/use-by date.

2 System Overview

This system consists of a note-computer (Intel Core i5 2.67GHz CPU, 4GB RAM,
Windows 7 OS) , a wireless camera (SONY, DSC-W350) , OCR (Panasonic, Ver.
13.01) and an earphone. When users want to know best-before/use-by date of
perishable foods, they take an image of merchandise by picking up it. After
capturing the image, the system extracts the best-before/use-by date, by image
processing. Finally the system provides the obtained information to the user as
synthesized voice through an earphone.

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 596–598, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Flowchart of best-before/use-by date recognition

3 Best-before/Use-by Date Recognition

Figure 1 illustrates the processing flowchart. First, the system extracts char-
acter candidates consisting of edges. Next, it finds the special mark appeared
in best-before/use-by date by applying Support Vector Machine (SVM) to the
character candidates and extracts a rectangular region surrounding the extracted
mark. Finally, Optical Character Recognition (OCR) is applied to the region,
and the best-before/use-by date is recognized. In a case of perforation printing,
the recognition using OCR is difficult. Therefore, to resolve this problem, we
apply the dilation processing before OCR.

4 Evaluation Experiment

For SVM training, we prepared 193 images as positive dataset and 32,741 images
as negative dataset. We applied the proposed method to 70 images of perishable
foods and drink in paper pack (40 perishable food images and 30 paper pack
images). If the recognition result of OCR includes correct best-before/use-by
date, we classify it as successful recognition.

The number of images for which the method successfully could extract date
region is 37 for perishable foods and 27 for drink in paper pack. Among these
images, the date recognition was succeeded for 33 perishable food images and
13 paper pack images. The rate of date recognition is 0.825 (33/40) for per-
ishable foods and 0.433 (13/30) for drink in paper pack. The processing time is
about 1.128 sec. in average. Figure 2 shows an example of best-before recognition
results.
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(a) Input image

(b) Extracted region image (c) Processed image

Fig. 2. Example of best-before date recognition

5 Conclusion

This paper has presented a portable system to provide the blind with the mer-
chandise information. Evaluation experiments show that users can know mer-
chandise information and pick up the specified merchandise by using the system.
Our future subject is to evaluate how the developed system helps the blind.

This work was supported by JSPS Grant-in-Aid for Scientific Research (c)
(23500647).
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Abstract. As Android handsets keep flooding the shops in a wide range of pric-
es and capabilities, many of the blind community turn their attention to this 
emerging alternative, especially because of a plethora of cheaper models of-
fered. Earlier, accessibility experts only recommended Android phones sporting 
an inbuilt QWERTY keyboard, as the touch-screen support had then been in an 
embryotic state. Since late 2011, with Android 4.X (ICS), this has changed. 
However, most handsets on the market today -especially the cheaper ones- ship 
with a pre-ICS Android version. This means that their visually impaired users 
won't be able to enjoy the latest accessibility innovations. Porting MObile Sla-
teTalker to Android has been aimed at filling this accessibility gap with a low-
cost solution, regarding the special needs of our target audience: the elderly, 
persons with minimal tech skills and active Braille users. 

Keywords: (e)Accessibility, Blind People, Assistive Technology, Braille, Usa-
bility and Ergonomics, (e)Aging and Gerontechnology, Mobility, Android. 

1 Introduction 

MOST for Android is a follow-up of the earlier MOST projects [1][4] aimed at port-
ing MObile SlateTalker (MOST) to Android. It was launched in early 2011 and at the 
time of writing, it is just being made publicly available. 

The MOST development team has spent the last year exploring the potential of the 
Android operating system. During this time, the team has migrated the MOST frame-
work to the Android platform, fixed known bugs in the open-source eSpeak TTS, 
ported our own BraiLab speech engine to Android and updated the design of the spe-
cial Braille mask for the touch-screen to include the D-pad navigation controls and 
holes for extra functions in addition to the usual Braille holes. This mask is an essen-
tial part of any MOST powered device and has been evolving along with the subse-
quent MOST versions over the last decade. 
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The existing users of the pre-Android MOST devices are a poorly represented 
segment of the community, visually impaired smartphone users. These users may 
have little or no experience with computers or be elderly but they can communicate 
using Braille. Such persons remain the target audience for the new version of MObile 
SlateTalker. 

2 State of the Art 

MObile SlateTalker (MOST) [1] is a specially designed mobile software suite for 
the blind with dozens of useful applications making use of the phone's touch screen. It 
offers an unified menu system and promotes the daily usage of Braille by a proprie-
tary input method that provides fast text entry, especially when entering non-English 
texts. 

The MOST Consortium maintains and develops the MOST software and related 
hardware since 2004 with the active contribution of about 100 blind users in Hungary. 
Most of them are elderly or persons with minimal tech skills. 

BrailleTouch [5] is an eyes-free text entry application for multi-point touchscreen 
mobile devices developed by Mario Romero and his team at Georgia Institute of 
Technology. It uses the chorded system of Braille and swipe gestures to input text. It 
does not involve any TTS. On Android, it can perform any text entry task. On iOS, it 
is a stand alone application that does not input text to the phone. It is and will always 
be free for any platform. Practically, it's not going to work on MOST Android hand-
sets having a touch-screen hardware capable of handling only the most basic one- and 
two-finger gestures. As of 17th April, BrailleTouch is not yet publicly available. 

Mobile Accessibility for Android [6] by Code Factory is an Android home screen 
application that incorporates a program suite of 10 applications simplified for the 
blind, a screen reader and an embedded Nuance Vocalizer TTS engine. Its concept is 
somewhat similar to that of MOST, in that it offers an unified environment for blind 
users, but it does not provide on-screen Braille input. Instead, the user is encouraged 
to use simplified gestures anywhere on the touch screen and a dynamic virtual key-
board for text entry. A full version can be downloaded from the Android Market for 
70 Euros, or its 30-day trial version for free. The purchased app ships with a TTS 
whose language is included in the name of the app version. 

3 How It Works 

MOST is not a screen reader and does not require the presence of a screen reader 
installed on the same device. While using it, no graphical information is presented to 
the user. Instead, any pieces of data are channeled via pre-recorded and synthetic 
speech. 

The MObile Slate Talker framework [1] provides a user interface that allows blind 
users to operate their device by simple touch actions, while getting an immediate  
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audio feedback. In the MOST system, all applications, settings and features are orga-
nized into a unified menu tree that can be explored by the sole use of the four arrows. 
Character entry is realized by an on-screen Braille input method. A special mask is 
placed over the touch screen, turning it into a digital Braille slate. During Braille text 
input, the arrows are used for cursoring in the text. 

Our 2010 survey[4] showed that both this simplicity of operation and the availa-
bility of the Braille entry mode were praised by an overwhelming majority of our 
users. 

4 Background and Objectives 

A growing number of smartphones today have a highly graphical user interface based 
on interacting with the touch-screen dominating the front side of the device. At the 
same time, many blind users (mostly the women and the elderly) worry that smart-
phones having physical numeric keys and buttons are on the verge of extinction 

On a "traditional" smartphone, the physical keys and buttons are somewhat ele-
vated, thus they remain tactile. In addition, their location is fixed all the time regard-
less of the application or in which mode the phone is currently being used. These 
factors give the blind user a feeling of a higher degree of security when interacting 
with the device. Consecutive MOST projects [3][4] have addressed this issue from the 
earliest stages of the design and development. MObile SlateTalker has always been 
used on touch-screen based hand-held devices (first on Pocket PC and Windows Mo-
bile powered PDAs, and now also on Android handsets). 

The special user interface for visually impaired users is provided by a transparent 
mask template placed over the touch-screen. Holes on this mask guide the users'  
fingers to dedicated areas of the screen. Thereby MObile SlateTalker turns a touch-
screen operated smartphone into a device with quasi push-buttons and keys that be-
come tactile and preserve their location on the screen throughout the operation. As 
opposed to this, designers of the most recent screen-readers seem to be forced to as-
sign more complicated gestures for their visually impaired audience than the ordinary 
sighted smartphone users use. 

Complications culminate around the problem of text input. Entering text (especial-
ly when abound with accented letters or special characters), on a flat glass surface, 
remains a partially resolved issue even with the best effort and concerted haptic, audi-
tory and speech support. Perhaps this is why even the most advanced users cannot 
resist the temptation to obtain an external keyboard of some kind to couple it with 
their "accessible" smartphone. 

MObile SlateTalker's Braille-mask-based input method is effective enough to elim-
inate this temptation on all target devices. Our 2006 paper [2] details the characteris-
tics of the learning process of our test users and lists the typical entering speeds for 
sequential Braille dot entry on the MOST Braille mask. Recently the average entering 
speed for Hungarian uncontracted Braille is around 13 words per minute with a max-
imum at around 19 wpm. 
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5 Market Assessment of Accessible Smartphones in Hungary 

Apple appears to be the sole manufacturer so far to have come up with a mobile prod-
uct family offering a fully integrated, fully functional gesture based screen reader 
(VoiceOver) free of charge in all the languages supported by the iOs operating sys-
tem. On the other hand, iOs devices occupy the high-end of the cell phone market and 
this fact is reflected in their prices. This may contribute to the fact that according to 
our recent survey, there are only about 30 blind iPhone users in Hungary and they are 
all men. 

The elderly and female smartphone users are known to prefer the more conven-
tional Symbian phones having physical keys and pushbuttons, and MObile SlateTalk-
er powered devices. 

5.1 Methodology Used for Conducting the Survey 

Data for the survey comes from two technically separate sources. a) basic pieces of 
data (e.g., age, gender and device model used) from 90 of our registered users have 
been selected, updated and verified. b) Over 100 members of a smartphone oriented 
mailing list operated by a foundation under the umbrella of the Hungarian Association 
of the Blind and Partially Sighted have been selected for inclusion in the study, based 
on their public statements within a period of approx. 13 months (from Feb. 10 2011 
through Apr. 15 2012). The information collected has recently been updated and veri-
fied. Eventually 82 list members have provided sufficient data qualifying them for 
inclusion in this study. 

5.2 Findings of the Survey 

In the table below, numbers represent actual persons or device ownership rather than 
percents. The "Persons" column on the left contains numbers refering to individuals 
(phone users), while in the subsequent four columns to the right, you can find the 
number of certain types of handsets owned by these individuals. In the column la-
beled "MOST", numbers refer to pre-Android MObile SlateTalker devices. The "An-
droid" column shows the number of pre-ICS Android handsets used only with the 
standard accessibility features enabled. Among the iOs devices listed, only 32 are 
actual iPhones, the remaining two are iPod Touch models. 

In each column, the number of males (m) and females (f) is listed along with the 
total (t) number of users in all age groups. The row labeled "Only" at the bottom of 
the table shows the number of users that -according to the data available- only have a 
single smartphone of the kind specified by the column. 

The survey provided data about 154 visually impaired individuals using accessible 
mobile devices in Hungary. 109 of them are male and 45 are female. Assessing the 
totals, MObile SlateTalker appears to be the most favored by women, followed by 
Symbian. It is striking to find no females among the iOs and Android users (probably 
the former being less affordable, while the latter considered to be too experimental). 
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The age distribution in the "Persons" column yields a peak at the 30-39 year age 
group, with the number of females dropping sharply over the age of 60. 

In the "Symbian" column, the ages are more smoothly distributed with a modest 
peak at the age group of 30-39 years, but the number of women already drops over the 
age of 50. 

In our aspect, the most interesting is the "MOST" column. It differs from the other 
columns almost in all possible ways. First of all, the peak appears in an older age 
range, namely between 50 and 59 years. Actually the majority of this user group are 
above the age of 50. Women constitute one third of the MOST users which is the 
highest representation of females among the user groups. The 20-29 age range is 
unique because this is the sole age group of the entire survey of which females consti-
tute the majority. 

Table 1. Results of the Survey on Visually Impaired Smartphone Users in Hungary 

Age 
Persons 

Handsets 

MOST Symbian iOs Android 

F M T F M T F M T F M T F M T 

10 - 19 1 2 3 0 1 1 1 1 2 0 1 1 0 0 0 

20 - 29 11 17 28 5 4 9 8 12 20 0 4 4 0 2 2 

30 - 39 12 28 40 8 10 18 6 19 25 0 11 11 0 4 4 

40 - 49 8 20 28 4 10 14 6 16 22 0 7 7 0 2 2 

50 - 59 9 20 29 9 15 24 1 6 7 0 0 0 0 1 1 

60 - 69 3 18 21 3 16 19 0 4 4 0 3 3 0 0 0 

70+ 1 4 5 1 4 5 0 0 0 0 0 0 0 0 0 

Total 45 109 154 30 60 90 22 58 80 0 26 26 0 9 9 

Only  55 42 8 1 

The results of this survey show that addressing the special needs of the target users 
(in our case the elderly and women) in the design and ergonomics, the simplicity and 
affordability are reflected in the users' preferences and in their choice of product. 

6 Porting MOST to Android 

As the first technical details of the Android operating system were unveiled several 
years ago, it occurred to be an appropriate choice to migrate the next generation of the 
MOST software to. Android seemed to be a promising target especially because it had 
been declared to be an open-source cell phone platform. 

Before the first actual Android phones hit the shops, technical reviews kept empha-
sizing Android's inherent advantages, its flexible nature and novel system architec-
ture, and brand new ways the system and the applications could interact with each 
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other. Any system components (home screens, widgets, services, input methods, etc.) 
might be replaced with third-party alternatives or custom-built ones. 

At that stage, one could have the impression that a third-party developer would 
have full control over the operating system. We certainly hoped that any of its beha-
viors might be modified for the benefit of the visually impaired users. In the subse-
quent sections, we are going to discuss these issues in detail with regard to their ac-
cessibility implications, how such obstacles can be overcome, and deal with the ques-
tion whether Android can finally be considered an open system or not. 

As real Android handsets became available, soon it was obvious that the promises 
and the reality weren't in perfect unison. The practices introduced then persist still 
today. Handsets from the major manufacturers ship with a locked system ROM, 
which means that the pre-installed factory image cannot be modified at all, and the 
owner of the phone is degraded to a simple user with restricted rights in the system. 

MOST relies on a fixed screen layout determined by the Braille mask placed over 
the touch screen. This fixed layout must be kept persistently on the screen within 
MOST. The Braille mask will not and cannot be moved or removed for the sake of 
individual user operations. Therefore MOST does what it can to prevent the screen 
layout from changing unexpectedly. 

However, certain system dialogs and activities cannot be prevented from showing 
on the screen or be replaced by custom ones or it just makes no sense to do so without 
the required permissions. 

For instance, a long press of the POWER button brings up the shutdown dialog that 
cannot be suppressed or replaced with a custom one. Anyway, invoking a call to shut 
down the device is bound with a permission not granted to a third-party app. 

A long press of the HOME button brings up the recent apps list dialog, that cannot 
be dismissed from within a third-party app although what it provides could be repro-
duced with the standard SDK. It is the same with the "Battery is low", "An application 
is not responding" and "An application has kept the device awake for a long time" 
dialogs. 

Defining a fixed screen layout that persists all over the system feels to be a bumpy 
road. For entering characters in Braille whenever it is needed, the best choice is to 
develop and install a custom Braille input method. However, it is a multistep proce-
dure to allow a custom input method to be available all across the system, and even 
then it will only show up when the user moves the focus onto an input field. Further 
on, an input method can get covered or hidden unpredictably by a number of things. 

As an alternative, a custom built application widget with a fixed size and screen lo-
cation may hold an unchanging layout within the boundaries of the widgets own con-
text while shifting the rest of the screen content out of the way. Blind-friendly input 
methods and a fixed location virtual D-Pad have been introduced by the Eyes-Free 
Project with Android 4.X and through a compatibility package they are meant to work 
on earlier Android platforms as well. However, on several pre-ICS devices, both these 
input methods and the virtual D-Pad get easily swept away by opening the default 
home screen's application menu, or when a system dialog mentioned earlier or a dial-
ing screen or in-call activity is shown. 
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All this means that whenever the user moves (or is moved) outside the MOST en-
vironment, keeping the fixed Braille layout on the screen becomes a challenge. At this 
time, the only workaround seems to be to enable targeted accessibility services or the 
system's default accessibility feature as a last resort and to use the inbuilt physical 
keyboard of the phone. 

Another complicating factor is that the handset manufacturers and even some car-
riers tend to "temper" with the top layer of the Android system. Most often it affects 
the look and feel of the user interface but these manufacturer-designed layers are 
usually more than simple custom skins, and they always constitute a non-open-source 
portion of the system. In certain cases, the custom layer even affects the performance 
of the accessibility functions and services. 

Recording a phone call using the standard android.media.AudioRecord functions is 
not possible. However, this is an undocumented "feature" that comes with unexpected 
consequences. In the best case, the recording will simply be unusable. If a phone call 
is answered or initiated while an audio recording is in progress, the sound file being 
created may be left incomplete and therefore unusable. In the worst case, the system 
may crash so severely that it can't even be restarted. 

The workaround involves pausing the recording when a call is answered or placed 
and resuming the recording after the call has ended. 

On Motorola handsets, a double tap on the HOME button performs the so-called 
"default operation" that may be chosen from a list found among the application set-
tings in the system. There is no way to suppress or replace this feature. 

When one enables the system's accessibility service, it implicitly sets the "Caller 
ID readout" setting affecting the phone ringer to "Caller ID repeat" and this is applied 
every time the phone is rebooted. The workaround involves fumbling around with the 
system-wide stream volume settings and playing phone and alarm ringtones from 
within the MOST program. 

Certain operations that an Android app may want to perform rely on a related sys-
tem permission. Most such permissions may be granted by the application to itself, 
but a number of these self-issued permissions are rejected by the system. This is a 
rather poorly documented area of the system APIs and the SDK and hindered our 
development work already at the design stage. 

Some of these rejected permissions are related to quite trivial functions such as set-
ting the system clock's date/time, calling privileged numbers (i.e., placing emergency 
calls directly), enabling the speakerphone, muting the microphone or feeding DTMF 
codes into the phone line. 

As an alternative to the regular consumer phones mentioned above, Google pro-
vides the Nexus family as a so-called Dev Phone product line for advanced develop-
ers. These phones are SIM-unlocked and system unlocked, but they are located in the 
higher price segment of the smartphone market and are not available in all regions. 
Such phones' ownership is restricted to registered Android developers and copy pro-
tected apps are not available for Dev Phones for download. These circumstances 
make them largely inadequate for most non-developer users. 

With the restrictions on a regular consumer phone, the environment in which an 
Android app must run tends to resemble the conditions on an iOs device, but it must 
be stated that even so there is a lot more freedom for a third-party developer on the 
Android platform. 
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7 Conclusion 

As PDAs went out of fashion, the MOST Consortium had to find a new range of tar-
get devices for MObile SlateTalker. By Q3 2011 Gartner estimated more than half 
(52.5%) of the smartphone market belonged to Android. The same research company 
also estimated that Android was going to dominate the entire mobile market soon. 
Therefore Android handsets appeared to be the best choice for us. 

Since affordability was known to be among the main priorities of our users, we had 
to extend our software support to handsets sold at more modest prices. These tend to 
run on pre-ICS android versions on which the in-built accessibility functions are still 
in a kind of half-baked state. 

The recent Android port of MObile SlateTalker with its own input method via a 
special mask template provides an affordable solution for our target audience who are 
otherwise poorly represented on the accessibility market and whose special needs are 
still to be addressed by the major players, at least in Hungary. This paper summarizes 
our efforts and results in overcoming the often unforeseen obstacles and unleashing 
the potentials of Android. 
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Abstract. The study presented in this paper is part of mobile accessibility re-
search with particular reference to the interaction with touch-screen based 
smartphones. Its aim was to gather information, tips and indications on interac-
tion with a touch-screen by blind users. To this end we designed and developed 
a prototype for an Android-based platform. Four blind users (two inexperienced 
and two with experience of smartphones) were involved from the early phase of 
prototype design. The involvement of inexperienced users played a key role in 
understanding expectations of smart phones especially concerning touch-screen 
interaction. Skilled users provided useful suggestions on crucial aspects such as 
gestures and button position. Although the prototype developed is limited to on-
ly a few features for the Android operating system, the results obtained from 
blind user interaction can be generalized and applied to any mobile device 
based on a touch-screen. Thus, the results of this work could be useful to devel-
opers of mobile operating systems and applications based on a touch-screen, in 
addition to those working on designing and developing assistive technologies. 

Keywords: mobile accessibility, touch-screen, blind users. 

1 Introduction 

The use of mobile devices is rapidly increasing especially with smartphones, which can 
provide additional functionalities compared to traditional phones. Generally speaking, it 
is a challenge for the visually-impaired to use these mobile devices. The interaction 
modality which is increasingly used for these devices is mainly via a touch-screen dis-
play. The absence of hardware keys makes the interaction with smartphones more diffi-
cult and complex for those who are blind. Interaction modalities based on gestures and 
taps can be a practicable solution, provided they are well designed and simple to use. 
Apple has already put on the market devices accessible to users with disabilities, such as 
iPhone 3G, 4 and 4S (http://www.apple.com/accessibility/). At the same 
time there are also some active projects aimed at studying how to provide access to 
devices based on the Android (http://eyes-free.googlecode.com/svn/trunk/ 
documentation/android_access/index.html). However, all these solutions and 
studies are still at the early stages. It is therefore important to understand the suitability 
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of the new interaction modalities with touch-screen devices for people with vision im-
pairment. Our aim is to evaluate if there are still aspects to be made more accessible and 
usable for user interaction. In [8] the authors observed some usability issues  
encountered by blind users while interacting with the tablet iPad, although the Voice-
over support seems to be generally accessible. This implies that there are still mobile 
accessibility issues to be analysed and evaluated in order to enhance blind user interac-
tion with a touch-screen. 

Our objective is to understand how a blind person – especially a beginner user - 
can interact easily with a mobile device through a touch-screen. This was done by 
involving the end users in the collection of preliminary information and comments 
useful for designing the interface. The Android platform is the system developed by 
Google as its solution for the mobile world. Devices based on this platform are still 
not particularly accessible and usable by blind people. By selecting the Android plat-
form, we wanted to contribute to research in connection with this widely-used device. 
Furthermore, this system is very suitable for development due to the fact that it is 
more open. However, the main features identified and proposed can be generalised 
apart from the mobile operating system.  

This study is part of the European project "Smarcos" (http://www.smarcos-
project.eu/) that includes among its goals the development of services which are 
specifically designed and accessible for blind users. In this paper we present the pro-
totype application designed to make the main phone features available in a way which 
is accessible for a blind user – especially for an unskilled one. The prototype has been 
developed to firstly evaluate the interaction modalities based on gestures, audio and 
vibro-tactile feedback. A preliminary evaluation with blind people was conducted in 
order to involve end users at an early stage of the prototype development. 

After a brief related work section, the prototype will be introduced by describing 
the main features and functionalities. In particular, the preliminary evaluation results 
obtained by observing and interviewing a group of blind users will be discussed. 

2 Related Work 

A multimodal approach can be a valuable way to support various interaction modes, 
such as speech, gesture and handwriting for input and spoken prompts. The tests de-
scribed in [2] showed that user performance significantly improves when haptic stim-
uli are provided in order to alert users to unintentional operations (e.g. double clicks 
or slips during text insertion). However, the study mainly focuses on the advantages 
of exploiting the haptic channel as a complement to the visual one and is not con-
cerned with solutions for blind users. By combining various interaction modalities, it 
is possible to obtain an interactive interface suitable for users with varying abilities. A 
well-designed multimodal application can be used by people with a wide variety of 
impairments. Multimodal approaches and gesture-based apps can certainly facilitate 
interaction for users with impairments; however, creating accessible touch screen 
interfaces for the blind user still remains a challenge [1], [4] and [5]. Several studies 
investigate on multimodal interaction for people with disabilities using mobile  
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devices. In [3] the authors evaluated a combination of audio and vibro-tactile feed-
back on a museum guide, which had a positive response for the user with vision im-
pairments. With regard to user interface (UI) design, the work presented in [10] sug-
gests an important principle which should be considered when designing a product: 
developers should focus on ability rather than disability. This interesting concept has 
been considered in several pilot projects, including Slide Rule which aimed to study 
touch screen access for blind users. In particular, Slide Rule is a prototype utilizing 
accuracy-relaxed multi-touch gestures, “finger reading,” and screen layout schemes to 
enable blind people to use unmodified touch screens [6]. The study [7] found out 
preliminary results concerning gestures preferred by blind persons. Evaluated gestures 
include screen corners, edges, and multi-touch (enabling quicker and easier identifica-
tion). Also new gestures in well-known spatial layouts (such as a qwerty keyboard) 
have been considered in the study. In our work we would like to further investigate on 
this kind of interaction modality by using an Android touch-screen based device. 

More precisely, in our work we intend to investigate if gestures and voice and vi-
bro-tactile feedback can be useful for the blind to confirm an action on an  
Android-based smartphone. The Android platform includes a built in text-to-speech 
engine and a screen reader to enable phone manufacturers to deliver accessible smart-
phones. Android phones can also be highly customized by downloading third-
party accessibility applications that make nearly every function possible without  
sight, including making phone calls, text messaging, emailing  and web browsing 
(http://www.google.com/accessibility/products/). [9] describes an ex-
ample application developed for the blind using an Android-platform device. How-
ever, the proposed work on accessibility support is still in progress and input/output 
modalities need to be investigated in order to identify the most appropriate modalities 
to interact with a touch-screen. 

3 Methodology 

As mentioned, this research is aimed at investigating the accessibility and usability of 
interaction with a touch-screen-based smartphone for blind users. For this purpose, we 
developed a prototype application which makes some essential smartphone features 
available and accessible. An Android platform was used for this. The functionalities 
we included in our prototype were chosen according to the interaction modalities to 
be investigated. This application was used as a starting tool to gather evidence and 
evaluate user interaction involving a group of blind people. In this way, we applied a 
user-centred design approach to our study. The methodology used can be summarised 
as follows: 

• Analysis of the interaction between blind users and a smartphone touch-screen. In 
order to identify users’ requirements, a small group of four totally blind people was 
involved in the design-development cycle; 

• Development of a prototype for the Android system able to give access to the func-
tionalities chosen during the analysis. The prototype works on the basis of the main 
interaction gestures to be investigated; 
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• Collection of preliminary data and first impressions of the prototype by the end 
users. To this aim, the group was closely observed and interviewed for their feed-
back; 

• Evaluation of the feedback collected during the interviews, which could be useful 
to improve user interface design. 

4 User Requirements and Main Interaction Features 

To gather information useful to identify the main features to be included as well as the 
main interaction aspects to be evaluated; four totally blind users were involved in our 
study. All four had knowledge of using ITC technologies and smartphones with 
screen readers. However, only two had experience of devices with a touch screen. The 
two less experienced users were included in the group in order to record their expecta-
tions of interacting with a touch-screen smartphone. The two more skilled members of 
the group were involved in order to gather suggestions and comments for more usable 
and appropriate interaction modalities. 

All the users showed interest in a smartphone based on the Android platform for a 
number of reasons. One important aspect is the wide range of smartphone models 
available on the market with a variety of prices and features. Furthermore the users 
agreed on the basic functionalities necessary on a smartphone: first of all the phone 
functionalities such as calls, contacts and short messages should be accessible and 
easy to use. If these functionalities are provided, then the users would consider evalu-
ating more complex features.  

On the basis of feedback from users, it was clear that some aspects of interacting 
with a touchscreen needed to be considered when designing the prototype. Therefore 
we took into account (1) how the commands should be organised and sequenced, and 
(2) how the interactive elements should be designed and developed. The main issues 
and aspects observed by the user can be summarised as: 

• Keys and touchable elements as reference points: The users pointed out that the 
hardware keys as well as all the elements clearly felt by a finger (e.g. buttons, 
edges, points, etc.) play a crucial role for a blind person. he main problems encoun-
tered by the users are related to the absence of hardware keys on the smooth screen 
of a smartphone. In particular the less experienced users were apprehensive about 
their ability to find their way around the screen as well as the different options. Us-
ing the numpad is one of the most worrying issues for the users.  In particular, edit-
ing a phone number is considered to be the first functionality that should be not 
only accessible but especially usable. Furthermore, although a screen reader is 
generally available to announce the number touched, the users said that they usu-
ally rely on the “marked” five (5) key to find their way around the numpad when 
editing a number. As a result they requested this important feature on the touch-
screen as well as. They also stated that because the hardware keys are clearly per-
ceivable and the “five” key can help in moving around the numpad, a blind user  
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can edit a number even in situations when there is a lot of noise, and a screen read-
ing voice would not be heard very well. A similar option  should also be available 
on a touch-screen device. 

• Organisation of commands and functionalities: The two less experienced par-
ticipants said that the commands and actions on the Nokia phones are organised in 
a way which makes it simple for a blind user who is familiar with menus and sub-
menus. This means that they gave a positive evaluation of the opportunity to use a 
hierarchical menu for commands and actions. 

• Simplicity and usability of common functions: The most widely used functions 
and commands need to be carried out as easily and naturally as possible. Some ex-
amples locating the main buttons quickly, exploring the objects following a logical 
pattern, and learning to use the smartphone for the first time with little effort. The 
more experienced users suggested placing some specific command buttons in a 
fixed position to make it easier to detect them. Furthermore they also proposed the 
idea of exploiting multimodal interaction in order to provide alternative and com-
plementary forms of interaction with the smartphone. Particular attention should be 
paid to two particular aspects. First the way the UI elements are explored. Sec-
ondly the method used to select and confirm an action in order to avoid activating 
an undesired command involuntarily. 

5 The Application Prototype 

This prototype is an application for the Android system on mobile devices. It was 
tested on Samsung Galaxy S, Samsung Nexus S and Huawei IDEOS. The application 
is not in any way intended to replace screen reading software. Instead it implements 
the set of features and functionalities used to observe and assess how the users inter-
act with the touch-screen. Thus, when designing the Android application we consid-
ered the following aspects with reference to user requirements: 

1. Organization and arrangement of the UI items and the instructions to use the 
phone. The following points were analysed: 

─ The structure and the logical order employed to organize the information (e.g. 
flat or nested in macro topics); 

─ The division of the UI so that it contains all the elements needed to exploit the 
application. Two aspects were important in choosing the position and size of the 
elements on the screen (I) making identification of elements simple and (II) 
making use of previous knowledge of the usual positions for elements (e.g. ex-
it/back button element on the top left which is similar to the typical ESC key po-
sition on a computer). In order to facilitate some main actions, four buttons were 
placed at the four corners of the screen. For most cases, these buttons are used 
to: (I) identify the current position (II) repeat the last action performed (III) con-
firm the last action performed (IV) close the current task. 
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─ The way to define interaction modalities, i.e. (I) the accepted gestures for the 
screen (e.g., scrolling, flicking, tapping, double tapping) in order to navigate and 
access information and (II) the resulting feedback (e.g., vibration, vocal mes-
sages). Working together with the users, we identified the appropriate gestures 
to adopt. We associated a category of actions to each gesture. For instance, a left 
or right flick for scrolling through elements such as SMSs or contacts, or tables. 
Another example is the double tap to select a command or confirm critical ac-
tions, such as sending or deleting an SMS. As regards the feedback, we tried to 
do the following (I) associate voice messages only to crucial stages in order to 
avoid confusing the user with too much feedback (II) formulate short but clear 
phrases to describe the actions taken by the user (III) use similar phrases for 
similar activities. Both expert and non-expert users requested the option to de-
cide how much vocal feedback is provided. In fact, in the early stages of learn-
ing, it is useful to have voice assistance, but with practice the voice can become 
irritating and unnecessary. 

2. Implementation of the basic functionalities (contacts, call, read/write an SMS and 
read information in table format).Particular attention was paid to virtual keyboards 
as regards: (I) the layout of keyboard keys on the screen (II) the selection mode of 
a key.  In order to satisfy the request by users for easy identification of the number 
5 our proposal was to place this virtual number at the point where you first tap the 
screen. On the basis of this first tap the user can move around to locate the position 
of the other numbers. However, this solution does not exploit the prior knowledge 
of users who can find the position of a key by remembering its location on the 
screen. As a result we decided to use a keypad with numbers in fixed positions on 
the screen. Even though using a standard layout could have been more user 
friendly, we decided to maximize the size of the numeric keys in order to exploit 
the full screen. This solution was immediately found to be effective and fast to use. 
Regarding the voice feedback, this required more detailed analysis. While scroll-
ing, the user received very quick vocal feedback when moving from one number to 
another. Therefore we decided to introduce a silent gap between the keys in order 
to have an interval between the vocalization of two adjacent numbers. The result 
was a significant decrease in errors when selecting a number. During the analysis 
and implementation of software keyboards, interesting results were obtained from 
the choice of selecting keys. Users were offered two options for selecting the de-
sired key once it was located. These were (I) double tapping on the screen, or (II) 
only lifting the finger. Experienced users immediately chose the second solution. 
Although they could use both methods without difficulty, the finger lifting gesture 
proved to be more rapid and led to a smaller number of errors. The novice users 
initially preferred the double touch option, but after testing it for a short time, they 
switched preference. For this and other reasons, we decided that the two modes of 
selection were to co-exist in the application. Regarding key selection, we again ad-
dressed the number 5 question. To this end, we associated a vibro-tactile feedback  
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when touching the number 5 on the screen. The users were very positive about this 
additional feature. For this reason, we are currently researching the idea of asso-
ciating different vibration patterns to the different keys. 

3. Implementation of more complex features in order to evaluate advanced functio-
nalities and opportunities for users with vision impairments. Although this study is 
mainly devoted to the analysis of user-touchscreen interaction we wanted to ana-
lyze how the potentialities provided by a smartphone can be exploited by blind us-
ers. In this context, providing a QR code reader that vocalizes the result seemed to 
be a good starting point. This QR reader could be used to identify household ob-
jects known to the user or to label the aisles and shelves of a supermarket. Expe-
rienced users were very interested in this as a further opportunity to increase their 
autonomy and independence. 

During this study we tried to exploit the user settings in order to allow the user to 
choose how to provide and receive information using the phone.  

This prototype relies on the (https://market.android.com/details?id= 
com.svox.langpack.installer&hl=it) text-to-speech engine in order to gener-
ate the audio feedback, i.e. all the audio messages are created on the spot using a 
voice synthesizer. 

6 Conclusions 

This study investigated the interaction between blind users and touch screen mobile 
devices. To this end, we chose Android-powered devices and we developed a proto-
type application to implement some targeted functionalities. Involving four totally 
blind users who interacted with the application, we analysed and evaluated different 
gestures and feedback. Although the study is based on the Android system, the inter-
action mode is independent of the operating system and platforms. This means that 
many of the results discussed can be taken into consideration both by people who 
develop systems for mobile devices, and those who produce assistive applications. 

In the future we plan to develop an advanced version of the prototype using the 
suggestions from the users as well as our own observations. In addition, the study 
highlighted the need for a thorough analysis of the following topics: (I) Editing text 
using the QWERTY keyboard and (II) More extensive use of vibration as feedback. 
With regard to the first point, the main difficulties were the limited size and proximity 
of the keys. In addition it would be worth studying an efficient way to correct errors 
made when writing. For the second aspect, a wider use of vibration could be useful to 
better distinguish between UI elements. 

Following this additional research, we will carry out a more structured user test 
based on specific tasks in order to collect further data. 
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Abstract. In recent years, smartphones (e.g., Apple iPhone) are get-
ting more and more widespread among visually impaired people. Indeed,
thanks to natively available screen readers (e.g., VoiceOver) visually im-
paired persons can access most of the smartphone functionalities and ap-
plications. Nonetheless, there are still some operations that require long
time or high mental workload to be completed by a visually impaired
person. In particular, typing on the on-screen QWERTY keyboard turns
out to be challenging in many typical contexts of use of mobile devices
(e.g., while moving on a tramcar). In this paper we present the results of
an experimental evaluation conducted with visually impaired people to
compare the native iPhone on-screen QWERTY keyboard with TypeIn-
Braille, a recently proposed typing technique based on Braille. The ex-
perimental evaluation, conducted in different contexts of use, highlights
that TypeInBraille significantly improves typing efficiency and accuracy.

1 Introduction

The accessibility to smartphone devices by visually impaired users has recently
significantly improved, hence rendering most of existing applications accessible
to these users. Despite these achievements, there are still some operations that
require a longer time or higher mental workload to be completed by a visually
impaired person. In particular, in this paper we consider the problem of typing.
Since the large majority of smartphone devices do not have a physical keyboard,
typing is enabled by the on-screen QWERTY keyboard that appears on the
device screen.

In this paper we show that this operation is time-consuming and error-prone
for visually impaired users. To address this problem, we previously proposed
TypeInBraille, a novel approach to text typing that is specifically designed for
blind users [1]. The core idea is to insert text using the Braille code, by inserting
each Braille cell with a sequence of at most three gestures. In this contribution we
experimentally show that this solution has a number of advantages with respect
to the on-screen keyboard. In particular, we show that: (a) TypeInBraille allows
the users to improve their typing performances with respect to the on-screen
keyboard both in terms of typing efficiency (words per minute) and accuracy
(error rate); (b) learning to use TypeInBraille takes only a few minutes by people
who already know the Braille code; (c) and differently from what happens with
the on-screen keyboard, when using TypeInBraille the typing performance is
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not significantly affected by an uncomfortable environment in which the audio-
feedback is unreliable and the user is subject to sudden movements.

2 Related Work

Two main families of text entry techniques have been proposed for the visually
impaired. One family is based on the idea to allow the user to navigate through
the characters using, for example, directional gestures ([2,3,4]). The different
approaches differ in the layout of the letters and in the navigation technique.
The main limitation of these solutions resides in the slow typing efficiency. For
example, with “No-look notes” the average typing efficiency is 1.32 wpm (words
per minute) [4]. As we show in this contribution, skilled iPhone users can type
with an on-screen keyboard about 3 times faster.

The second family of techniques is based on Braille. In a preliminary paper we
present TypeInBraille[1], that we briefly describe in Section 4 and that we ex-
perimentally evaluate in Section 5. Another Braille-based solution was proposed
by Romero et al. in [5]. The user holds the device with the touchscreen facing
away from him/her. The touchscreen is divided into six buttons which corre-
spond to dot positions in the Braille cell. Each character is entered by pressing
the buttons corresponding to the raised dots in the Braille representation of the
character. Intuitively, this solution seems to enable users to achieve high typing
efficiency. However, at present, efficiency and accuracy of this typing technique
have not been evaluated. In a recent contribution the “BrailleType” solution is
proposed [6]. The idea is to select the raised dots of a Braille cell and to confirm
the character. The average typing efficiency with this solution is 1.49wpm and
the error rate is about 7.5%. As we show in the following sections, our solution
outperforms “BrailleType”.

3 Problem Analysis

The iPhone1 text entry technique is based on the spatial position of keys on
the touchscreen. The iPhone on-screen keyboard arranges keys in three layers.
In the first layer a QWERTY layout is displayed, whereas in the second and
in the third layer are displayed numbers, punctuation marks and other special
characters (e.g., the “+” or “#” symbols). A key is available for changing layer.

The process of entering a key with VoiceOver (i.e., the screen reader) is divided
into two stages: identification of the target key and its confirmation. In the
identification stage, the blind user scans the keyboard searching for the target
key while the names of the touched keys are read by speech as soon as the keys
are touched. Two modes are available to confirm a key: in the keypad mode
confirmation is performed by tapping with another finger on the touchscreen
while in the touch mode a key is confirmed when the user picks up the finger.

1 Our analysis focuses on iPhones, but it also applies to other smartphones without a
physical keyboard.
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This technique turns out to be usable in many scenarios and by many cate-
gories of vision impaired users. Nonetheless, in some scenarios, users meet some
problems which highly affect typing efficiency and accuracy. This is due to five
main problems we identified during the experiments we conducted with blind
users. (1) Since a single key has a small size, also a skilled blind user can rarely
identify a target key without first exploring the keys around it. (2) In the target
key confirmation stage it is relatively frequent that the user trying to enter a key
inadvertently slides the finger over another close-by key, thus causing a typing
mistake. (3) Moving among layers is time consuming as it additionally requires
to identify and confirm the key to change the layer. (4) No shortcut exists to
enter the keys that are used more frequently like the “blank space” and the
“delete”. (5) The input technique is fully dependent on speech output.

4 Our Solution: TypeInBraille

In Braille each character is represented by a cell made up of six dots organized
into three rows of two dots each. TypeInBraille enables the user to input a
character through its Braille representation by inserting the three rows of each
cell from the top to the bottom. To enter a row the touchscreen is divided into two
rectangles (left and right) and four gestures are defined. A tap on the left part of
the screen corresponds to the left dot raised and the right dot flat (Figure 1(a)).
Similarly, a tap on the right part corresponds to the right dot raised and a left
dot flat (Figure 1(b)). A double tap (i.e., a tap with two fingers) represents two
raised dots (Figure 1(c)) while a triple tap stands for two flat dots (Figure 1(d)).
After a character is entered, it is read by speech to the user and/or a vibration
effect can be triggered. We defined an additional gesture to represent the end of
a character i.e., all the following rows contain flat dots only. This gesture is the
“one finger right flick”, a movement with one finger from left to right. Since the
letters “a” and “c” have raised dots on the first row only, they can be represented
with two gestures, while the blank space, which contains no raised dots, can be
represented by one gesture only (i.e., the one finger right flick). For example
the letter “a” followed by a blank space can be entered by the left dot gesture
followed by two end of character gestures, the former indicating the end of the
“a” character, the latter representing the blank space. Since the flick gesture is

(a) Left dot (b) Right dot (c) Both dots (d) No dot

Fig. 1. Gestures defined to enter a pair of dots
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easy to remember and quick to perform, our technique adopts it also to insert
a new line (one finger down flick) and to perform undo/delete operations (one
finger left flick).

TypeInBraille overcomes the issues identified for the on-screen keyboard. (1)
The user does not have to explore the touchscreen to search for a target key,
since the two wide rectangles (i.e., the left or the right one) can be instanta-
neously identified thanks to the tactile feedback given by the physical borders
of the device. (2) A key confirmation is not required. (3) No layer is involved
in TypeInBraille. (4) Blank spaces, delete and new lines can be inserted with a
single and easy-to-perform gesture. (5) We show in the following that TypeIn-
Braille turns out to be partially or even totally independent on speech output.
Actually, we experimentally show that the audio feedback is not indispensable,
because the characters are entered through gestures that are almost position
independent.

5 Experimental Evaluation

In this section we discuss the results of the experimental evaluation we con-
ducted with blind users. We first describe how we designed and conducted the
experiments and then we report the results of our evaluation.

5.1 Experimental Setting

The aim of the experimental evaluation is to assess the efficiency and accuracy
of the TypeInBraille typing technique compared to writing with the on-screen
QWERTY keyboard available on the iPhone mobile device. To this purpose, a
within-subject experiment was designed and administered to a sample group of
ten users with the following characteristics:

– Congenitally blind. We focused our attention only on congenitally blind users
in order to minimize the effect of confounding variables (e.g., differences in
mental representations of spatial structures).

– Skilled in reading 6-dot Italian literary Braille.
– Skilled in writing with an iPhone on-screen QWERTY keyboard assisted by

speech output via VoiceOver.
– Never used TypeInBraille before.

Before starting the experimental evaluation, a ten minute TypeInBraille training
session was conducted with the participants. Afterwards, five unconstrained text
entry tasks were presented to the users. In each task, users were required to type
a complete phrase set either with the on-screen QWERTY keyboard (tasks 1 and
4) or with TypeInBraille (tasks 2, 3 and 5). Since mobile device users operate
both at the desk and on the move, the tasks were performed both while sitting
at a desk (tasks 1, 2 and 3) and standing in a noisy urban tramcar (tasks 4
and 5). All the five phrase sets are designed respecting the characteristics of the
English language; More specifically, according to the definition provided in [7],
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the correlation with English is always greater than 0.92. Each phrase set contains
approximately 250 characters, namely 50 words on average.

Based on [7], in order to assess the efficiency and accuracy of both the on-
screen QWERTY keyboard and TypeInBraille, the following metrics are mea-
sured: words per minute and MSD error rate. Intuitively, words per minute
measures the typing efficiency of the user, independently of the typing accuracy.
Vice versa, MSD error rate measures the accuracy of the transcribed text, com-
puted as the minimum string distance to the “presented text” (i.e., the text that
users are asked to type).

5.2 Experimental Results

We start analyzing the experimental results we obtained for the “desk” scenario.
As shown in Figure 2(a), the typing speed for each user monotonically increases
from task 1 to 3. In other words this means that after the 10 minutes training, the
participants can write more words per minute using TypeInBraille than using the
on-screen QWERTY. In more details, on average, efficiency increases by about
10%, with a minimum of about 2% (user 4) and a maximum of about 18% (user
2). The observation of the results for tasks 2 and 3 highlights that the experience
acquired in the second task enables the users to further increase their typing
speed. Indeed, on average, efficiency increases by about 9% with a minimum of
about 6% (user 2) and a maximum of about 15% (user 3). Comparing tasks 1 and
3, we can observe that, after about 20 minutes of practice, using TypeInBraille
the participants have been able to increase the typing efficiency with respect to
the on-screen QWERTY by about 20% on average, with a minimum of about
9% (user 4) and a maximum of 34% (user 3). The analysis of variance highlights
a statistically significant difference between tasks 1 and 3 (applying a one-way
repeated measure analysis of variance we obtained p < 0.001).

One question arises from the experimental results presented above: how fast
could the users type after practicing with TypeInBraille as much as they have
done with the on-screen QWERTY? Although we still do not have extensive
experimental data to answer this question, we can report that one blind user
that practiced almost daily for about 2 months, is able to write more than 10
wpm with TypeInBraille.

Typing efficiency in terms of words per minute is not a meaningful metric
by itself to evaluate typing performance. Indeed, this metric should be at least
evaluated together with the typing accuracy. Figure 2(b) shows that, while some
users have been able to improve their accuracy in task 2 with respect to task 1
(3 users out of 10), the other users have increased their error rate. However, this
is probably due to the fact that the users have only trained with TypeInBraille
for 10 minutes. Indeed, in task 3 almost every user have improved the accuracy
with respect to task 1 (9 users out of 10) and only one user obtained nearly
the same accuracy. Also in this case the analysis of variance shows that there is
a statistical significant difference between the two tasks (running the Wilcoxon
Signed Rank Test p(2− tail) < 0.008).
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Fig. 2. Comparison in the “desk” scenario

One observation about the accuracy is that, in particular in the second task,
many users committed mistakes due to the fact that they typed blank spaces
when not needed. For example, in the first sentence of task 2 the average accuracy
was about 10% while, ignoring the errors involving blank spaces, the accuracy
drops to 3%. We have two motivations for this fact. First, during the 10 minute
training, users practiced with single characters (e.g., the alphabet or the digits)
but have not been asked to write any phrase and hence did not practice with
blank spaces. Second, it could be observed that our technique uses the same
gesture for ending a character and to insert a blank space and this may be
misleading for the users, at least in the first stage of the training.

We now consider the “tramcar” scenario. Figure 3(a) shows that the increase
in the typing efficiency between TypeInBraille and the on-screen QWERTY is
more evident than in the “desk” scenario. Indeed, on average, TypeInBraille al-
lows the users to type about 36% faster, with a minimum of about 24% (user
6) and a maximum of about 57% (user 1). This result is motivated by the fact
that, in an uncomfortable environment, the average typing speed with the on-
screen QWERTY decreases of about 20% (compare task 1 in Figure 2(a) with
task 4 in Figure 3(a)). Vice versa, using TypeInBraille, the decrease in typing
speed caused by the uncomfortable environment is about 8% (compare task 3
in Figure 2(a) with task 5 in Figure 3(a)). An analogous reasoning applies to
the accuracy analysis. Indeed, using the on-screen QWERTY, the error rate
in the “tramcar” scenario is about 150% than in the “desk” scenario (compare
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Fig. 3. Comparison in the “tramcar” scenario

task 1 in Figure 2(b) with task 4 in Figure 3(b)). Vice versa, the uncomfort-
able environment reduces the typing accuracy of TypeInBraille by about 65%
(compare task 3 in Figure 2(b) with task 5 in Figure 3(b)). Consequently, in the
“tramcar” scenario, TypeInBraille improves the typing accuracy with respect to
the on-screen QWERTY by about 55%. Also in this scenario there is a signifi-
cant difference between tasks 1 and 3 (p < 0.001)) and between tasks 4 and 5
(p(2− tail) < 0.006).

The feedback from the users helps us understand why the performances of
TypeInBraille are less degraded in an uncomfortable environment with respect
to the on-screen QWERTY. There are two main reasons. First, typing with the
on-screen QWERTY strongly relies on the speech feedback that is only partially
audible in the “tramcar” scenario. Vice versa, using TypeInBraille the speech
feedback is helpful but it is not indispensable. The second reason is that searching
for a key while using the on-screen QWERTY requires a continuous exploration
gesture. This movement is negatively affected by the sudden movements in a
tramcar that often either require the user to start searching again for the target
key or result in a typing mistake.

6 Conclusions and Future Work

In this paper we briefly illustrate TypeInBraille, and we compare this eyes-free
typing technique with the use of the iPhone on-screen QWERTY supported by
voice over. Our analysis, conducted with the help of blind users, identifies the
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main hindrances that arise while typing on a on-screen QWERTY keyboard. The
experimental evaluation presented in this paper shows that TypeInBraille allevi-
ates or totally solves most of these problems. In particular, there is a statistically
significant improvement in terms of typing efficiency and accuracy granted by
TypeInBraille. In the analysis of these results, it is necessary to also consider that
the users involved in the experiments were all experienced with the on-screen
keyboard while they were only trained with TypeInBraille for about 10 minutes.
Additionally, TypeInBraille has benefits other than the writing performances.
For example, as shown by the experiments, it can also be efficiently used also in
uncomfortable environments in which the user is subject to sudden movements
and the speech feedback is only partially audible.

The experiments we conducted also allowed us to collect a number of feed-
backs from the users. We intend to use these feedbacks to improve the typing
technique. For example, TypeInBraille requires the use of at least three fingers.
Consequently, it is not possible to use this technique holding the device in one
hand and typing with the thumb. We intend to investigate how to re-define the
gestures so that all of them can be performed using the thumb only. Another
direction to improve the experimental analysis consists in automatically and re-
motely collecting usage metrics (e.g., typing efficiency) from the TypeInBraille
application that is available on the Apple Store. Since the number of users that
have already downloaded this app is in the order of hundreds (and growing), the
amount of collected data could be at least one order of magnitudes higher than
the data we collected for the experiments presented in this paper.
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Abstract. Currently, electronic devices incorporating displays to present the 
information to the user are ubiquitous common, and visually impaired people 
might have problems to use these devices. This article focuses on developing a 
real time display detector and digital character recognition application using 
techniques based on the connected components approach. The display zone 
detection accuracy rate is about 85% and the recognition rate greater than 88%. 
The system was implemented on both a desktop and a cell phone.  

Keywords: Display, OCR, Connected Components, Android, Real-time. 

1 Introduction 

People with vision impairments might have problems in different situations in daily 
life, requiring vision, affecting their quality of life and independence. Some years ago, 
during the analog device era, every electronic device had a knob that provided 
affordance for visually impaired to determine the unit’s status, but currently electronic 
devices (fridges, HiFi, ovens...) incorporating digital displays to present the 
information to the user have become increasingly common. 

This drives research making this information available to the visually impaired 
important for this significant minority of users. 

There are two different ways to transmit the information shown in the displays to 
the user: the first is for the manufacturers to include in their devices the option to 
transmit the information in audibly to the user. However, incorporating text to speech 
translators make the product much more expensive, so they become high-end 
products out of reach for many. The second option is to create an external and device 
independent interface capable of reading the information shown in the display. 

There have been several approaches to this problem, but the state of art in this field 
is not very extensive. There is a 7-segment display reader application for those 
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displays with their own illumination [1] and another application specifically for 7 
digit displays of measuring instruments [2]. Another approach, the Clearspeech 
system [3] requires special markers on the borders of the display to align the  
device to work. Focusing on mobile applications there is an application running on a 
Nokia N95 cell phone [4] but is only oriented to 7-segment display detection and 
reading. 

We have developed a prototype display reader system which initially finds the 
display thus reducing the computational cost since only the selected area is processed. 
A digital character recognition system is also implemented which reads the characters 
aloud to the user with synthesized speech. 

2 Display Recognition System 

We built a demonstration prototype of the real time display detector system which is 
able to find illuminated LCD/LED displays on PCs and cell phones running Android 
OS independent of the background. It implemented a simple Optical Character 
Recognition (OCR) engine using connected-components and an unsupervised 
learning algorithm based on dimensionality reduction, Principal Component Analysis 
(PCA), which reads digital type characters. 

2.1 Databases 

To test and validate the display detection system required a display image database 
with representative data both in quantity and quality. Since there was no existing 
database, it was necessary to create one consisting on 700 images of different types 
and color of illuminated displays. Every one of the photographed electronic device’s 
displays has its own illumination, the selection of the devices was base on the types of 
displays commonly found in daily life. The experiments for display localization were 
performed using color images of size 640x480 pixels. 

In order to train and test the OCR, we developed another database, consisting on 96 
(42x24pixels) images of the hexadecimal system for training and 10 images for each 
digit for testing. The images of the training set were clean images while the OCR 
engine was tested with images from the display image database. 

2.2 Selection of Parameters  

There were no previous studies to base the setting of parameters for display detection. 
We choose the YUV [5] color space because it gives more reliable information about 
the lighted areas when finding the display and discriminating no display zones. 
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2.3 YUV Color Space  

In the YUV color space the images take human perception into account. It defines a 
color space in terms of one luminance (Y) and two chrominance (U,V) components. 
The conversion between RBG and YUV color spaces is given by the following 
matrix: 
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In order to determinate what is display data and what is background a threshold was 
established for each color. Having set the thresholds, we can obtain a binary image 
where the white zones are candidate zones to be displayed, and the coordinates of 
these zones are shown on the screen of the device to determine whether the 
application is acting correctly.  
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Once the display zone is detected, we extract the original image and process the color 
image until we get an optimal binary image. Different image processing techniques 
were used to achieve this.  

2.4 Image Enhancement 

An image is considered optimal when the characters inside it are readable. To ensure 
we have a clean suitable image for the OCR to process, it was necessary to process 
the detected display zone.  

Initially, a channel mixture was performed in order to increase the contrast of the 
image and get better results in the binarization step. The proportion that each channel 
provides to the optimal grey image to is the following one: 

channelchannel BlueGreenimageGrey += *1.0  (3)

The chosen method for binarization is Optimum Global Thresholding (Otsu). Another 
14 different binarization methods have been implemented, but as can be observed in 
the table below, Otsu method is the one that has higher score when measuring 
accuracy vs. processing speed. 
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Table 1. Computational cost of the binarization algorithm vs. accuracy of the results for the 
fifteen tested methods 

Binarization Method Computational Cost (seconds) Accuracy (over 10) 
   
Basic Global 
Thresholding 

0.0425545 7.1 

Optimum Global 
Thresholding 
(OTSU) 

0.0294325 6.9 

BCV 0.2840241 7 
Criterion Functions 
Equivalent to BCV 

0.0548060 6.8 

Variable 
Thresholding Based 
on Statistic 

0.7376767 5.6 

Thresholding Using 
Moving Averages 

0.0787855 6.2 

Minimum Error 
Thresholding 

0.0362351 5.8 

1D Entropy 0.0417808 5.7 
2D Entropy: Brink’s 
Method 

0.3389573 0.4 

2D Entropy: Sahoo’s 
Method 

0.7894348 4.3 

K means clustering 0.8488577 6.6 
Fuzzy C means 
clustering 

2.8823924 7.2 

Markov Random 
Field: Gibbs 

8.3744330 6.7 

Markov Random 
Field: Gibbs 

14.7551304 7 

Markov Random 
Field: Gibbs 

15.2448980 7 

Once the image is binarized, the particles with small areas are removed from the 
image, as well as those components that satisfy the following condition, since they are 
unlikely to be characters and we are going to believe they are noise: 

25.0>
Heigh

Width  
 (4)

After removing the noise in the image, a dilatation is performed to join the segments 
of the characters. Using connected components, each character is extracted, sent to 
OCR for recognition. 

2.5 OCR 

A small OCR engine was created to recognize the digital characters. For this task we 
have used an unsupervised learning algorithm called dimensionality reduction. The 
main reason for applying dimensionality reduction is data compression [6].  
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Data compression not only allows us to compress the data and use less computer 
memory and less space, it also allows us to speed up our learning algorithms. The 
goal is to eliminate the redundant features of our dataset. Further, this dimensionality 
reduction gives us a way of visualizing the data better (as we can easily figure out, it 
is easy to plot 2D data, but not 50D data). 

Principal Component Analysis. The dimensionality reduction algorithm we have 
chosen is one of the most popular one: the principal component analysis (PCA). The 
PCA algorithm builds a linear transformation that chooses a new coordinate system 
for the original data set based on the covariance matrix. The transformation leading 
from the old to the new coordinates is precisely the linear transformation required to 
reduce the dimensionality of the data. 

In our case, as we have said, the data set for training the PCA consists on 96 
(42x24pixels) images of the hexadecimal system (6 different images for each 
character). Before applying PCA we first performed mean normalization of our data 
in order to have a data set whose mean is zero (feature scaling had not been necessary 
since our data already had comparable range of values). 

Dimensions were reduced from the initial 96 to 30 after making sure that with 30 
eigenvectors the elements of the dataset base could get rebuilt satisfactory. In the 
figure bellow, we can observe the OCR recognition rate in our test database set 
(scores over 10): 

 

Fig. 1. OCR performance results 

Order to Send Images to the OCR. The order in which the detected characters are 
passed to OCR is essential because the result of the recognition step will be saved for 
later reading in the same order. Thus, we start by passing the connected component 
whose bounding box has the smaller coordinates (x, y) in the image, and that way we 
ensure that the first element of the display (and all the row after this) is sent to the OCR 
in the first place. After the first row is recognized, the next row is the one with a bigger 
y coordinate than the first element, and smallest x coordinate (all the components in that 
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row are sent after this). Using this method, we ensure that in the case of having displays 
with several rows, components will be read in the correct sequence.  

3 Experiments Performed and Results 

The detection technique has been tested with 700 images and finds the display zone 
correctly the 85,14% of the cases without detecting any false positives. The detection 
rate increases up to 96,71% if the algorithm becomes more flexible about false 
positives. However, this increase in the detection rate is not an improvement in the 
system since the number of false positives is high. 

We also tested the algorithm directly on the cell phone (Android OS). Even though 
displays are missed in some frames, since the processing is made on real time shortly 
the display is found again. 

 

Fig. 2. Captured image, thresholded binary image and how the display gets detected 

Figure 2 shows a captured image, the thresholded binary image and how the 
detection is shown on the mobile device allowing determination whether the detection 
is being done correctly. The detection performs well even far from the display, but for 
recognition, the image must not be taken so far from the display that the characters 
are not recognizable.  

Figure 3 shows the display zone binarized using Otsu method, the result of the 
cleaning process and the connected components detected. Each element with different 
colour is the one that will be the input for the OCR. 

The OCR recognizes the characters inside the display zone with an accuracy of 
88.75%. 

 

Fig. 3. Binarized image, cleaned image and detected connected componets 
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4 Conclusions and Future Work 

We proposed a novel, fast color space based algorithm to detect LED/LCD self 
illuminated displays. We have developed a real time running algorithm, achieving 20 
frames per second on a Samsung Galaxy S i9000, running Android OS on a 1000MHz 
processor. Android SO was chosen because of it is easy to share and install 
applications for this OS. 

At this point, the characters inside the display are communicated to the user as they 
are recognized. We do not take into account the validity of the result obtained 
according to the preceding or subsequent characters, as the most recognized are 
numbers. When we train our OCR with the complete alphabet, we must define a 
grammar to determine the validity of a character going behind another (for example, 
both in English and Spanish is much more likely to have an “u” after a “q” rather than 
an “a”). 

In the future, we will integrate our detector with a commercial OCR to be able to 
detect and read any type of display, as there is no way to read non-digital characters 
without a complex OCR. Next, we will implement an option to guide and orientate 
the blind/visually impaired user providing different type of beeps depending the 
distance to the display to acquire the most suitable images for the recognition step. 

Acknowledgements. The research developments presented in this paper are partially 
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Abstract. To implement a user interface for blind people, auditory and tactile 
outputs have mainly been used. However, an auditory interface is ineffective for 
tasks that require the rapid recognition that vision enables. Thus, this paper 
presents a method to achieve rapid recognition with a non-visual user interface. 
This user interface is implemented to achieve a prototype fully controllable sys-
tem of an RC helicopter for blind people by using a braille display as a tactile 
output device. This paper also explains the system integration software, named 
brl-drone, and hardware components of that system including the AR. Drone. 
The AR. Drone is a controlled helicopter that uses an auxiliary magnetic sensor 
and a game controller to solve the problems that arise when a braille display is 
used as a tactile indicating device. 

Keywords: Blind People, Non-visual Interface, RC Helicopter, Braille Display, 
AR. Drone. 

1 Background and Objective 

To implement a user interface for blind people, auditory and tactile outputs have 
mainly been used. Information can be obtained faster by listening to speech (auditory 
recognition) than by reading braille (tactile recognition). Nevertheless, intrinsically, 
speech is constructed from a time series of phonemes, so it requires certain definite 
time. 

This fact does not totally change even if blind people can understand something 
said at a faster speech rate than sighted people can [1]. Thus, an auditory interface is 
ineffective for tasks that require the rapid recognition that vision enables. We tried to 
solve this problem by using a braille display as a tactile output device. 

Our primary purpose is to achieve a fully controllable system of an RC helicopter 
for blind people. An event called the Jump to Science Summer Camp 2010 [2] was 
held to increase blind students' interest in science. We hosted a workshop in which 
they tried to control an RC helicopter. Blind students who joined that workshop en-
joyed this attempt to learn how to fly helicopters. Such attempts may also be  
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signifi-cant if the report of a sound localization deficit in early-blind people [3] is 
taken into account. The students seemed to be very satisfied with the workshop.  

That workshop was a purely educational activity, not a kind of experiment in a 
controlled environment. However, the author recognized problems that must be 
solved by developing a proper user interface. The workshop's attempts had a critical 
limitation. Even without sight, a person can detect the position of a flying RC helicop-
ter relative to himself/herself by the sound generated by its rotors. The position of the 
flying RC helicopter can be known, but the direction because an RC helicopter makes 
the same sound no matter which direction it faces. Generally, an RC helicopter's con-
trol systems are designed to command horizontal moves in the relative direction of the 
fuselage's head (i.e. turn left or right, move forward in the current direction, etc.). 
Thus without sight, horizontal moves are impossible to command. The control is li-
mited to only vertical moves (go up or down). 

We try to overcome this limitation by indicating the direction of a helicopter's head 
on a braille display. In our view shaped by the experience of the summer camp, the 
direction of a helicopter must be recognized immediately, so using speech (an infor-
mation media constructed from a time series of phonemes) requires too much time. 
Furthermore, one's auditory sense should be allowed to concentrate on the sound gen-
erated from a helicopter's rotors. 

Another problem with controlling an RC helicopter arises when a braille display is 
used as a tactile indicating device. If information that must be recognized rapidly 
appears on a braille display, the user must put his/her fingers on it. RC helicopters, 
which are sold as toys, are usually designed to be controlled by a pair of joysticks. 
This user interface is designed on the assumption that both hands will grasp the joy-
sticks. This is incompatible with our interface using a braille display. For our inter-
face, the commands generated by at least one joystick must be input another way. 
Therefore, we adopted a method to use the user's own head as a joystick-like device. 

2 Development Platform 

Fig. 1 illustrates the system's components and the relationship between them. 

2.1 Controlled Helicopter and Its Attached Additional Sensor 

We choose the AR. Drone from the Parrot [4] as the target. Generally, RC helicopters 
have no programmability, so they are unfit for our development. On the other hand, 
the AR. Drone has sufficient potential. It was originally designed to be controlled 
with iOS devices (iPhone, iPad, and iPod touch) through a Wi-Fi connection. Users 
can not only send commands to an AR. Drone but also receive data of sensors and 
images captured by cameras on the AR. Drone. Commands and data are exchanged as 
UDP packets on a Wi-Fi connection established between iOS devices and the AR. 
Drone. This means devices with a TCP-IP stack, such as all modern PC operating 
systems, can play the role of a third-party control system of an AR. Drone. 
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The AR. Drone has an accelerometer and a gyro, the data from which enables 
pitch, roll, and yaw to be calculated. However, the gyro used as an MEMS sensor 
tends to make certain errors that lead to miscalculation of the yaw value. For our pur-
pose, the direction of an AR. Drone's head must be calculated precisely. For this cal-
culation, the yaw value is critical data. 

Thus, this error is not tolerable. To avoid undesirable characteristics of the gyro 
sensor and acquire more accurate information on the direction of an AR. Drone's 
head, we decided to attach a magnetic sensor to the AR. Drone to obtain richer infor-
mation from it during its fly. As a magnetic sensor we adopted the WAA-010 9 axis 
sensor [5]. 

 

Fig. 1. System configuration 

2.2 Controlling Platform 

Base Platform and Peripherals: Linux Operating System (Debian 6.0 Squeeze) on a 
PC acts as the core of controlling platform. The PC must have Wi-Fi, Bluetooth, and 
USB interfaces for connecting to the AR. Drone, WAA-010, and peripherals (ex-
plained below). 

As already mentioned, a braille display is required. This time, we choose the Vari-
oConnect 40 braille display from BAUM [6]. Reasons for this choice are: 

1. It has one joystick-like device named Navistick on the front center of the braille 
display that can be used as an input device to command an AR. Drone. 

2. BAUM's communication protocol between a PC and a braille display allows more 
than two cursor routing keys to be sent simultaneously [7]. This feature may make 
our system's user interface more user-friendly. 

A head-tracking sensor is needed. As explained above, we planned to use the user's 
own head as the second joystick required to control an AR. Drone so that the position 
of the head can be tracked. We decided to use the PlayStation 3's game controller, 
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named Dualshock 3 [8], from Sony Computer Entertainment as the sensor. Fortunate-
ly, the base shape of that controller can be placed on a cap. 

Thanks to the Dualshock 3's accelerometer, if the user wears a cap attached to the 
Dualshock 3 controller, by how much and in what direction the user should tilt his/her 
head can be detected. This controller supports connection to the PC through not only 
USB but also Bluetooth, so there are no wires to obstruct the user's body and head 
movement. 

System Integration Software: Elements explained above are integrated by the appli-
cation software running on a Linux PC. This software is written in Python scrip-ting 
language. It is tentatively named brl-drone. 

Brl-drone uses some open source software. It uses python-ardrone [9] for sending 
commands to and receiving data from an AR. Drone. To control a braille display, Brl-
drone uses the Python binding of BrlAPI [10], which is a part of the BRLTTY [11]. 
Here, we focus on using the VarioConnect as a braille display, but thanks to the 
BrlAPI, it is possible to support braille displays that can be used with the BRLTTY 
with the least amount of effort. 

The software that receives the Dualshock 3's sensor data is implemented in an in-
dependent process. Sixaxis [12] is a user space daemon that supports Bluetooth con-
nection between Sixaxis, which is early version of the PlayStation 3 game controller, 
and Linux. On the basis of Sixaxis's source code, we developed a user space daemon 
to read the Dualshock 3's sensor data through Bluetooth. Using UNIX's named pipe, 
this daemon sends Dualshock 3 sensors' values to brl-drone. 

 

Fig. 2. Tactile symbols showing the direction 

User Interface: Apart from the user's head with Dualshock 3, interaction between the 
user and the system is put all together on a braille display. 

Information about an AR. Drone's current state is indicated using braille. Such in-
formation includes the battery usage, the altitude, the pitch-rolls of an AR. Drone and 
user's head, and the direction of an AR. Drone's head. The battery usage (percentile) 
and altitude (centimeter) are displayed as digits, while the others are represented as 
icons that occupy two cells each. 

The symbol of the direction of an AR. Drone's head, which we judged the most im-
portant value, is put at the center of a braille display. On a braille cell array, that place 
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is nearest to the Navistick, which may be often manipulated by the user. The direction 
of an AR. Drone's head is represented as symbols such as those shown in Fig. 2. 360 
degrees are divided into 16 directions and each direction is mapped to a unique sym-
bol. 

All controlling commands to an AR. Drone can be input with buttons on the braille 
display. Such commands include takeoff, move forward/backward/left/right/down/up, 
turn left/right, and change speed. 

For reasons of practicality, move forward/backward/left/right are also assigned to 
commands generated by the user's head. Like Linux console's PC cursor, the Vario-
Connect's Navistick can generate only one direction key code at a time. During a 
flight, it is expected to move in a medium direction (i.e. forward-left, backward-right). 
By calculating Dualshock 3's sensor value, the user's head can command the AR. 
Drone to move in any arbitrary direction. 

3 Conclusions and Future Works 

Brl-drone is guaranteed to show information about a controlled AR. Drone in 0.25 
seconds. We consider this rapidity to be not only fit for tactile recognition but also 
sufficient to control RC helicopters. Preliminary demonstration videos are uploaded to 
a video sharing site [13]. Actual demonstration flights will be performed at the 
ICCHP conference venue if circumstances permit. 

Carrying out subjective experiments can hopefully produce good results. However, 
this evaluation has particularly troublesome characteristics because controlling an RC 
helicopter is itself a hard task even for sighted persons. Events like the Jump to 
Science Summer Camp 2010 mentioned above should be utilized for evaluation. 

In January 2012, the Parrot announced to release the AR. Drone 2.0 which will be 
a successor of the AR. Drone. The AR. Drone 2.0 will have own magnetic sensor, and 
it may be accessible through an SDK. If such an SDK will be released, our system can 
be simplified. 
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Abstract. With the aim of designing an assistive device for the Blind, we com-
pared the ability of blind and sighted subjects to accurately locate several types 
of sounds generated in the peri-personal space. Despite a putative lack of cali-
bration of their auditory system with vision, blind subjects performed with a 
similar accuracy as sighted subjects. The average error was sufficiently low 
(10° in azimuth and 10 cm in distance) to orient a user towards a specific goal 
or to guide a hand grasping movement to a nearby object. Repeated white noise 
bursts of short duration induced better performance than continuous sounds of 
similar total duration. These types of sound could be advantageously used in an 
assistive device. They would provide indications about direction to follow or 
position of surrounding objects, with limited masking of environmental sounds, 
which are of primary importance for the Blind. 

Keywords: Sound localization, Blindness, assistive device, augmented reality. 

1 Introduction 

Humans are able to localize distant [1 - 2] and proximal [3 - 4] sound sources with a 
fair accuracy. This capability has been used previously in assistive devices for the 
Blind to guide them with virtual beacons [5] along a path. In the present study, the 
issue of sound localization is included in the context of an assistive device for  
the Blind  [6, 7] that could assist both in navigation tasks and object localization 
tasks. As this assistive device is intended to be used in daily life, the sounds it pro-
duces must be designed to minimally interfere with the sounds of the environment. 
This could be achieved by using sounds as short as possible while still allowing good 
localization performance. Another important feature of this assistive device is that it 
should be able to orientate users with distant sounds as well as to guide reaching 
movements towards close-by objects with proximal sounds. 

The usability of this device relies heavily on the sound localization capabilities of 
the Blind. A preliminary step before generating virtual sounds to indicate a position in 
the proximal space would be to verify that blind people are able to localize close-by 
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sound sources as accurately as sighted people despite the lack of vision to calibrate 
their acoustic space. Some studies were conducted on this issue and no definitive 
answer emerges as blind people show better [8, 9], identical [10] or worse [11] per-
formance compared to sighted people depending on the experimental protocol. Also, 
most of these sound localization studies with blind persons had concentrated on the 
localization of distant [12 - 13] or continuously presented [14] sounds and little is 
known of their localization capabilities with very short stimuli presented in the peri-
personal space. 

As an assistive device for the blind based on sound localization should be able to 
indicate directions precisely, the first objective of this study was to determine if blind 
persons are able to localize brief nearby sounds and if their accuracy is comparable to 
the accuracy of sighted persons [4]. The second objective was to determine the most 
important characteristics for a sound to be correctly localized in the proximal 
space -to guide reaching movements- while being the least intrusive, an aspect of the 
auditory stimuli which had been largely overlooked in the past. 

We tested a group of blind subjects and a group of sighted subjects with seven au-
ditory stimuli, varying the number of bursts and stimulus duration. The task for the 
subject consisted in pointing at the perceived location of the sound with the index 
finger. 

2 Material and Methods 

2.1 Subjects 

8 legally blind subjects (mean age 40.7) and 9 sighted subjects (mean age 25.8) were 
involved in this experiment. Half of the blind subjects were born blind; the four others 
lost vision between the age of 1 and 8 years. All subjects were right handed and four-
teen out of seventeen subjects had normal hearing. The three subjects whose audio-
gram showed a deficit of 20 to 50 dB at one or two frequency bands above 4000 Hz 
were still included in the study as the stimuli used were all broad-band. These subjects 
showed no statistical differences in performance compared to the others. 

2.2 Protocol 

Sighted subjects didn't see the setup before the experiment and were blindfolded to 
follow the exact same protocol as blind subjects. An experimental platform (half-disc, 
radius 1 m) was equipped with 35 loudspeakers (ref.: CB990, 8 Ohm, 3 W) disposed 
on 5 semi-circular rows of 7 speakers each (See Fig 1), covering 180°. 

The subjects were seated in the hollow part at the center of the platform, in front of 
the second column of speakers (0°). Subjects were pointing to the targets with the 
right hand. The orientation of the head was monitored with a magnetic sensor (Flock 
of Bird, Ascension Technology) and the pointing movements were measured with a 
home-made video-based tracking system (maximum RMS error inferior to 3 cm). 
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Fig. 1. The semi-circular platform was covered by 7 columns and 5 rows of loudspeakers. The 
subject was seated in front of the column labeled 0° (dotted line) and had to press a button to 
start the trial. After a delay, one of the loudspeakers emitted a sound. The subject had to point 
with its forefinger to the perceived sound and bring back his hand to the start button. 

A trial started when the subject pressed the button of a mouse (at the starting posi-
tion, Fig 1), with the additional condition that his head was orientated towards the 0° 
column (with +/- 2.5°). A brief auditory stimulus was then presented via a single 
loudspeaker. The subject had to point with the forefinger at the perceived location of 
the sound source before coming back to the starting position to trigger the next trial. 

There were seven auditory conditions according to the number and the duration of 
the bursts within the sound stimulus: 1*10 ms, 1*25 ms, 1*50 ms, 1*200 ms, 2*25 ms 
with a 30 ms pause (50 ms of sound / 80 ms of total stimulus duration), 3*25 ms with 
a 30 ms pause (75 ms / 135 ms) and 4*25 ms with a 30 ms pause (100 ms / 190 ms). 
Each burst in the stimuli consisted of a Gaussian white noise covering 20 to 20000 Hz 
at approximately 60 dB. 

To avoid border effects found in a previous experiment, only the results from 
speakers between 0 and 120° were used. Each subject performed 4 pointing move-
ments to each stimulus on each loudspeaker, corresponding to a total of 700 trials. 
These trials were arranged in a complete random design within and across subjects. 
Subjects never had feedback on their performance during the experiment. Before the 
recording session, they performed a trial session with 10 pointing movements towards 
some of the stimuli used during the experiment. 

2.3 Data Analysis and Statistics 

After removing the front-back errors which were analyzed separately (2.5% of the 
trials; data not shown), we measured the pointing accuracy across two components: 
azimuth error and distance error relative to the subject. Azimuth error was computed 
as the absolute value (in degrees) of the difference between the azimuth of the sound 
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source and the pointed azimuth. Distance error was computed as the absolute value 
(in mm) of the difference between the distance of the sound source and the pointed 
distance. 

Analysis of variance was performed on the two groups of subjects (BLIND and 
SIGHTED) using the azimuth error and distance error as data. We also calculated 
2-factors ANOVAs: CONDS*GROUPS for the same two measurements, to assess the 
performance across stimulus conditions for BLIND and SIGHTED groups. Tukey 
post-hoc tests were performed to assess the significant differences within factors. 
Significance level was set at 0.05 for all the analysis.  

The data of one blind subject was removed from the analysis as her performance 
was at least 3 standard deviations below the performance of other blind subjects for 
most of the measurements. 

3 Results 

3.1 Azimuth and Distance Error across Groups 

The average error in azimuth was significantly different between blind and sighted 
GROUPS (F(1, 11532)=8.96, p=0.003) with blind subjects being in average half a 
degree more precise in azimuth than sighted subjects (Fig 2A). 

 

Fig. 2. Mean azimuth error in degrees (A) and mean distance error in mm (B) for Blind and 
Sighted subjects for all stimulus conditions together. Error bars are IC95. Blind subjects had a 
better accuracy than sighted subjects to evaluate the azimuth of a sound source but were less 
accurate to evaluate its distance. 

The average error in distance was also significantly different between the two 
groups of subjects (F(1, 11532)=28.63, p<10-5): sighted subjects were in average 
slightly better (close to 10 mm) to evaluate the distance of the sound source than blind 
subjects (Fig 2B).  
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3.2 Azimuth Error across Stimulus Conditions 

For the two groups, the azimuth error depended both on sound duration and number 
of repetitions (Fig 3) and there was no GROUP*CONDITION interaction 
(F(6, 11520)=0.36, p=0.90) as the azimuth accuracy across conditions was similar for 
blind and sighted subjects. 

 

Fig. 3. Mean azimuth error in degrees for blind (hatched) and sighted (white) subjects across 
stimulus conditions. From conditions 1*10 to 1*200, the azimuth error decreased with sound 
duration. The repetition of a sound burst also resulted in an accuracy increase from 1*25 to 
2*25 before reaching a plateau with 3 and 4 repetitions of the sound, especially for blind 
subjects. Error bars are IC95. 

When considering conditions with 1 burst only (1*Sound duration), azimuth error 
linearly decreased with sound duration from 12.1° (1*10) to 10.8° (1*200) for both 
groups, meaning that pointing accuracy significantly increases with stimulus duration 
(F(3, 6564)=5.78, p=0.0006). Pointing accuracy also significantly increased with the 
number of 25 ms bursts (F(3, 6615)=3.94, p=0.008), but a Tukey post-hoc analysis 
revealed that the only significant difference was between 1*25 ms and the other N*25 
conditions, which indicates that pointing accuracy in azimuth was already at best with 
only two repetitions of the sound.  

Interestingly, the stimulus in condition 2*25 had a total duration of 80 ms 
(2*25 ms + 30 ms of silence) and induced similar accuracy in azimuth than the longer 
1*200 ms stimulus, especially for blind subjects. 
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3.3 Distance Error across Stimulus Conditions 

For the two groups, the distance error depended both on sound duration and the num-
ber of repetitions (see Figure 5) and there was no GROUP*CONDITION interaction 
(F(6, 11520)=0.83, p=0.55), revealing that distance estimation across conditions was 
similar for the two groups of subjects. 

 
Fig. 4. Mean distance error in degrees for blind (hatched) and sighted (white) subjects across 
stimulus conditions. From conditions 1*10 to 1*200, the distance error decreased with sound 
duration. The repetition of a sound burst also resulted in an accuracy increase from 1*25 to 
2*25 before reaching a plateau with 3 and 4 repetitions of the sound. Error bars are IC95. 

When considering conditions with 1 burst only (1*Sound duration), distance error 
linearly decreased with sound duration from 133 mm (condition 1*10) to 113 mm 
(condition 1*200) for both group together, meaning that pointing accuracy signifi-
cantly increased with stimulus duration (F(3, 6564)=13.06, p<10-5). The number of 25 
ms bursts did also significantly increased the pointing distance accuracy 
(F(3, 6615)=7.76, p=0.00004). However a Tukey posthoc analysis revealed that the 
only significant difference was between 1*25 ms and the other N*25 conditions,  
which indicates that pointing accuracy in distance was already at best or close to best 
with only two repetitions of the sound.  

4 Discussion 

In average, the performance of blind subjects to localize nearby short sounds matched 
the performance of sighted subjects. For sounds with a unique burst, pointing accura-
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cy of blind subjects increased with sound duration up to a plateau around 10.5° and 
120 mm when pointing to a 200 ms sound. Interestingly, the same performance was 
reached when only two bursts of 25 ms were presented. The total duration of this 
double burst stimulus was 80 ms (2*25 ms + 30 ms silence), compared to the 200 ms 
of the unique burst. This advantage of multiple sound bursts over continuous sounds 
can be attributed to the localization cues specifically present in the onset and offset of 
a sound [15]. As a direct conclusion of this result, the sounds used in an assistive 
device for the Blind should be composed of short bursts to maximize the localization 
performance while preserving normal hearing of the environment. Preserving the 
surrounding sounds is especially important as blind persons heavily rely on auditory 
cues for Orientation and Mobility skills. 

In conclusion, blind subjects were able to locate short sounds in peri-personal 
space with a good accuracy. The average accuracy for the optimal condition (2*25 ms 
white noise burst) was around 10° in azimuth and 12 cm in distance, which is precise 
enough to orientate the subjects towards a specific goal and could even guide a grasp-
ing movement until tactile feedback occurs when the object is reached. Coupled with 
an artificial vision system, this approach, where nearby targets could be sonified with 
good accuracy, could well complement navigation systems [5] where only far-field 
targets and landmarks are indicated. It could also be extended by using short sounds 
designed to convey additional information such as earcons [16] or spearcons [17]. 

This performance with real sounds is a first step towards designing an assistive de-
vice where virtual sounds will be used instead of real sounds. It is possible to generate 
virtual sounds that will be perceived at any spatial location by filtering the binaural 
signal in a specific way that depends on each person's morphology [18]. This set of 
transfer function are called HRTF’s (Head Related Transfer Functions) and are ob-
tained by recording different sounds with a microphone inserted inside the ear. The 
next step in the development of our assistive device will be to evaluate the sound 
location capabilities of nearby and distant short virtual sounds by blind people. 
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Abstract. The use of the Phantom Omni force feedback device combined with 
sonification is evaluated in applications for visually impaired people such as 
medical  engineering, numerical simulation, and architectural planning. 

Keywords: haptic, acoustic, force feedback, sonification, visually impaired. 

1 Introduction 

Advances in computing technologies make it possible for ever greater amounts of 
data to be automatically gathered, stored, processed and interpreted. Many fields, such 
as medicine or urban planning take advantage of computer simulations and visualiza-
tions in order to improve their activities: highly accurate and fast-changing 3D city 
models are available, and medical CT scans yield virtual 3D scenes. However, in 
some cases, the amount of data gathered is so substantial that a meaningful visual 
representation cannot be generated. Moreover, access to this information is severely 
limited to visually impaired people, unnecessarily restricting their life and job oppor-
tunities. We believe that the combination of haptic devices with 3D acoustics and 
annotations shows a promising approach of how to generally represent complex vir-
tual spatial scenes without the need for vision. 

2 Related Work 

Hapto-acoustic applications have been used so far in fields such as medical training 
and simulation, arts and design, video games or robotics. For visually-impaired 
people, some applications specifically addressing their needs have been developed in 
fields such as mathematics, maps and mobility, non-visual display of graphics and 
games. Some systems even deal with collaborative spaces shared between sighted and 
visually impaired users. 
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Among the systems most closely related to ours, we note Omero [2] - a framework 
for the active exploration of VRML1 models based on a multimodal interaction in 
which visual, auditory, verbal and tactile interfaces were combined. Omero does not 
seem to make use of spatial sound, and the models are mainly static, with the excep-
tion of objects which could change state such as opening/closing doors. Also, the 
testing reported poor results with blind users (when the visual interface was missing). 
A subsequent study based on Omero [3] tests an audio-haptic scenario with blind 
users. The models used depict concepts of plane (2D) geometry such as basic shapes 
and areas. Crommentuijn et al. [1] use a Phantom Desktop device in order to evaluate 
several auditory displays in an object localization task in a virtual haptic 3D environ-
ment. Heuten et. al. [5] use interactive 3D sonification (without any haptic interac-
tion) for the exploration of city maps. Preliminary tests report that blind users could 
successfully reproduce the parts of a city map that were sonified. Yet another interest-
ing study is that of Magnusson et al [6], who used a Phantom device in combination 
with 3D audio in a virtual environment in a navigation and object location scenario. 
Within the MICOLE project [12], a multimodal software architecture SDK (Micole-
Lib) together with sample applications have been developed. The SDK allows for the 
creation of applications that make use of graphics (virtual environments), audio and 
haptics (force feedback, Braille devices and the VTPlayer haptic mouse). While the 
results of the MICOLE project such as design recommendations for haptic and audio 
development and collaborative software were useful to us, the project itself addresses 
children and their inclusion in mainstream education, while our focus is instead on 
scientific and academic scenarios. 

3 System Description and Applications 

In our application, we used the Sensable PHANTOM Omni® force-feedback device 
combined with spatial sound enhanced with additional mappings of sound attributes to 
scene attributes. The sound was used to guide the user to the closest point of interest 
such as object or part of an object, while the haptics enabled him or her to experience 
shape, firmness and texture. Moreover, objects possess a magnetic force which slightly 
pulls the user's hand towards the object, when the cursor is within a certain distance 
range. For the sound feedback, we used the “ears-in-hand” metaphor, assuming that the 
user's ears are on the tip of the pointing device. Here are the sound mappings used: 

• X axis maps to pan: if the closest point of interest is right of the cursor, the sound 
is stronger on the right side, and vice versa 

• Y axis maps to pitch: the higher the cursor is in the space model, the higher the 
sound's pitch is. A reference sound can also be turned on to help the user 

• Z axis maps to wave shape: in front of the object (closer to the user) the sound is 
represented by a sine wave, while behind the object (further away from the user) it 
is a square wave 

• Distance maps to tempo: the closer the cursor is to the closest point of interest, the 
fastest the tempo of the sound is - similar to a sonar. 

                                                           
1  VRML: Virtual Reality Modeling Language, a standard for describing 3D models, especially 

suited to be used on the World Wide Web. 



646 S. Ritterbusch, A. Constantinescu, and V. Koch 

The proposed method is evaluated in three areas: 

• Pre-operative assessment of the operation field for key-hole surgery, 
• Experiencing virtual 3D city and architecture models for planning and navigation 

purposes, 
• Analysis of numerical simulations with high dimensional information for each 

point. 

Keyhole operation methods have large advantages of often significantly shorter op-
eration times, and often lower risks for the patients. Typically, the surgeon has no 
direct view into the field of operation, and is relying on tomography methods for pre- 
and inter-operative supervision. In the specific case of minimally invasive implanta-
tion of aortic heart valves, the pre-operative analysis of the shape of the aorta and the 
calcification distribution is fundamental. Especially the visual identification of calci-
fication is challenging, since visualization methods are often implicitly threshold 
based. The sonification of surrounding material density could lead to a better under-
standing of the distribution of calcification and could therefore extend the pre-
operative analysis, supported by visually impaired assistants. 

In the context of architecture and the build environment in general the developed 
methods and tools could lead to significant improvements of accessibility for visually 
impaired people. As the build environment is not static but constantly changing and 
developing itself, highly dynamic virtual models can communicate changes easier, 
faster and more effective by hapto-acoustic channels. Furthermore, the conveyance of 
more qualified and detailed information about the environment, such as specific road 
condition and traffic flow allows ad-hoc allocation of individual and time sensitive 
semantic aspects to the model. 

The increasing performance of computing resources leads to a data explosion and 
increasing data complexity in numerical simulation. Often, for each point in space, 
there are high-dimensional resulting vectors, which cannot be displayed visually at 
the same time. Acoustics offer the opportunity to reflect each dimension of the result 
in varying frequency, modulation and amplitude, which can be analyzed by the hu-
man ear. The use of hapto-acoustic methods for analysis of highly dimensional nu-
merical simulations have the potential to offer deeper and more-combined insight into 
the results compared to visual representations. 

4 Evaluation 

4.1 Procedure 

A pilot study with five users, two of whom were blind, has been performed in order to 
assess our system. For each scenario, one model was used as follows: 

• Medicine (Med): true model of an aorta obtained from a real patient 
• Architecture (Arch): the complex of buildings that belongs to the Department of 

Mathematics at KIT 
• Mathematics (Math): flow simulation in the lungs 
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Fig. 1. Snapshots of the models used. Left: Aorta (Med). Right: Flow simulation in the lungs 
(Math); the red dot is the cursor (Phantom Stylus). 

 

Fig. 2. Snapshots of the models used. Complex of buildings (Arch), as it was used in the testing 
(left), and with the buildings highlighted in red (right); based on the 3D-City model of 
Karlsruhe, © Stadt Karlsruhe, Liegenschaftsamt. 

All models are based on true data, obtained for instance from the local authority 
real estate office (Liegenschaftsamt Karlsruhe) in the case of the maps, or CT mea-
surements from patients who agreed that the data be used for research purposes in the 
case of medical data. 

For each of the three models, the users had to perform three tasks: 

• Reach the object by touching the closest point or the first point of interest in the 
model that they could find 

• Describe the model 
• Find a certain part in the model, given a verbal description of it 
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Each of the three tasks were performed either twice (blind users) or three times 
(sighted users): once the users explored the model with the force feedback device 
alone (H = haptics); once with force feedback and sound (HA = Haptics + Acoustics); 
and finally, the sighted users explored once more using visual feedback as well (HAV 
= Haptics + Acoustics + Visuals). The sequence of the first two runs (H, HA) were 
alternated: the first two users performed H before HA and the next three users com-
pleted first HA and then H. 

Before the testing, each participant had time to get familiarized with the system by 
exploring a map similar to the one used in the actual testing, but depicting another 
building complex. Also, in the case of the maps, the colors and patterns used for the 
buildings and for the ground (background) were so similar, that visual feedback alone 
could not give a complete overview of the model. 

4.2 Participants 

The five users who participated in the experiment, three men and two women, had 
ages between 23 and 44; computer skills which ranged from medium to expert user; 
and orientation skills ranging from "not so good" to "very good". One of them was 
blind from birth, another one late blind. Two of them play instruments and sing, one 
of them used to play an instrument long ago, and two neither play an instrument nor 
they sing. Two users had no previous experience whatsoever with the Phantom de-
vice, while three had previously seen one before, and briefly tried it. The group of 
users is thus heterogeneous regarding the skills and previous knowledge of the users. 

4.3 Results 

The three sighted users could describe on average quite well the forms they were 
feeling when not using visual feedback (H, HA). In some cases, they would only iden-
tify one attribute (such as "round", "long", "has a hole in it, like a donut"). In other 
cases, they could make out a rather good mental model of the objects ("like a tree 
branch" for Math, "like a round cup" for Med). Yet in other cases, they would make a 
wrong mental image. The two blind users gave up much faster in trying to describe 
the model, and identified less attributes than the sighted users. The times they spent 
on the task are accordingly smaller. According to one user, it is difficult for people 
who are blind from birth to experience 3D maps. They can only interpret maps in a 
bird's eye view or profile view. Surprisingly, even the users who found describing the 
object a very difficult task - could successfully complete the third task (finding a 
part), at least once out of six trials, without visual feedback. 

In the questionnaire following the evaluation, four out of five users found the  
system difficult to use, while one user, who had had the most experience with the 
Phantom Omni before, found it easy to use. However, three out of five users found it 
intuitive, and the other two answered with "I don't know". All users found the sound 
feedback useful or very useful, at least in some cases (like when reaching objects), or 
conditionally ("not in combination with haptics"). All users rated the sound intuitive 
(3) or very intuitive (2) and agreed that it was easy (4) or very easy (1) to interpret. 
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However, two out of five users preferred to explore the models without sound - only 
using haptic feedback. 

Most users gave suggestions for improving the prototype and mentioned that they 
would like to try the system again and maybe even use it after their suggestions are 
implemented. 

5 Conclusion 

Previous research has shown that using hapto-acoustic interfaces in virtual 3D envi-
ronments can enhance the users' experience in tasks such as navigation, object loca-
tion and more. In our research, we used a combination of force feedback and sonifica-
tion in three scenarios from medicine, architecture and mathematics in order to allow 
for a better exploration and analysis of the data sets. For blind and partially sighted 
people in particular, such an approach could allow them to study and work in areas 
previously restricted to them, such as mathematics or architecture. 
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Abstract. Braille displays are providing tactile access to information shown on 
a screen. The invention of Active Tactile Control (ATC) allows detecting the 
tactile reading position on a Braille display in real time. Based on ATC new 
computer interactions have been implemented. Braille frames allow the simul-
taneous display of various independent sources of information on a Braille dis-
play and are used to improve access to complex applications. A task-overview 
for handling of multiple tasks with direct access to the activated tasks triggered 
by the reading position has been implemented. A tactile notification of a spel-
ling mistake triggered by the tactile reading position provides blind users assis-
tance when editing text. A new rule set for blind users’ PC interaction based on 
Active Tactile Control needs to be defined. 

Keywords: tactile reading position, Braille, computer access, Braille frames, 
assistance, computer interaction, e-learning, blind PC users. 

1 Braille Displays in a Glance 

Since Braille was invented 187 years ago, it became the common tool for blind and 
visually impaired people all around the globe. Lately, we can see a shift towards 
speech output today. Nevertheless there are great advantages in using Braille. Blind 
people not only have access to text structure and format, it also enables them to read 
self determinedly, is an excellent literacy tool and on top of that, Braille is a discreet 
way to access information.  

For blind computer users, Braille displays, on which Braille is presented refresha-
ble as a combination of raised dots, are a very important way to access information. A 
standard Braille Display uses between 40 and 80 Braille cells for the tactile presenta-
tion of Braille characters. Each Braille cell is made up of a 2 by 4 Dot matrix. 

To blind users, there are crucial benefits in reading texts in Braille. Not only does a 
Braille display present information shown on a computer screen in Braille in real 
time, it also has a set of control elements like command keys, courser routing keys 
and navigation keys. 
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Fig. 1. Braille display with a set of control elements like Command keys, Cursor Rooting keys 
and Navigation keys 

2 State of the Art in the Use of ATC Technology  

With the invention of Active Tactile Control (ATC) new interactions with computer 
systems are made possible. ATC detects the reading position on a Braille display in 
real time. This information is used to improve the access to various applications. The 
Active Braille from Handy Tech is the first portable Braille display with patented 
ATC technology. 

 

Fig. 2. Active Braille with ATC Technology 
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The reading position is defined as the position of attention when reading on a 
Braille display. Typically, the reading position moves from the left to the right. Often, 
at around the middle of the Braille display, the reading position moves from the index 
finger of the left hand to the index finger of the right hand. It is also common to use 
the right hand for a tactile pre-orientation while the reading position stays at the index 
finger of the left hand. 

To detect the tactile reading position on a Braille display in real time using ATC, 
the force applied to each tactile pin of a Braille display is analyzed 100 times per 
second. In the case of an Active Braille there are 320 Pins to be monitored. 

Based on the knowledge of the reading position, the first implication of ATC was 
automatic scrolling. This function allows blind readers a continuous reading flow, 
since there is no more need in having to press the navigation keys at the end of every 
line of text. 

Over all, each application based on detecting the reading position will help to  
improve the interaction of a blind PC user with their computer. A set of assistive 
functions based on ATC have already been implemented: reading words or letters, 
announcing text attribute changes. These functions can be assigned to individual read-
ing beha-viors. At the moment we can distinguish between four reading behaviors 
(reading, fast reading, resting and reading backwards).  

The detected reading position can be saved to a Log File and be analyzed with the 
ATC-LogAnalyser later on. The Log File therefore is a great tool for teachers to sup-
port students learning Braille well-directed. 

The ATC-LogAnalyser allows teachers to analyze the reading behavior of a stu-
dent during a lesson and provides an objective tool to determine information on the 
reading flow. Statistics on how many words per minutes, respectively how many cha-
racters per minute have been read, how many changes in reading speed within a ses-
sion, how often the student read backwards, and how many characters or words have 
not been read by the student as well as the overall reading flow can be collected and 
analyzed.  

3 Methodology for Improved PC Interaction for Blind Users 
Based on ATC 

New approaches have been developed to investigate how ATC could improve the 
productivity of Braille readers in a work environment. An international group of ex-
perts, mainly Braille display users, have defined areas in which ATC could be turned 
into an effective tool to improve blind people’s interaction with a PC. 

A typical situation for Braille display users is correcting spelling mistakes. Nor-
mally, a Braille display can either show the context of the spelling mistake or the 
suggested corrections. With the introduction of Braille frames for Braille displays 
using Active Tactile Control, the simultaneous display of various independent sources 
of informa-tion on a Braille display was made possible for the first time. Braille 
frames create a most effective way for blind computer users to access several applica-
tions running multitasking on a computer system.  
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4.3 Manipulation of Tactile Content Using the Detected Reading Position 

Similar to the idea of using cursor rooting bottoms at the Braille output to be able to 
place the cursor at the corresponding position, it is possible to use the ATC Technolo-
gy to directly interact with the content shown on the Braille display. This enables 
blind users to communicate their feedback directly to the PC whilst reading informa-
tion presented on the Braille display without the need of having to reach for the PC 
keyboard. 

One simple example is to track or place the mouse pointer along with the reading 
position. This mechanism, implemented as assistant function for ATC, is especially 
helpful when on-screen magnification is used in combination with a Braille display. It 
allows to synchronize the magnified area on the screen with the corresponding Braille 
reading position on the Braille display.  

Another implementation of a PC interaction controlled by the reading position is 
that after activation, e.g. by tapping twice on a selected position on the Braille dis-
play, the section of text covered by the reading position will be marked. 

Providing Background Information on the Tactile Reading Position. Braille cha-
racters can only be displayed in a uniformed size on a Braille display. Text properties 
like text attributes and font size are not tactile detectable simultaneously to the actual 
textual information on the Braille display. With the knowledge of the tactile reading 
position, detected by ATC, it is now possible to provide the Braille reader with addi-
tional information about the context of their reading position. 

There are two general approaches of how to present this background information. 
The first option is to show additional information as modification of the tactile pres-
entation. The second option is to have the context information announced by a speech 
output. 

The first approach uses various sections of the Braille display, the so-called Braille 
frames, for displaying individual information in each section.  

Announcing the attribute changes at the reading position is an example for the 
second approach. When there is a change of attribute at the reading position, e.g. from 
normal to bold text, “bold” is announced. If font type and font sizes are changed too, 
then e.g. “bold, 12, Arial” is announced. This assistant function of ATC can be as-
signed to the different reading behaviors. 

Reading Position Sensitive Controls Using Braille Framing. The ATC Technology 
allows blind users the direct control of several applications presented as windows 
parallel on the screen for the first time. Applications or sub-windows of applications 
are displayed as Braille frames in dedicated sections on the Braille display. 

Depending on the tactile reading position on the Braille display the focus will posi-
tion on the corresponding frame. The current frame is the frame with the current read-
ing position detected by ATC. 

Handling of Multiple Tasks on a Braille Display. It is common that only the active 
task running on a computer is presented on a Braille display. When using a multi 
tasking operating system, such as Microsoft Windows, the blind user also wants quick 
access to the various tasks running. 
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5 Conclusion and Next Steps 

Active Tactile Control (ATC) opens up new methods of interaction with a PC for 
blind users. This technology in the field of computer access for blind users is compa-
rable with the introduction of touch screens for sighted users. Computer interaction 
based on ATC allows blind people to use their computers more efficiently. 

After the complete implementation of the described new methods the next area for 
implementing ATC is to develop a new rule set of PC interaction for blind users. 
Based on described implementations more research is needed to develop a complete 
new rule set for PC interaction for Blind users. 
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Abstract. There are missing commercially available large area dynamic tactile 
displays providing access to high-resolution graphic and Braille for the blind 
people. This is not solved by currently available displays in the form of a 
Braille line. The objective of the project NOMS (Nano-Optical Mechanical Sys-
tems) is to solve this problem by using optically activated haptic actuators. 
These will require no hard to assembly moving mechanical parts and have the 
potential for finer resolution. Recently developed carbon nanotube enriched 
photoactive polymers provided the starting technology for this purpose. There 
will be presented development of materials of this kind and their integration in-
to tactile displays. 

Keywords: Braille, display, tactile, haptic, photo actuation. 

1 Introduction 

Most of the information is presented in visual form which is inaccessible to blind 
people. To make it accessible the synthetic speech and tactile displays are used. Tac-
tile displays are the most suitable means to present exact writ-ten form and layout of a 
text and perhaps the only possibility to present graphics to blind people. Unfortunate-
ly, there are still missing commercially available large area refreshable tactile displays 
providing access to high-resolution graphic and larger blocks of Braille texts. Blind 
readers, as well as sighted people, need possibility to backtrack and review Braille 
text larger than one line and to review information units that takes more than one line 
like equations or tables. Even more serious problem is access to tactile graphics like 
maps, plans, diagrams, and schemes in real time. This problem is not solved by cur-
rently available displays in the form of a Braille line. Tactile graphics is obviously 
available in various forms of a relief print, which are not at disposal in real time; pro-
duction process is complex, long and obviously not automatic. Exceptional special 
devices presenting graphics part-by-part on small refreshable tactile areas of fingertip 
size need hard training, excellent manual skills, good imagination and memory and 
therefore also do not represent satisfactory solution. Finally, more recently there oc-
curred two-dimensional refreshable tactile graphical displays [1-2] based on the same 
principle as Braille displays using piezo electric elements. Although working very 
nice they are still extremely expensive not only for individual users, but even for insti-
tutions providing education and other services to the blind people. Thus, the current 
tactile technology for the blind people significantly limits their access to information, 
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in particular graphics and more complex texts, needed for education, work, and  
everyday life in rapidly developing information society. Therefore revolutionary 
technologies are needed to improve the lives of blind people providing better access 
to information. 

The project NOMS - Nano-Optical Mechanical Systems [3] offers one promising 
solution - the use of actuators that can be activated optically, using materials changing 
their size by influence of light. These require no bulky moving parts and have the 
potential for much finer resolution than current technology. The most challenging task 
of the project is research and development of suitable optically active materials [4-6]. 
Recently developed carbon nanotube enriched photoactive polymers have provided 
the starting technology for this purpose. Liquid Crystal Elastomers (LCE) and also 
other polymers are examined. 

2 NOMS: Objectives 

The main objective of NOMS project is research and development of proto-type of 
photo-actuated large area, high resolution, and fast refreshable, tactile display - tablet 
- working as follows: 

• The original video signal from a computer screen will be transformed into pulses 
that will trigger the appropriate emitters in the tablet. 

• The light emitted by LED/LD-like platform will be focused by microlenses on a 
polymer NANO-composite film  

• The photo-actuation of the film will be tailored to enable tactile graphic representa-
tion. 

• The final tablet will have the following features: 
• 80x80 blisters tactile display with 1.25 mm mutual distance 
• Full text and graphical capability 
• Tactile distances below human touch resolution enabling more smooth tactile 

graphics  
• Rapid refresh rate. The estimated actuation speed of one blister is 100 ms, which 

will yield a maximum reaction delay for changing the whole display contents of a 
100x100 mm display of approximately 1 second, assuming sequential actuation. 

• Easy modular integration for larger display capability (A4 format by 6 modules) 
• Fully integrated electronic circuitry 
• Wireless Capability to connect to a PC and other devices 
• Portability 

Photomechanical actuation is preferred to electromechanical transduction also due to 
following technical and safety reasons: 

• Wireless actuation 
• Electrical-mechanical decoupling 
• Low noise 
• Easy scaling up/down 
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Fig. 1. Schematic of proposed visual-aid NOMS, showing computer wireless interface along 
with subjacent optical technology (source: Project NOMS) 

3 The Work Performed So Far 

The work covers the research and production of photoactive NANO-materials, blister 
and tablet design, communications and control software, optics and microsystem inte-
gration, as well as end user evaluation and neuro-cognitive studies. 

A very important task has been the research and choice of actuating material [4]. 
However, only few materials actually exhibit photo-actuation. Initially, we favored 
carbon nanotube-polymer composites because of expected decreased manufacturing 
costs and true photo-actuation. But better results were found for liquid crystals elas-
tomers. Actuation parameters (magnitude of the stroke, needed exerted force in tactile 
applications, etc.) in liquid crystal elastomer (LCE) materials have outperformed 
those of carbon nanotube polymer systems. Also, one of the initial disadvantages of 
the LCE materials, their transparency to visible light, has been overcome by incorpo-
rating carbon nanotubes in the elastomer to produce absorption over the complete 
visible spectrum, allowing successful actuation of LCE-CNT material using a visible 
LED light source. Nevertheless, we are not fully satisfied with some characteristics 
and stability of those materials needed for construction of haptic displays. Therefore 
the material research continues. At present we work with materials doped by laser 
welding dyes which seem to be more promising. 
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The work continues on an intermediate deliverable, a prototype of 10x10 tactile 
tablet with a pitch of 2.5 mm to allow standard Braille representation using different 
photo-actuated materials. 

 

Fig. 2. 10x10 light emitting layer and driver boards (the LEDs are lit by random data). (source: 
Project NOMS) 

The interface between the PC and the NOMS tablet has required development of 
software to perform the visual to tactile transformation, Wireless communication to 
transmit the tactile image to the display, to control electronics to operate the tablet. A 
first version of the software has been re-leased and the wireless communication pro-
tocol has been chosen. 

4 Potential Impacts and Use of Final Results 

Knowledge gained by studying photo-active NANO materials during NOMS project 
development will open new horizons for practical as well as research purposes not 
only for blind people, but for general public as a means of design for all. 

The NOMS graphical display will be for instance suitable for use as a novel re-
search tool for neuropsychologists allowing major progress in this field which has so 
far been limited by existing tactile technology which is either non-refreshable (e.g. 
embossed on paper) or just new very expensive devices [1-2] with lower resolution 
than proposed by the NOMS project. 
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Another hopeful application is a single tactile element resembling LED. It might be 
used for the same signaling purposes as LED, parallel with it or instead of it. This 
technology could be applied for signaling purposes (power on/off, recording on/off, 
heating on/off, waiting message etc.) to support or substitute visual perception. 

The work proposed here identifies a new direction leading to Implementation of 
NOMS technology in non-assistive applications which will also be of great interest to 
the general public judging by the advent of multiple tactile interfaces in PDAs, cell 
phones, music players and large surface personal computers. Research of photo active 
NANO-materials will support also development in multiple adjacent fields such as 
medicine or robotics through artificial muscle technology. 

5 Conclusion 

The proposed device will comprise an invaluable added advantage over current assis-
tive technology by provision of graphic and text information on a large area fast re-
freshable tactile display. Moreover NOMS is addressing also other specific needs of 
visually impaired people since that technology is readily adaptable to the latest and 
most common technical developments like e-books, i-phones and all featuring flat 
screens without classic key-boards. It could really improve accessibility of electronic 
information every-where. The results of the material research will also provide signif-
icant contribution to nano-technologies in general. 
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Abstract. This paper presents the development of Trackable Interactive Multi-
modal Manipulatives (TIMM). This system provides a multimodal tangible user 
environment (TUE), enabling people with visual impairments to create, modify 
and naturally interact with graphical representations on a multitouch surface. 
The system supports a novel notion of active position, proximity, stacking, and 
orientation tracking of manipulatives. The platform has been developed and it is 
undergoing formal evaluation. 

Keywords: Haptic Feedback, Graphing, Accessibility, Blind and Visually Im-
paired, Multitouch, Multimodal, TUI, Diagrams, Tangible User Environment 
(TUE), NASA TLX, Subjective Workload, Manipulatives, Fiducials, Markers. 

1 Introduction  

Through their K-12 years, blind and visually impaired students are taught to construct, 
manipulate and browse the physical world using the sense of touch through free hands. 
This method is ubiquitous in reading braille and in all learning interactions (Fig. 1 and 
2).  Fundamentals of science and math are taught using simple inexpensive materials, 
requiring little to no learning curve.  Dominant materials used in everyday classrooms 
are manipulatives, such as cubes, number lines, and combinations of corkboards, pins 
and rubber bands [13]. Manipulatives are tangible objects that are part of a hands-on 
learning environment. Through design and constant manipulation, a student can create 
mental models “images” of important concepts in algebra, geometry,  
measurements, and science. It is through multiple experiences that students gain true 
conceptual understanding [13]. There are, however, several concerns. E.g., each mani-
pulative must be easily distinguishable, color properties have to be replaced by braille, 
and an unambiguous area for placement of manipulatives must be provided, to render 
interaction without distress for loss of position, orientation,  and proximity of cubes. 
Another type of commonly used manipulatives relies on corkboards, pins and rubber 
bands (Figure 2). This form is used to create graphs, charts, and geometric shapes. This 
involves inserting pins on a wooden board with a raised grid and wrapping rubber 
bands around the pins to form a touchable graph. This is a simple method, but has  
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several drawbacks. Pins can fall off if not placed correctly. If a pin is removed by  
mistake, the rubber bands can also fall off, causing the loss of the representation and 
possible injuries. The setup of this form is tedious and lacks feedback (e.g., audio) to 
denote correct or incorrect interactions. The static nature of manipulatives requires 
continuous manual intervention and validation (e.g., by the teachers).  

 

Fig. 1. Two-handed uses for Braille and manipulatives [2], [10], [13], [14] 

 

Fig. 2. Two-handed interaction when constructing diagrams/graphs [13] 

The emergence of digital manipulatives [11] offers a new approach to address 
some of these issues. These manipulatives are based on the concepts of Tangible User 
Interfaces (TUIs), which provide a new compelling approach to enhance people’s 
interaction with digital information [12]. The concept of TUI was first introduced in 
1997, by Ishii and Ullmer – they define a user interface that can “augment the real 
physical world by coupling digital information to everyday physical objects and envi-
ronments” [5]. TUIs naturally employ a two handed approach, which fits perfectly 
with the existing classroom practices for blind and visually impaired students. How-
ever, the technological developments and the associated research implications of TUIs 
for these groups of students are still in their infancy. McGookin et al. developed a 
TUI system that tracks markers on a table-top surface [9]. Their results demonstrate 
the potential offered by this approach in providing non-visual access to charts.  
However, their system only allows for data browsing of statistical data, without con-
struction and other types of interaction. Subjective workload evaluations were not 
provided. In this project, we investigate TUIs for students with visual impairments 
further.  

2 Background and Motivation 

This paper presents an extension of our previous work (abstract): MICOO (Multi-
modal Interactive Cubes for Object Orientation) [7]. The limitations of existing ap-
proaches and the belief that TUIs might provide break-through ways to engage blind 
and visually impaired students in learning mathematical and scientific graphical  
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concepts are at the foundation of TIMM. With TIMM we provide a general digital 
tangible manipulatives platform with the following characteristics: 

1. It is general and programmable: we envision TIMM as a set of manipulatives that 
are flexible and provide an open API – allowing them to be programmed to meet 
the needs of different applications (e.g., presentation and manipulation of different 
concepts from algebra, geometry, and other scientific domains); 

2. It is capable of providing multi-modal feedback; 
3. It supports both presentation of graphical structures as well as their manipulation 

(e.g., creation and transformation). 
4. It maintains a visual component, to enable interaction between blind, visually im-

paired students and sighted students/instructors.  

 

Fig. 3. TIMM Tangible User Environment 

3 TIMM for Tangible User Environments (TUE)  

Manipulatives are defined as a set of objects (e.g. blocks) that a student is instructed to 
use in a way that teaches or reinforces a lesson [4]. In a class room setting, manipula-
tives demand an environment that requires an interaction space (e.g., table-top, desk), 
active guidance/feedback (e.g., teacher), and a set of rules (e.g., lesson). Moreover, ma-
nipulatives in their class room setting provide a complete learning environment. We 
define a set of TUIs (manipulatives), their tangible interaction space (multitouch table-
top), and a set of rules (applications) with active feedback (multi-modal), in a system 
which renders all interactions and user intention; thus, a tangible user environment.   

We have developed a collection of manipulatives called TIMM (Trackable Interac-
tive Multimodal Manipulatives) and a custom multitouch table-top to identify and track 
TIMM surface movements and interactions. This system renders active interactions by 
reading and tracking markers underneath each TIMM.  In Figure 3, on the left we show 
the system. In this setup we provide an environment that is non-intrusive, providing 
look and feel of a typical table of a classroom setting. On the right of Figure 3, we de-
scribe the types of interactions that are possible with TIMM: “Guide”, “Roll”, and 
“Stack”. The novel concept of “Guide” provides the ability to plug a tactile representa-
tion into a TIMM. This representation can be for example, a miniaturization of a  
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graphical representation; in this case we show a line or a linear equation. Once a tactile 
representation is plugged into a TIMM, the system is then to actively rotate the repre-
sentation to provide instant tactile feedback that matches a graphical object on that loca-
tion. The “Roll” ability allows a roll action on the surface while accurately tracking the 
face of the object. This ability for example can be used to represent a virtual dice. The 
“Stack” ability allows several TIMMs to be stackable while actively track which TIMM 
is on top/bottom. The design of TIMM is guided by the following criteria: 

1. Natural active interaction: Any system will naturally require a learning curve. 
However, employing a two handed input interaction approach (natural to students 
with visual impairments) will yield a reduced learning curve. 

2. Multiple points of interaction: Existing research has extensively investigated uses 
of haptic technology (e.g., Wingman, PHANToM, Falcon). These devices require 
a user’s whole palm and hand-grip, leaving other receptors on the hand unem-
ployed (single point of interaction). Manshad and Manshad designed a haptic 
glove, which provides vibration feedback through natural movement and position 
[8]. Their evaluations highlight the significance of providing multiple points of 
interaction – students browsed a mathematical graph faster than using single 
point interaction. McGookin et al. evaluations also supported this notion [9]. 

3. Independence: the system should provide active feedback in support of correct 
and incorrect interactions. This will lessen the need for manual intervention. (e.g., 
teachers). 

 

Fig. 4. Sample applications of TIMM 

The initiative of TIMM is to develop a novel platform that adapts to a wide range of 
applications, particularly those found in everyday classrooms for blind and visually 
impaired students using manipulatives. The form and outer shape of TIMM is also 
meant to be adaptable and to serve as a generic platform for TUI-based interaction 
with graphical structures. As a generic platform, the system provides a novel notion of 
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active position, proximity and orientation tracking of all objects. With this infor-
mation we create a tangible user environment that reasons with user intent and vali-
date their manipulation. Thus, provide continuous feedback to the user while guiding 
and instructing him/her to complete their task without the need of a 3rd person.  

Consequently, the system also provides active tracking of TIMM against compo-
nents of interest (e.g., diagram relation markers, entities, or graphs). If the orientation 
and position of a TIMM matches a component, then a user is allowed to modify that 
component by moving the TIMM (Fig. 4). Conversely, if a TIMM does not match the 
orientation or it is far from a component, audio feedback will be activated to direct 
and help the user to reach that component. A user may also use his fingers to quickly 
touch and browse the surface while listening for audio feedback. If a component is 
found, a user may put a TIMM on that position. This notion is called “bread crumbs”, 
which allows the user to leave several TIMMs behind to form a tactile presentation 
and meaning that is configurable.  As summarized in Fig. 4, multitouch can be used 
to detect or create links among entities (e.g., connect two nodes in a graph), manipu-
late graphical structures or construct expressions and equations. Thus, there are two 
general modes of interaction: 

• Construction Mode:  
• Graphing: During construction of a graph (e.g., linear equation) a blind or visu-

ally impaired student typically locates two points (i.e. point A & point B) on a 
corkboard then inserting a pin on each point, and then wraps a rubber band 
around them to construct a tactile line. Using TIMM, a user will also locate two 
points through moving a TIMM and verifying the point of interest by reasoning 
with feedback (e.g., music, speech).  Once points are located, a user can tie a 
piece of yarn or wikki-stix to form a tactile line between both TIMM points as 
shown in fig 3.  

• Diagram: Pins and rubber bands on a corkboard are also used to form an outline 
of a geometric shape. Similarly, TIMM graph construction method can be used 
to form outlines of shapes. However, when constructing more complex repre-
sentations (e.g., UML, flow chart, compounds), a user must place several 
TIMMs to form a representation, and can link each object with a relation object. 
Once placing a TIMM, a user is then asked to describe or provide a description 
using a standard or a braille keyboard. 

• Browsing Mode: (this mode is activated once a user finishes construction, loads a 
diagram representation from file, or inputs a function to graph). 
• Graphing: If a user enters a function, then he will be asked to place a TIMM to 

locate a point (e.g., x-intercept, y-intercept, vertex, center of circle, etc…) while 
listening to directions (e.g., “go upper left”, “go lower left”, “go up”, “go 
down”, “you are on the line”, “you are on x-intercept”, etc…). The system will 
continue to ask to user to locate the least amount of point to construct a tactile 
representation of the graphed function. Once all TIMMs are in place, the user 
can then manipulate the function by moving any TIMM. With every new move, 
audio feedback will be given to describe the change in the graph (e.g., “negative 
slope”, “positive slope”, “area of circle”, etc…) as seen in scenario 1 of fig 5. 
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Alternatively, a user may use the “Guide” TIMM to quickly represent a function 
after locating only a single point. Then, the user can manipulate the graph either 
by moving the TIMM or rotating the “Guide” tactile representation as seen in 
scenario 2 of fig 5.  

• Diagram: Similarly with TIMM graph manipulation, the user will also receive 
directions to place a TIMM to match a loaded diagram. Once all TIMM objects 
are in place, the user is free to manipulate the diagram, add to it, or remove links 
and relationships. User is also able to change the description of each object and 
rotate to change orientation. 

 

Fig. 5. Graph browsing and manipulation example 

3.1 Hardware and Software Implementation 

TIMM has been developed from scratch, using affordable off-the-shelf hardware 
components. The system allows for natural interaction using TIMM on a multi-touch 
surface. The current surface is controlled through a single infrared camera for TIMM 
movement and orientation tracking.  Through the open-source Community Core 
Vision 1.5 (CCV) platform [3] we are extending our initial design to support multiple 
cameras for higher precision tracking of markers (Fig 6). Through CCV we can con-
figure camera video stream and select tracking data to publish as UDP packets. 

 

Fig. 6. Side view layers (right) and current design (left) 
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Current software implementation is a custom C# application which extends the 
open source reacTIVision TUIO framework [6]. New TIMM API provides active 
proximity and orientation of TIMM against components of interest. API for direction 
feedback, “Guide” control and “Roll” ability are also provided. The software sub-
scribes to the CCV UDP packets, then plots position and orientation of each TIMM. 
Depending on the current application of TIMM that the user selected (e.g. graph, 
diagram), the software provides a graphical representation of the table-top surface. 
This representation can be saved and printed. The software also keeps track of overall 
time taken to complete each task, correction or incorrect movement of each TIMM, 
and time taken to move a single object, to later be used for evaluation and usability 
testing.  

 

Fig. 7. Hardware design of TIMM 

Since our system is to serve as a generic platform, there is no limit on the look and 
feel of TIMM objects. The intent is to make use of everyday manipulatives found in 
classrooms, and convert them to trackable objects. This can easily be done by placing 
a fiducial marker underneath any object. Software must then be configured to under-
stand new objects on the surface and correctly predict user intention of manipulation, 
since current software only supports graph and diagram construction. Figure 7 de-
scribes associated hardware with interactions possible with TIMM currently devel-
oped: “Guide”: using a stepper motor and volume knob to provide rotation feedback 
and input; “Roll”: six markers placed on each side of a TIMM are used to determine 
the current side facing the surface; and “Stack”: two IrDA transceivers are used to 
sense any stackable TIMMs. Generally, each TIMM sends wireless data to our inte-
raction software and receives instructions (e.g. stepper motor movement, vibration 
feedback, etc…). Currently we are adding a speech/audio player component to pro-
vide speech and audio feedback. Each TIMM is programmable using the Arduino 
open-source prototyping platform [1].  
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4 Current Status 

A number of formal evaluation activities are currently underway, including NASA 
TLX (Task Load Index) workload assessment and Neurosky’s MindWave attention 
and meditation data. Current participants include students from the Alamogordo New 
Mexico School for the Blind and Visually Impaired.  Participants will be tasked to 
browse, modify and construct a graph (on a Cartesian plot) and a diagram. Comple-
tion times and errors will be recorded and analyzed.  

Acknowledgments. Many thanks to the NUI (Natural User Interface) Group Com-
munity forums for answering questions during the system building process. 
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Abstract. In this paper, two new Body-Braille devices are described.
After the Body-Braille system and its current development status is ex-
plained, first, a new device for Braille-based real-time communication
over internet (via Skype) is introduced and second, a new device for au-
tonomous learning, which adopts wireless communication, is explained.
The former is already developed and being used in the field test stage;
the latter one is being developed now.

Keywords: Body-Braille, vibration, Helen Keller phone, autonomous
learning, visually impaired, deaf-blind.

1 Introduction

The Body-Braille system transmits Braille characters to disabled people by vi-
bration at any point on the body. Two vibration motors (vibrators) are driven
three times to express the six points of each Braille cell. We have experimented
with Body-Braille in several systems such as the “Tele-support system”, which
is a remote support system for deaf-blind people [1], an independent support
system for deaf-blind people’s walking around town using RFID, and a com-
munication system between deaf-blind people and non-disabled people using
infrared technology. In this paper, we describe two new devices implemented
in the Body-Braille system. The first one is a Braille-based phone system for
deaf-blind people over an audio telephone channel. We call it the “Helen Keller
phone”. We developed this device using Skype for the signal channel instead of
mobile phones. The second device is a system in which a deaf-blind person can
learn Body-Braille autonomously. In order to use this system, it is necessary to
drive the vibration modules by wireless communication. In the current stage,
we have finished designing the circuit modules of a Body-Braille device for the
learning system and continue to develop the application.

K. Miesenberger et al. (Eds.): ICCHP 2012, Part II, LNCS 7383, pp. 672–675, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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2 Body-Braille and Related Devices

2.1 Body-Braille

The Body-Braille system allows a user to read Braille characters through six
micro-vibrators settled on the surface of the body such as the back, head or arms.
It is designed to support the daily lives of deaf-blind people. Body-Braille has
several merits: (1) Any part of the body can receive Braille data; (2) Both text
and symbol information can be transmitted; (3) It is wearable; (4) Information
is received passively; and (5) It supports the study of Braille. However, it is
very hard to place 6 vibrators on the surface of the body, and the dispersed
vibration sometimes causes read errors by phantom sensation. Reducing the
number of vibrators would solve this problem. For this purpose, we are studying
a simplified Braille system, in which Braille characters are presented using only
two points instead of the original six. With this new simpler Braille code, called
“two-point system”, we can use fewer vibrators. As a result, the equipment size
becomes much smaller than in earlier versions.

2.2 Devices in the Body-Braille System

We have been developing several Body-Braille devices in each stage of the re-
search. The first generation used large equipment with six vibrators for the basic
measurement and system experiment. The second generation used smaller equip-
ment with two vibrators for the same purposes as the first generation. The third
generation also uses smaller equipment with two vibrators for the practical use
test of the Helen Keller phone. The fourth generation will have equipment with
two vibrators and wireless communication to drive the vibrators and will be used
for deaf-blind people’s learning of Body-Braille. The third generation’s equip-
ment has been developed and is in the field test stage. The fourth generation’s
equipment is currently being developed. In this paper we introduce the devices
used in the third and fourth generation.

3 Helen Keller Phone

3.1 Helen Keller Phone System

The Helen Keller phone system is a communication system for deaf-blind people
via Skype. In this system, a deaf-blind person can talk with another disabled
person without any support, just like the audio communication of non-disabled
people. When a deaf-blind person wants to communicate with another deaf-blind
person, he or she makes an internet connection with another deaf-blind person
and chats with them using Braille and DTMF (Dual Tone Multiple Frequency)
tone signals which compose the Braille code. DTMF signals which are mapped
to six points of a Braille cell are transmitted through the audio channel of Skype
to another deaf-blind person’s Body-Braille device which outputs the vibrations
corresponding to a recomposed Braille cell. Fig. 1 shows the schematic diagram
of the Helen Keller phone system.
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Fig. 1. The Schematic Diagram of the Helen Keller Phone System

3.2 Device of Helen Keller Phone

The third generation equipment is smaller than that in previous generations and
is called “P-Bbrll (Pocket size Body-Braille equipment)”. It drives two vibrators
and consists of infrared, serial line, and DTMF tone signal communication inter-
faces. P-Bbrll is 100mm × 18mm × 58mm and weighs about 100g, so it is very
portable. For the input of Braille code, 6 keys (F,D,S,J,K and L) of a PC key-
board or a tone generater are used to generate the combination of DTMF tone
signals corresponding to the points of one Braille cell. These tones are transmit-
ted through the audio channel of Skype on a PC or a Sony PSP go (Play Station
Portable go) to the other person’s P-Bbrll, activating the attached vibrators.
The two vibrators express the 6 points of one Braille cell by being driven three
times — once for each of the three lines of one cell. When the left or right (or
both) point of one line is convex, the corresponding vibrator(s) emits a long
vibration. If neither point is convex, the right vibrator emits a short vibration.

4 New Wireless Device and Application

4.1 Needs of Wireless System

Body-Braille is intended as a communication system for deaf-blind people and
a support system for the independent life of deaf-blind people. In order to test
its effectiveness for this purpose, we need an extended field test with many deaf-
blind people, but we have not had many subjects so far. In order to get more
subjects, we need a Body-Braille learning system so that users can learn to read
Braille cells using vibrators. For this purpose, we have to supply very easy-to-
use experimental equipment including such features as wireless connections be-
tween the main equipment and vibration modules. We are currently developing
a wireless device using XBee (ZigBee) technology. It consists of a primary device
which communicates with a host machine and transmits the driving informa-
tion of vibrators and a vibration module which receives the driving information
and then drives the vibrators. The primary device has a six-key mini keyboard
and memory chip which records the learning results. The vibration module has a
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Fig. 2. The Picture of the Wireless Equipment

micro-battery which can be charged through a USB terminal. The size of the
vibration module is 80mm × 60mm × 30mm, and it is supposed to be settled
around both wrists of a subject. The Fig. 2 shows the picture of the equipment.

4.2 Application — System for Autonomous Learning

The subject operates the six-key mini keyboard, first selecting a genre. We supply
several sets of simple words from many genres. The subjects receive a word
by Body-Braille vibrations and then input the reading result using the mini
keyboard. After the presentation of feedback (i.e., correct/incorrect), the result
is logged in the primary device and is referred to by a host machine later. This
wireless device is also being studied as an entertainment application, such as a
vibration system which expresses an interpretation of a musical atmosphere.

5 Conclusion

Two new Body-Braille devices for the Helen Keller phone and an autonomous
learning system were described. The device for the Helen Keller phone has been
developed in the commercial base and now it is being tested with several deaf-
blind subjects all over Japan. We have obtained very positive feedback on it.
Now we are summarizing the result, which will be reported at the conference.
The other device, for autonomous learning, is still being designed now. We will
be able to report the test result several months later. But we are sure to get
much more subjects by using the wireless technology, and we can also supply an
entertainment application.

Acknowledgment. A part of this work was supported by JSPS KAKENHI
20500497 and 23500667.
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