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Preface

The massive use and large applicability spectrum of evolutionary algorithms for
real-life applications determined the need of establishing solid theoretical grounds.
Only to offer one example, one may consider mathematical objects that are some-
times difficult and/or costly to calculate. At the same time, acknowledged new re-
sults show that evolutionary computation can provide in some cases good and fast
estimators of such quantities. Similarly, the handling of large quantities of data may
require the use of distributed environments where the probability of failure and the
stability of the algorithms may need to be addressed. What is more, common prac-
tice confirms in many cases that theory-based results have the advantage of ensuring
performance guarantee factors for evolutionary algorithms in areas as diverse as op-
timization, bio-informatics or robotics.

The aim of the EVOLVE is to build a bridge between probability, statistics, set
oriented numerics and evolutionary computing, as to identify new common and
challenging research aspects. The conference is also intended to foster a grow-
ing interest for robust and efficient methods with a sound theoretical background.
EVOLVE is intended to unify theory-inspired methods and cutting-edge techniques
ensuring performance guarantee factors. By gathering researchers with different
backgrounds, ranging from computer science to mathematics, statistics and physics,
to name just a few, a unified view and vocabulary can emerge where the theoretical
advancements may echo in different domains.

Summarizing, the EVOLVE focuses on challenging aspects arising at the passage
from theory to new paradigms and aims to provide a unified view while raising
questions related to reliability, performance guarantees and modeling.

This book contains the proceedings of EVOLVE 2012, organized as an interna-
tional conference for the first time, after previous editions when it followed a work-
shop format. The EVOLVE series started in 2011 with an international workshop
held at the Bourglinster Castle in Luxembourg, while in 2010, the originating event,
Workshop on Evolutionary Algorithms - New Challenges in Theory and Practice,
was organized in Bordeaux. The EVOLVE 2012 has been hosted by the Computer
Science Department of the CINVESTAV-IPN, in Mexico City, Mexico.

This book consists of the accepted full-length papers that were submitted to the
EVOLVE 2012 and that were peer-reviewed by an international program committee.
For convenience of the reader we have divided the 32 papers into 8 main parts
representing different research areas within the scope of the EVOLVE.



VI Preface

Part I consists of two invited papers coming from Keynote Speakers of the
EVOLVE 2012. The first paper, by Jian-Qiao Sun, deals with the control of non-
linear dynamic systems with the cell mapping method. The second paper, by Jose
Blanchet et al., is about a method for estimating the quasi-stationary distribution of
various particle processes.

In Part II, a group of papers is presented dealing with genetic programming.
These contributions come from a special session organized by Leonardo Trujillo
and Edgar Galvan.

In Part III, a collection of papers is given that contribute to the field of evo-
lutionary multi-objective optimization. These papers come from a special session
organized by Günter Rudolph and Heike Trautmann.

Part IV contains two papers dealing with combinatorial optimization. The first
one presents a hyperheuristic approach for guiding enumeration in constraint solv-
ing, and the second one proposes a simulated annealing implementation for finding
near-optimal solutions for the Maximum Parsimony problem.

Part V contains one contribution to the field of probabilistic modeling and opti-
mization for emerging networks, coming from a special session organized by Jian-
guo Ding and Xinhui Wang.

In Part VI, a selection of research works on hybrid probabilistic models for real
parameter optimization and their applications are presented. These papers come
from a special session organized by Arturo Hernández-Aguirre.

In Part VII, a group of papers contributing to the field of evolutionary compu-
tation for vision, graphics, and robotics are presented. These works come from a
special session organized by Gustavo Olague and Humberto Sossa.

Finally, Part VIII presents a selection of contributed papers describing the ap-
plication of bio-inspired metaheuristics to real problems of industrial and scientific
research and development. These papers come from a special session organized by
Andrew Lewis and Marcus Randall.

We would like to express our gratitude to all the invited speakers to accept our
invitation and to give an outstanding presentation at the EVOLVE 2012. Further, we
would like to thank the chairs of the special sessions, the members of the program
committee, and the authors who have submitted a contribution to the event, which
allowed to constitute this book and which allowed to make the EVOLVE 2012 a
success. Finally, we gratefully thank the sponsors of the event and our institutions
which helped us to realize our projects.

Mexico City, Luxembourg, and Bordeaux, Oliver Schütze
August 2012 Carlos A. Coello Coello

Alexandru-Adrian Tantar
Emilia Tantar

Pascal Bouvry
Pierre del Moral
Pierrick Legrand
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Kiyoshi Tanaka Shinshu University, Japan
Gregorio Toscano-Pulido CINVESTAV-IPN, México
Heike Trautmann TU Dortmund University, Germany
Leonardo Trujillo CICESE Research Center, Mexico
Alan Reynolds Heriot-Watt University, Edinburgh, Scotland
Hiroyuki Sato Shinshu University, Japan
Ponnuthurai Suganthan Nanyang Technological University,

Singapore
Simon Wessing TU Dortmund University, Germany
Fatos Xhafa Universitat Politecnica de Catalunya, Spain



Organization IX

Local Organizing Committee

Oliver Schütze CINVESTAV-IPN, México
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Control of Nonlinear Dynamic Systems
with the Cell Mapping Method

Jian-Qiao Sun

Abstract. This paper studies control problems of nonlinear dynamic systems us-
ing the cell mapping method. We first present the formulation of optimal control
problem and Bellman’s principle of optimality. Then, we present the cell mapping
methods and their application to optimal control problems of deterministic nonlin-
ear dynamic systems. Examples of population dynamics control of two competing
species are presented to demonstrate the effectiveness of the cell mapping method.

1 Introduction

Optimal control theory and its various applications have long been among the impor-
tant topics of research in engineering. The optimal control problem can be solved by
using Pontryagin’s minimum principle and the Hamilton-Jacobi-Bellman equations
(HJB). When the system is non-linear, and control and state constraints are imposed,
finding solutions to optimal control problems becomes a very difficult task. The cell
mapping method offers an attractive way to compute optimal control solutions in
conjunction with Bellman’s principle of optimality.

The cell mapping methods were first introduced by Hsu [16, 18] to study the
global dynamics of nonlinear systems. Two cell mapping methods have been exten-
sively studied, namely, the simple cell mapping and the generalized cell mapping.
The cell mapping methods have been applied to optimal control problems of deter-
ministic and stochastic dynamic systems [17, 3, 11]. Other interesting applications
of the cell mapping methods include optimal space craft momentum unloading [13],
single and multiple manipulators of robots [29], optimum trajectory planning in
robotic systems [25], and tracking control of the read-write head of computer hard
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4 J.-Q. Sun

disks [26]. Sun and his group studied the fixed final state optimal control problems
with the simple cell mapping method [7, 6], and applied the cell mapping methods
to the optimal control of deterministic systems described by Bellman’s principle of
optimality [10]. Crespo and Sun further applied the generalized cell mapping based
on the short-time Gaussian approximation to stochastic optimal control problems
[9, 11]. They also studied semi-active optimal control of populations of competing
species in a closed environment with the cell mapping method [8].

We study the deterministic optimal control in this paper. In Section 2, we review
the formulation of optimal control problems and Bellman’s principle of optimality.
Section 3 presents the cell mapping methods and their application to the optimal
control problem. Section 4 studies optimal control problems of competing species
in a closed habitat. Section 5 concludes the paper.

2 Optimal Control

Consider a nonlinear dynamic system,

dx
dt

= f(x, t,u), (1)

where x(t) ∈Rn is the state vector, u(t) ∈Rm the control input and x(t0) = x0 is the
initial condition. Define the performance index, J as:

J(u,x0, t0,T ) = φ(xT ,T )+
∫ T

t0
L(x(t),u(t))dt, (2)

where t ∈ [t0,T ] is the time interval of interest, φ(xT ,T ) is the terminal cost at the
state xT = x(T ), and L(x(t),u(t)) is the Lagrangian function. Here, we assume that
the Lagrangian function is not an explicit function of time. The optimal control
problem is to find a control u(t) within a set U⊂Rm on the time interval [t0,T ] that
drives the system from the initial condition to the target set defined byΨΨΨ(xT ,T ) =
0 such that the cost function J is minimized. If the Lagrangian function satisfies
convexity conditions, the optimal control solution can be found via Pontryagin’s
minimum principle or the Hamilton-Jacobi-Bellman (HJB) equations.

Bellman’s principle of optimality was originally stated as follows [1, 2]: “An
optimal policy has the property that no matter what the previous decisions have
been, the remaining decisions must constitute an optimal policy with regard to the
state resulting from these previous decisions”. We restate Bellman’s principle as
follows: Let (x∗,u∗) be an optimal control solution pair over the time interval [t0,T ]
subject to the initial condition x(t0) = x0. Let t̂ be a time instant such that t0 ≤ t̂ ≤ T.
Then, (x∗,u∗) is still the optimal control solution pair from [t̂,T ] subject to the initial
condition x(t̂) = x∗(t̂).
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We shall combine Bellman’s principle of optimality with the cell mapping
method to obtain optimal controls. When the number of control actions is finite,
Bellman’s principle provides a basis for the search of optimal controls. It also im-
plies that the search for optimal controls should be done backward in time starting
from the target state.

Let V (x0, t0,T ) = J(u∗,x0, t0,T ) be the so-called value function or optimal cost
function. Bellman’s principle of optimality can be stated as [27]

V (x0, t0,T ) = inf
u∈U

(∫ t̂

t0
L(x(t),u(t))dt +

∫ T

t̂
L(x(t),u(t))dt +φ(xT ,T )

)
(3)

= inf
u∈U

(∫ t̂

t0
L(x(t),u(t))dt +V(xt̂ , t̂,T )

)
,

where t0 ≤ t̂ ≤ T , xt̂ = x(t̂) and V (xT ,T,T ) = φ(xT ,T ).
Consider the optimal control of a system starting from xi in the time interval

[iτ,T ] where τ is a discrete time step. Define an incremental cost and an accumula-
tive cost as

Jτ =
∫ (i+1)τ

iτ
L(x(t),u(t))dt, (4)

JT = φ(x∗T ,T )+
∫ T

(i+1)τ
L(x∗(t),u∗(t))dt. (5)

In JT , (x∗(t),u∗(t)) is the optimal solution pair over the time interval [(i+ 1)τ,T ].
Then, Bellman’s principle of optimality can be restated as:

V (xi,iτ,T ) = inf
u∈U
{Jτ + JT} (6)

= inf
u∈U
{Jτ +V (xi+1,(i+ 1)τ,T )} .

The incremental cost is the cost for the system to march one step forward starting
from the initial condition xi = x(iτ). The system lands on the intermediate set of the
state variables xi+1 = x((i+ 1)τ). The accumulative cost is the cost for the system to
reach the target set starting from this intermediate set, and is calculated through the
accumulation of incremental costs over several short time intervals between (i+1)τ
and T .

Bellman’s principle of optimality as stated in Equation (6) suggests that one can
obtain a local solution of the optimal control problem over a short time interval τ to
form the global solution provided that xi+1 lies on the optimal solution. The global
solution consists of all the local solutions that are constructed backward in time
starting from the terminal condition φ(xT ,T ) at time T . The cell mapping method
offers an effective way to compute all the local optimal solutions from Equation (6)
in a given region.
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3 Cell Mapping Methods

The cell mapping methods transform the point-to-point dynamics into a cell-to-cell
mapping by discretizing both phase space and the integration time. We denote all ad-
missible mapping time steps as T= {Δ t1,Δ t2, ...Δ tNt }. The point-to-point mapping
obtained from Equation (1) is given by

x(k) = F(x(k− 1),u(k),Δ t(k)), (7)

where x(k) ∈ Rn is the state vector at the kth mapping step and u(k) ∈ U is the
control in the kth time interval. By making u(k) = 0 in Equation (7), the uncontrolled
system dynamics can be studied. In the simple cell mapping (SCM), the dynamics
of an entire cell denoted as Z is represented by the dynamics of its center. The center
of Z is mapped according to the point-to-point mapping. The cell that contains the
image point is called the image cell of Z. The cell-to-cell mapping is denoted by C,

Z(k) =C(Z(k− 1),u(k),Δ t(k)). (8)

Consequently, the exact image of the center of Z is approximated by the center of its
image cell. This approximation can cause significant errors in the long term solution
of the control problem computed by the SCM method [19, 17, 3, 25].

Since the image of the entire cell covers a bounded region, more than one cell can
be the image cells. If we don’t restrict the number of image cells of a pre-image cell
to be one, we come to the generalized cell mapping (GCM) [18]. Under GCM, a cell
can have several images, everyone of which has certain probability to be part of the
system solution. The GCM method provides a probabilistic description of the sys-
tem response. The evolution of the system dynamics is governed by a finite Markov
chain. The transition probability matrix of the Markov chain contains the topologi-
cal structure of the global system response in the cell state space. Attractors, basins
of attraction and separatrices may be identified by finding the limiting probability
distribution and the corresponding transient and persistent groups of cells. For more
discussions on the cell mapping methods, the reader is referred to [18].

3.1 Control Application

When applying the cell mapping method to the optimal control problem, we need
to construct a database of cell mappings under all allowable controls. We denote the
set of discrete admissible controls as U. Let Nc be the number of admissible controls
in the set U. Let Nm denote the set of mappings from a pre-image cell to its first Nm

consecutive image cells along the trajectory under a given control. These mappings
can have non-uniform mapping time steps so that the images of the mapping are
closest to the center of the cell containing the image [7].
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The control database consists of the following elements: for each pre-image cell
zi, there are Nc×Nm image cells z j, the corresponding controls ul , the associated
mapping time steps Δ ti jl and the incremental control costs

ΔJi jl =
∫ t0+Δ ti jl

t0 L(x(t),u(t), t)dt. zi denotes the integer coordinates of the ith cell.
We denote the complete set of mappings by M. A special subset of M denoted by
N contains the image cells in the closest neighborhood of every pre-image cell zi

under all admissible controls. This group of neighborhood image cells consists of
the set of adjacent cells surrounding the pre-image cell only.

LetΩΩΩ ∈Rn denote the set of cells representing the target set defined byΨΨΨ(xT ,T )=
0. The iterative backward search algorithm is described here. Let Nb be the number
of backward search iterations that we would like to carry out. Initially, the search is
over the mapping set N according to the following steps.

(i) Identify the cells that are mapped intoΩΩΩ in one step.
(ii) Assign a cumulative cost to each cell found in Step 1. The cumulative cost is the

smallest cost for the system to move from the current cell to the original target
set. It is calculated by adding the cumulative cost of the image cell and the
incremental cost of the current cell. If more than one image cells are involved,
the smallest cumulative cost is taken. Note that the cells in the original target
set have zero cumulative costs.

(iii) Expand the target set ΩΩΩ by including all the cells found in Step 1 with the
minimal cost.

(iv) Repeat the search from Step 1 until all the cells in the state space are processed.
(v) Examine the cumulative costs of all Nm consecutive image cells z j for every

pre-image cell zi and for every control ul in U. We retain the image cell that
has the smallest cumulative cost. This cell is stored in a set M∗.

(vi) Repeat from Step 1 over the set M∗.

After going through the above backward search Nb times, degenerated control so-
lutions are generally eliminated. It has been shown in [7] that the average cost over
the entire phase space is reduced with the number of backward searches. In other
words, the above backward search is a converging algorithm.

Note that the final set M∗ contains the information on the location of the switch-
ing curves and the optimal controls for each cell. A discriminating function which
considers smoothness and local continuity of the trajectories is used to break the
cost ties in the backward searches.

4 Optimal Control of Competing Species

In this paper, we consider examples of optimal control of competing species. There
are many studies of mathematical models of population dynamics in the literature
[21, 23, 12, 22]. The classical Lotka-Volterra models for competing species [20, 28]
and for the predator-prey interaction [15, 14] are two well known examples. In some
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optimal control problems, the inclusion of dispersal processes and time delays in au-
tonomous and non-autonomous models are used as control means [28, 15]. The use
of performance indices that promote simultaneously economic and ecologic goals
are studied in [24]. The optimal birth control of age-dependent models is consid-
ered in [5, 4]. The parametric control of the interaction factors between species is
investigated in [15]. It should be pointed out that many optimal control problems
of population dynamics involve parametric manipulations that are highly nonlin-
ear. We apply the simple cell mapping method to solve the optimal control problem
of population dynamics of two competing species described by the Lotka-Volterra
model.

The classical Lotka-Volterra model describes the interaction between two species
competing for an essential and limited resource in a closed habitat. All other exter-
nal influences such as predators and seasonal effects are neglected. According to
the Lotka-Volterra model, each species would grow to its carrying capacity in the
absence of the other. The population dynamics is described by the logistic growth
for each species. The interaction between the species is modeled as the conflict
that occurs at a rate proportional to the size of each population. The Lotka-Volterra
model is described by the following set of coupled nonlinear ordinary differential
equations,

ẋ1 = x1(p1− s1x1− c1x2), (9)

ẋ2 = x2(p2− s2x2− c2x1),

where x1 and x2 are the population densities of two species and the coefficients pi,
si and ci (i = 1,2) are the intrinsic growing rates, the saturation factors and the
interaction coefficients, respectively.

The system described by Equation (9) has two stable fixed points at [0, p2/s2]
and [p1/s1,0], an unstable node at [0,0], and a saddle node at [(p1− c1((p1c2−
p2s1)/(c1c2 − s1s2))/s1,(p1 − c1((p1c2 − p2s1)/(c1c2 − s1s2))/s1]. In the phase
space, the unstable manifold of the saddle connects the stable points and the stable
manifold defines the boundary of the basin of attraction of the two stable states (see
Figure 1). It is important to mention that when the system is under parametric con-
trols, the basin of attraction changes its topology. The boundaries of the basin parti-
tion the phase space into regions of initial conditions that lead to different long-term
solutions. In the present study, they define the controllable region for a given control
strategy. The search algorithm for optimal controls in the cell state space can also
delineate the manifolds of the saddle node and the domains of attraction/repulsion
of the fixed points of the nominal system.

Recall that the manifolds of the saddle point define the boundaries of the basins of
attraction of the stable node [0, p2/s2] in the forward mapping, and of the unstable
node [0,0] in the backward mapping. Specifically, we apply the algorithm to find
these manifolds in the phase space by treating the stable node [0, p2/s2] and the
unstable node [0,0] as the final state of a fictitious optimal control problem.
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Fig. 1 Location of the stable (×) and unstable (+) manifolds of the unstable saddle found by
the cell mapping method. The evolution of populations starting from two initial conditions
without control is marked as dots.

4.1 Numerical Examples of Optimal Control

Let p1 = 3, p2 = 2, s1 = 1, s2 = 1, c1 = 2, and c2 = 1. We cover the region [0,2.1]×
[0,2.1] in the state space with 8100 square cells. A uniform time step is used in this
work. The unstable (+) and stable (×) manifolds of the saddle node found by the
cell mapping are shown in Figure 1.

Figure 1 also shows the population evolution starting from two different initial
conditions in the basin of attraction of the stable node [0, p2/s2]. The trajectories
are marked with dots. All initial conditions located above the stable manifold of the
saddle will move to [0, p2/s2] in the long term, and the initial conditions below this
manifold will move to [p1/s1,0]. The dichotomy implied by the basin boundary oc-
curs in other population models of competition and has led biologist to formulate the
principle of competitive exclusion, which states that two species competing for the
same limited resource cannot coexist. Analysis and discussions about the biological
interpretation of this phenomena can be found in [23, 12, 22].

Different control problems are studied numerically in this paper. In the exam-
ple, we have chosen φ(xT ,T ) = 0 and L(x(t),u(t), t) = 1, which defines a mini-
mum time problem. In the first example, the fixed final state is chosen to be the
fixed point [0, p2/s2] where species x1 is extinct in the long term. In the second
example, we want to drive the system to the location of the nominal saddle node
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[(p1−c1((p1c2− p2s1)/(c1c2−s1s2))/s1,(p1−c1((p1c2− p2s1)/(c1c2−s1s2))/s1]
where both species coexist, that is, we stabilize the unstable saddle point.

Extinction of One Species

We consider to extinct one species in minimum time by adding the population of
the other from an external habitat. This approach is common to animal population
control in the wild. Assume that a fixed number of species x2 can be brought into
the habitat at a time. Let u> 0 be the population density to be added to x2 artificially
in the habitat. The state equation (9) is modified to be

ẋ1 = x1(p1− s1x1− c1(x2 + u)), (10)

ẋ2 = (x2 + u)(p2− s2(x2 + u)− c2x1).

In practice, the inclusion of new population of a species to the habitat is often per-
formed at discrete time instants only. In the cell mapping, u is implemented at the
beginning of each mapping step. Mathematically, this control can be expressed as
a sequence of impulsive inputs at the time instants of mappings. Such a control is
equivalent to a change of the initial condition of the system at the beginning of the
mapping step.

We choose a bi-level control set as U = {0,0.2}, i.e. u = 0 or u = 0.2. Figure
2 shows the optimal control solution for the final state located at xT = (0,2). The
cells marked by the dots represent the boundary of the controllable region. Below
this boundary, the system cannot reach the prescribed target with the given bi-level
control set. The cells marked with × above the boundary represent the areas where
the optimal control is passive with u= 0. The unmarked cells above the basin bound-
ary represent the cells where the optimal control is active with u = 0.2. All the cells
above the basin boundary form the controllable region, meaning that an optimal
control sequence in U can be found to lead any initial condition in the region to
the final state in minimum time. The boundary of the areas with the same optimal
control in the controllable region appears to be fairly complex as shown in Figure 2.

The controllable region shown in Figure 2 is bigger than the domain of attraction
of the stable node at (0,2) of the uncontrolled system shown in Figure 1. The control
with u > 0 displaces the saddle point downward along a vertical line in the phase
space. The basin of attraction of the final state, i.e. the stable node (0,2), is thus
enlarged.

Figure 3 shows the optimal control solution as the function of time for an initial
condition at x0 = (0.5,0.6). The upper figure shows the evolution of populations.
The lower figure presents the sequence of optimal control actions. The optimal con-
trol is generally a combination of active and passive actions. Figure 4 shows the
optimal trajectory of the populations in the phase space. In this case, the nominal
system without control starting from this initial condition reaches the target cell in
13.17 time units. Under the optimal control, the time is reduced to 8.56 units.
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Fig. 2 Controllable region and optimal controls in the phase space for extincting the species
x1 by including animals of the species x2 from an external habitat. The cells above the bound-
ary marked by dark dots form the controllable region. The cells marked with + represent the
area with passive control u = 0, and the unmarked cells above the boundary represent the area
with active control u = 0.2.

Figure 5 shows the optimal trajectories starting from four initial conditions in
the phase space. Two of these four initial conditions, (0.3,0.5) and (1.3,1.95), have
been studied in Figure 1 without control. By comparing the trajectories starting
from these two initial conditions, one can see that the optimal control moves the
state to the target cell faster. In fact, the time for these two initial conditions to reach
the target without control are 10.98 and 7.26 units, and 6.52 and 6.55 units with
control. The other two initial conditions cannot reach the target without control.

Finally, we note that Equation (10) is nonlinear and is not in the control affine
form either. The analytical solutions of the control problem for such a system are
thus quite difficult to obtain.

Another way to control the population is to change the intrinsic growing rate of
the undesirable species. An example is to control the intrinsic growing rate p1 of x1

as follows,

ẋ1 = x1(p1(1− u)− s1x1− c1x2), (11)

ẋ2 = x2(p2− s2x2− c2x1).

More numerical results of the optimal control can be found in [8].
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Fig. 3 Population evolutions (top) and optimal control (bottom) in the time domain for the
problem studied in the first example. In the top figure, solid line represents x1 and dashed line
represents x2.
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Fig. 4 The optimal population trajectory from x0 = (0.5,0.6) in the phase space. The bound-
ary of the controllable region is marked by dark dots.
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Fig. 5 The optimal population trajectories (×) for four different initial conditions in the phase
space. Two initial conditions are studied in Figure 1. The boundary of the controllable region
of the target cell is marked by dark dots.

Coexistence of Two Species

Let us now consider a control to maintain the coexistence of both species by adjust-
ing the coupling parameter of the system. The parametric control modifies the state
equations to be

ẋ1 = x1(p1− s1x1− (c1 + u)x2), (12)

ẋ2 = x2(p2− s2x2− (c2− u)x1).

The admissible control set is bi-level with U = {−0.1,0.1}. The final state of the
system is chosen to be xT = (1,1) at the saddle node of the nominal system. Figure
6 shows the controllable region with the given bi-level control set and the optimal
controls in the phase space. The controllable region has a lower and upper bound-
ary. These boundaries are marked by the dark dots. The cells marked with × in
the controllable region represent the areas where the optimal control takes the value
u=−0.1 and the unmarked cells in the controllable region represent the areas where
the control is u = 0.1. The area below and above the boundaries represents the un-
controllable region.

Figure 7 shows the optimal control solution starting from an initial condition
at x0 = (0.3,0.5). The upper figure shows the evolution of populations. The lower
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Fig. 6 Controllable region and optimal controls in the phase space for coexistence of species
x1 and x2 by varying the coupling parameter between the two species. Initial conditions lo-
cated outside the region between the boundaries marked by dark dots cannot reach the final
state. Areas marked with + represent cells with control u = −0.1, and the unmarked cells
between the boundaries represent the area with u = 0.1.

figure presents the sequence of optimal controls needed to drive the system to the
final state. Figure 8 shows the optimal trajectory of populations in the phase space.

A Remark

Can the cell mapping based control strategy achieve different objectives? For ex-
ample, can we achieve the coexistence of two species by adding population of one
species from an external habitat or by changing the intrinsic growing rates? Can we
wipe out one population by varying the coupling parameters? It turns out that the
answers are positive.

Figure 9 shows an example of the controllable region for achieving the coexis-
tence of the two species at (1.1,0.9) by using the same control strategy in Equation
(11). We found that, similar to the results shown in Figure 6, there is a region in the
phase space where the control can keep both species alive.

In all the cases studied, we can view the control as a means to move the fixed
points of the system and change their corresponding basins of attraction in order
to achieve control objectives. Such a phenomenon can be studied easily by the cell
mapping method. In this paper, we have selected the admissible control set U in such
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Fig. 7 Population evolutions (top) and optimal control (bottom) in the time domain for the
problem studied in the second example. In the top figure, solid line represents x1 and dashed
line represents x2.
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Fig. 8 The optimal population trajectory in the phase space for the problem studied in the
second example starting from x0 = (0.3,0.5).
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Fig. 9 Controllable region and optimal controls in the phase space for coexistence of both
species by varying the intrinsic growing rate of x1. Initial conditions located below and above
the boundary marked by dark dots cannot reach the final state at (1.1,0.9) in the center of
the figure. Areas marked with + represent cells with passive control u = 0, and the unmarked
cells above the boundary represent the area with active control u = 0.1.

a way that the system does not undergo bifurcations for all controls u ∈ U while the
fixed points preserve their nominal stability. If u is allowed to induce bifurcations,
the geometry of the domains of attractions will change drastically when the control
changes slightly.

5 Conclusions

We have presented studies of optimal control problems of a nonlinear system gov-
erning the population dynamics of two species with the cell mapping method. The
optimal control is computed with the help of Bellman’s principle of optimality. Nu-
merical examples of the optimal control of population dynamics of two competing
species are presented to demonstrate the effectiveness of the proposed method. We
should point out that the proposed method has potential to be able to design controls
for fairly complex nonlinear dynamic systems.
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Empirical Analysis of a Stochastic
Approximation Approach for Computing
Quasi-stationary Distributions

Jose Blanchet, Peter Glynn, and Shuheng Zheng

Abstract. This paper studies a method for estimating the quasi-stationary distribu-
tion of various interacting particle processes has been proposed by [6, 5, 8]. This
method improved upon existing methods in eigenvector estimation by eliminating
the need for explicit transition matrix representation and multiplication. However,
this method has no firm theoretical foundation. Our paper analyzes the algorithm by
casting it as a stochastic approximation algorithm (Robbins-Monro) [12]. In doing
so, we prove its convergence and rate of convergence. Based on this insight, we also
give an example where the rate of convergence is very slow. This problem can be
alleviated by using an improved version of this algorithm that is given in this pa-
per. Numerical experiments are described that demonstrate the effectiveness of this
improved method.

Keywords: Stochastic Approximation, Quasi-stationary Distributions.

1 Introduction

The original motivation for this algorithm came from physicists’ need to estimate
the quasi-stationary distribution of the contact process [6, 5, 8] A quasi-stationary
distribution can be computed via the left principal eigenvector of the transition ma-
trix (transition rate matrix in the continuous-time setting). The method that has been
proposed by these physicists is a heuristic based on manipulation of the Kolmogorov
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forward equations. The method works in practice but has no firm proof. This paper
recognizes the algorithm as a stochastic approximation algorithm which allows us to
prove convergence and sufficient conditions for a Central Limit Theorem. We then
give an improved version with variance reduction.

This section reviews the relevant related literature on eigenvector estimations.
Sect. 2 reviews some background material to the contact process, quasi-stationary
distributions, and the basis for the original heuristic. Sect. 3 goes over the stochastic
approximation formulation and sketches the proof of convergence (the full proof
will be given in a follow-up journal paper [1]). Sect. 4 gives an improved version
of the algorithm. Sect. 5 studies the algorithm adapted for continuous-time Markov
chains. Sect. 6 goes over several important numerical experiments.

1.1 Related Literature

Power Method

The power method [9] is very simple. We iterate a sequence xn by computing

xn+1 =
xT

n A
‖ xT

n A ‖

This works for any matrix such that the principal eigenvalue has multiplicity one and
strictly largest magnitude. The problem is that for Markov chains with extremely
large state space, such as the contact process, it would not be feasible to store and
compute in such large dimensions (on the order of 2n for interacting particle sys-
tems).

The variant known as inverse method also suffers from similar problems due to
the necessity of matrix multiplication.

1.1.1 Monte Carlo Power Method

The Monte Carlo power method involves a random sampling of the values in the
matrix in such a way that a sequence converges to the principal eigenvalue. This
method works for any matrix A.

We need to define a Markov chain on the index of the matrix A: 1, . . . ,n. Call
this Markov chain {kn} where a transition from kn = α to kn+1 = β depends on the
magnitude of Aαβ in the following way

P(kn+1 = β |kn = α) =
|Aαβ |
∑β |Aαβ |
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with an arbitrary initial distribution generator h so that

P(k0 = α) =
|hα |
∑α |hα |

Then we define a random sequence of variables Wn recursively:

W0 =
hk0

pk0

Wn =Wn−1
Akn−1kn

pkn−1kn

It isn’t hard to verify that

lim
n→∞

E[Wnfkn ]

E[Wn−1fkn−1 ]
= lim

n→∞
hT An f

hT An−1 f
= λmax

for any f. This method grows according to O(Nnm), where N is the number of states
in your Markov chain, n is the step number at when you terminate E[Wn fbn ], and m
is the number of independent Monte Carlo paths that you use to construct E[Wn fbn ].
However, in the contact process case, we can reduce this to O(Knm) where K is
the number of nodes in the graph. The major drawback to this method is that it will
only give you the approximate eigenvalue. In order to get the eigenvector, a lot more
work is required especially for large matrices such as ours.

1.1.2 Other Methods

[2] is a good survey of other principal eigenvector estimation algorithms. [13] is a
very recent pre-print of a stochastic method that is related but different from our
method. The mirror descent method method of [11] is also another alternative.

2 Background and Motivation

2.1 Contact Process

A contact process is a continuous-time Markov chain (CTMC)(Xt
1, . . . ,X

t
n)∈{0,1}n,

where t ≥ 0 is the time, with an associated connected graph (V,E) such that

(i) |V |= n
(ii) Individual nodes transition from 1 to 0 at an exponential rate of 1

(iii) Individual nodes transition from 0 to 1 at rate λ r where r is the fraction of
neighbors that are in state 1

This CTMC has 2n states. The state (0,0, . . . ,0) is an absorbing state and the re-
maining states are all transient.

This CTMC will eventually reach the absorbing state but physicists are interested
in the “pseudo-equilibrium” behavior in the long time before absorption happens.
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The hindrance of large state space can be alleviated in the rare cases where a
compressed representation is possible, such as the case of a contact process on com-
plete graph. In that case, we only need to know the total number of “on” states rather
than the identities of all the “on” states.

2.2 Quasi-stationary Distribution

2.2.1 Discrete-Time Version

[3] proposed the concepts of quasi-stationary distribution and quasi-limiting distri-
bution for the discrete-time Markov chains. Assume that 0 is the absorbing state and
1, . . . ,n are absorbing, we can write the Markov transition matrix as

P =

[
1 0
α Q

]

First we define the conditional transition probabilities

dπj (n) = P(Xn = j|X0 ∼ π ,X1, . . .Xn−1 
= 0)

=
π tQn−1e j

π tQn−1e

where {ei} is the standard basis for Rn and e is the vector of all 1’s. If there is a
distribution π over the transient states such that dπ(n) is constant, then we call dπ

the quasi-stationary distribution.
Under the assumption that the substochastic matrix Q is irreducible (not neces-

sarily aperiodic), it is straightforward to see that the quasi-stationary distribution
exists and is the unique solution to principal eigenvector problem

dtQ = ρd

by the Perron-Frobenius theorem.
Assuming Q is aperiodic and the condition that if |ρ2| = |ρ3|, we require the

multiplicity of ρ2 to be no less than the multiplicity of ρ3, we have that

dπj (n)→ d j +O

(
nk |ρ2|
ρ1

)

Note that the rate of convergence depends on the ratio between the second eigen-
value and principle eigenvalue.
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2.2.2 Continuous-Time

If we think about the transition rate matrix of a CTMC under similar setup (irre-
ducibility and ergodicity), then it ([4]) can be said that

dπj (t)→ d j + o(et(ρ ′−ρ1))

where d is the principal left-eigenvector of the rate matrix corresponding to the
transient states with associated eigenvalue ρ1. I.e.

dtR = ρ1dt

where R is the rate matrix of the CTMC.

2.3 Physicist’s Heuristic

Under the setting of a continuous-time Markov chain with rate matrix R and absorb-
ing state 0 (without loss of generality, we can combine all absorbing states into one
state), if we define pi j(t) = P(Xt = j|X0 = i) and Pis(t) = 1− pi0(t) , then we have

that quasi-stationary distribution d j = limt→∞
pi j(t)
Pis(t)

. If we apply the Kolmogorov
forward equation (known to physicists as the master equation), we get that

d pi j(t)

dt
=∑

k

pikRk j (1)

and
dPis(t)

dt
=

d
dt
(1− pi0(t)) =−∑

k

pikRk0 (2)

Intuitively by the definition of d j, we have that pi j(t) ≈ d jPis(t) in the quasi-
stationary time window (t large enough). So we can apply this to the preceding
two equations and get

d j
dPis(t)

dt
=∑dkPis(t)Rk j

dPis(t)
dt

= −∑
k

dkPis(t)Rk0

Combine the two and get

d j(∑
k

dkRk0)+∑
k

dkRk j = 0
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This gives us a non-linear equation for the equilibrium condition for the quasi-
stationary distribution d. We can think of this as the stationary point of the forward
equation

d(d j)

dt
=∑

k

dkRk j + d j(∑
k

dkRk0) (3)

The first part of this equation is the standard Kolmogorov forward equation, while
the second part redeposits the probability of hitting the absorbing states onto all the
non-absorbing states according to the current distribution d j.

This suggests the following algorithm

Algorithm 1 Algorithm for estimating quasi-stationary distribution
(i) Start the Markov chain in a non-absorbing state.

(ii) Simulate the Markov chain normally.
(iii) If the Markov chain hits the absorbing state, re-sample the starting posi-

tion based on an empirical estimate of the quasi-stationary distribution up
until that point and go to step 2. That is, we sample a non-absorbing state
according to a weight proportional to the amount of time that such a state
has been visited so far throughout the whole algorithm.

(iv) The samples after a large enough time window will be drawn approxi-
mately from the quasi-stationary distribution.

For large enough time, the dynamics of the Markov chain will be governed by
(3), which means we can obtain the quasi-stationary distribution by examining the
empirical distribution after some large enough time.

3 Stochastic Approximation Analysis of the Algorithm

In this section, we will re-organize Algorithm 1 into a stochastic approximation
algorithm. This will let us rigorously prove a convergence result and Central Limit
Theorem for the algorithm.

3.1 Formal Description of the Algorithm

We will now write down a precise description of the above Algorithm 1. Let our state
space be the finite set S and T ⊂ S be the set of transient states. Let μn be a probabil-
ity measure over transient states. μn will be the cumulative empirical distribution up
until the n-th iteration. Let Q be the substochastic matrix over the transient states,
and {Xl

n}n be the lth Markov chain in the simulation, and τ l = min{k ≥ 0|Xl
k 
/∈ T}

(the hitting time of the absorbing state), we can write our algorithm as

μn+1(x) =

(
∑n

l=0 τ l
)
μn(x)+

(
∑τ

n+1−1
k=0 I(Xn+1

k = x|Xn+1
0 ∼ μn)

)

∑n+1
l=0 τ l

∀x ∈ T
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for any arbitrary initial distribution μ0.
Robbins-Monro, or stochastic approximation algorithms [12, 10], have the form

μn+1 = μn +αnY (μn)

where

∑
n
αn = ∞ ∑

n
α2

n < ∞ αn ≥ 0 αn → 0

and Y (·) is a collection of vector-valued random variables for each possible point in
the state-space. Note that over the years, the form of the Robbins-Monro algorithm
has been extended. The form here is the classical version.

Under certain conditions, which will be discussed rigorously in [1], μn converges
to root of the function g(μ) � E[Y (μ)]. We will transform μn into stochastic ap-
proximation

μn+1(x) = μn(x)+

(
1

n+ 1

)⎛
⎝∑

τ(n+1)−1
l=0

(
I(X (n+1)

l = x)− μn(x)
)

1
n+1 ∑

n+1
j=0 τ( j)

⎞
⎠

where

Y (μ) = ∑
τ−1
l=0 (I(Xl = x|X0 ∼ μ)− μ(x))

1
n+1 ∑

n+1
j=0 τ( j)

The denominator is problematic because it depends on the whole history of μn and
not just on the present state. To solve this, we artificially consider another state Tn

in the following way.
Stochastic approximation scheme for the main algorithm

Tn+1 = Tn +
1

n+ 2
(τ(n+1)−Tn)⇒ Tn =

1
n+ 1

n

∑
j=0
τ( j)

μn+1(x) = μn(x)+ (4)

(
1

n+ 1

)⎛
⎝∑

τ(n+1)−1
l=0

(
I(X (n+1)

l = x|X (n+1)
0 ∼ μn)− μn(x)

)

Tn +
τ(n+1)

n+1

⎞
⎠ (5)

we can therefore define

Yn(μn,Tn)(x) �
∑τ

(n+1)−1
l=0

(
I(X (n+1)

l = x)− μn(x)
)

Tn +
τ(n+1)

n+1

Zn(μn,Tn) � (τ(n+1)−Tn)

So now we have a stochastic approximation path (μn,Tn), where the control param-
eters are (μ ,T ), that fits into the Robbins-Monro scheme above.
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Remark 1 Please note that the iterates μn are constrained in H � {x ∈ Rn
+|∑xi =

1}, the (n-1)-dimensional simplex.

We can also define a similar algorithm for the continuous-time Markov chain by
keeping track of the amount of time a Markov chain spends in each transient state.
This is given in Sect. 5.

We can summarize the conditions for our algorithm in the following theorem
taken from Blanchet, Glynn, and Zheng (2012):

Theorem 1 Given an irreducible absorbing Markov chain over a finite state space
S of cardinality d, let

(i) Matrix Q denoting the transition rates over the non-absorbing states
(ii) Let μ0 be a probability vector over the non-absorbing states

(iii) Let T0 ∈ R+

Then there exists an unique quasi-stationary distribution μ satisfying the equations

μ tQ = λμ
μ t1 = 1

μ ≥ 0

and the Algorithm 1 converges to the point (μ , 1
1−λ ) with probability 1.

Furthermore, if λPV is the principal eigenvalue of Q and λNPV are the other
eigenvalues and they satisfy

Re

(
1

1−λNPV

)
<

1
2

(
1

1−λPV

)
∀λNPV non-principal eigenvalues

Then √
n(μn− μ)→d N(0,V )

for some matrix V .

3.2 Sketch of Proof of Convergence

Our proof in [1] rests on the use of the ODE method [10] where we are required to
examine the asymptotics of the coupled dynamical system

μ̇(t) = Eμ(t),T (t)

[
∑τ−1

l=0 (I(Xl = ·|X0 ∼ μ))− τμ(x)
T (t)

]

(Define) A � (I−Q)−1 =
1
T

[
μ t(t)A− (μ tA1)μ t(t)

]
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Ṫ (t) = Eμ [τ]−T

= μ t(t)(I−Q)−11−T(t)

where μ ∈ Rn and T ∈ R+.
In [1], we were able to show that for a given initial position in the probability

simplex, the solution to the above dynamical system exists and converges to its
stationary point which is the unique point that satisfies

μT Q = ρμT

∑μi = 1

μi ≥ 0

and ρ = 1− 1
Eμ (τ) .

By Theorem 4.2.1 from [10], we can conclude that μn converges to the quasi-
stationary distribution for all initial configurations (μ0,T0).

By Theorem 10.2.1 from [10], we conclude that a Central Limit Theorem exists
as long as the Jacobian of the ODE vector field has spectral radius less than −0.5.
This is equivalent to requiring that

Re

(
1

1−λNPV

)
<

1
2

(
1

1−λPV

)
∀λNPV non-principal eigenvalues (6)

where the λ ’s are the eigenvalues of the Q matrix.

4 Variations on the Existing Algorithm with Improved Rate
of Convergence

One interesting question to ask is what happens when the sufficient conditions for
Central Limit Theorem is not met. We will study a simple example consisting of
two states.

4.1 Counter Example to CLT

Imagine we have a Markov chain with three states {0,1,2} and transition matrix

⎡
⎣ 1 0 0
ε 1−ε

2
1−ε

2
ε 1−ε

2
1−ε

2

⎤
⎦
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Obviously the state {0} is the absorbing state. In this setup, because of symmetry,
our Algorithm 1 reduces to

(i) With probability 1−ε
2 sample either the state 1 or 2 (without knowing the previ-

ous state, this is ok by symmetry)
(ii) With probability ε , sample from either 1 or 2 according to the empirical distri-

bution up until this point.

We recognize this as a self-interacting Markov chain.
A self-interacting Markov chain [7] is a stochastic process {Xn} such that

P(Xn+1 ∈ dx|Fn) =Φ(Sn)(dx)

where Φ is a function that transforms one measure into another measure and Sn is
the empirical measure generated by {Xk}n

k=0.
Then our quasi-stationary algorithm reduces to the empirical process of a SIMC

Xn governed by

P(Xn+1 = dz|F n) =

∫
K(x,dz)dSn(dx)

where the kernel is given by

K(x,dz) = εδx(dz)+

(
1− ε

2

)
[δ1(dz)+ δ2(dz)]

The sufficient condition for CLT (6) or this problem translates to requiring ε < 0.5.
When the CLT is violated however, [7] states that over a very general class of

bounded and measurable functions f

E[(Sn( f )− S̄n( f ))2] =Θ
(

1

n2(1−ε)

)

where Sn( f ) =
∫

f (x)dSn(x), S̄n( f ) = E[Sn( f )]. Although this doesn’t technically
contradict with the existence of a

√
n-CLT, it does suggest that the scaling sequence

is n1−ε instead of
√

n.

4.2 The Parallel Algorithm

There is a variant of the algorithm that can offer significant practical benefits. Imag-
ine that at each iteration, instead of there being one run of the Markov chain until
absorption, we have M independent runs. Such that

μn+1(x) =
μn(x)

(
∑n

l=0∑
M
m=1 τ l,m

)
+∑M

m=1

[
∑τ

n+1,m−1
k=0 I(Xn+1,m

k = x|Xn+1,m
0 ∼ μn)

]

∑n+1
l=0 ∑

M
m=1 τ l,m

= μn(x)+
1

n+1

∑M
m=1

[
∑τ

n+1,m−1
k=0

(
I(Xn+1,m

k = x|Xn+1,m
0 ∼ μn)

)
− τn+1,mμn(x)

]
1

n+1 ∑
n+1
l=0 ∑

M
m=1 τ l,m
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Again we have to include an extra dimension

μn+1 = μn +
1

n+ 1

⎛
⎝∑

M
m=1

[
∑τ

n+1,m−1
k=0

(
I(Xn+1,m

k = ·|Xn+1,m
0 ∼ μn)

)
− τn+1,mμn

]

Tn +
1

n+1 ∑
M
m=1 τn+1,m

⎞
⎠

Tn+1 = Tn +
1

n+ 2

(
M

∑
m=1
τm,n+1−Tn

)
⇒ Tn =

1
n+ 1

n

∑
j=0

M

∑
m=1
τm, j

After some derivation, we obtain the dynamical system

μ̇(t) =
M

T (t)

(
μ t(I−Q)−1− (μ t(I−Q)−11)μ t)

Ṫ (t) = Mμ t(I−Q)−11−T

Very similarly, we know that

μ(t)→ μ̄

T (t)→ M

1− λ̄

If we let gμ and gT denote the dynamical system’s components, then we obtain the
Jacobian

∇μgμ =
M
T

(
(I−Q)−1− (I−Q)−11μT − 1

1− λ̄
I

)

∇T gμ = −M
T 2

(
μ t(I−Q)−1− (μ t(I−Q)−11)μ t)

∇μgT = M(I−Q)−11

∇T gT = −1

So the condition for which the Central Limit Theorem remains the same:

Re(
1

1−λNPV
)<

(
1
2

)
1

1−λPV
∀λNPV non principal eigenvalues

where λPV is the principal eigenvalue of Q and λNPV is the non-principal eigenvalue
of Q.

Although the Central Limit Theorem does not always hold, the variance of the
stochastic approximation noise is lower with bigger M. This means that if we have
enough independent Markov chain iterations across different processors, the algo-
rithm would perform better. See Section 5 for empirical performance.
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5 Continuous-Time Markov Chains

5.1 Formulation and Convergence

So far, the exposition has assumed that the Markov chain of interest is a discrete-
time process. It is straightforward to adapt our method for continuous-time pro-
cesses (such as the contact process). If we denote the transition rate matrix of the
CTMC in the following block form

T =

[
0 0
N Q

]

then we can write the algorithm as

μn+1(x) =
μn(x)

(
∑n

l=0∑
M
m=1 τ l,m

)
+∑M

m=1

[∫ τn+1,m

0 I(Xn+1,m(s) = x|Xn+1,m
0 ∼ μn)ds

]

∑n+1
l=0 ∑

M
m=1 τ l,m

= μn(x)+
1

n+1

∑M
m=1

[∫ τn+1,m

0

(
I(Xn+1,m(s) = x|Xn+1,m

0 ∼ μn)
)

ds− τn+1,mμn(x)
]

1
n+1 ∑

n+1
l=0 ∑

M
m=1 τ l,m

By a similar approach as the discrete-time case, we deduce the related dynamical
system

μ̇(t) = − M
T (t)

(
μ tQ−1− (μ t Q−11)μ t

)

Ṫ (t) = −Mμ tQ−11−T

It is straightforward to adapt the Perron-Frobenius theorem to transition rate ma-
trices such as Q by decomposing Q = A− bI where A is an irreducible matrix. We
know the existence of a principal eigenvector of positive entries μ̄ (with eigenvalue
smaller than 0) such that

μ̄ tQ = λ̄ μ̄ t

We can easily check that the stationary point, and with more work the limit point of
the dynamical system satisfies

μ̄ tQ =
1

μ̄ tQ−11
μ̄ t = μ̄ t

T̄ = −Mμ̄ tQ−11 =−M
1

λ̄

Hence we have proven that the CTMC version of the algorithm converges to the
quasi-stationary distribution.
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5.2 Rate of Convergence

The Jacobian of the dynamical system is given by

∇μgμ = −M
T

(
Q−1−Q−11μT − (μ tQ−11)I

)

∇T gμ =
M
T 2

(
μ tQ−1− (μ tQ−11)μ t)

∇μgT = −MQ−11

∇T gT = −1

When evaluated at the stationary point (μ̄ , T̄ ), we get the matrix
[
−λ̄
(

Q−1−Q−11μ̄ t − 1
λ̄ I
)
−MQ−11

0 −1

]

If λQ is any non-principal eigenvalue of Q, then the sufficient condition for CLT
becomes

2λPV > Re(λQ)

5.3 Uniformization

Because these CTMC have finite state space, we can form the associated uni-
formized Markov chain. Let Q be the transition rate matrix of the non-absorbing
states and let ν = maxi(−qii), we can form a discrete-time transition matrix

Q̃ = I+
1
ν

Q

It is straightforward to verify that any principal left-eigenvector to Q is also a princi-
pal left-eigenvector to Q̃. Hence we apply the discrete-time algorithm to this DTMC.

6 Numerical Experiments

6.1 Loopy Markov Chain

Let’s consider the loopy Markov chain given by the full stochastic matrix

⎡
⎣ 1 0 0
ε 1−ε

2
1−ε

2
ε 1−ε

2
1−ε

2

⎤
⎦
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the eigenvalues of the sub-stochastic matrix are 1− ε and 0. Hence the sufficient
condition for Central Limit Theorem to hold is requiring ε < 0.5. A series of nu-
merical experiments were performed for different values of ε where the L2 error is
plotted against time. The observation is summarized in the following table.

Table 1 This table summarizes the behavior of the loopy Markov chain for various ε

ε CLT Satisfied? Observation Figure (in appendix)

0.1 yes No difference between the performance of
different M’s.

A.1

0.4 yes (borderline) No difference between the performance of
different M’s.

A.2

0.6 no (borderline) Noticeable, but relatively medium difference
between small M and larger M. Observed critical
M=2. Anomalous large error for the M=10 run.

A.2

0.98 no Huge difference between the simulation with
small M and larger M. However, some of the
simulations with very large M begin to show
larger errors than the simulation with medium
M’s.

A.4
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Fig. 1 This figure is the time vs. error plot of the main algorithm ran on a loopy Markov chain
with eigenvalues well within the CLT regime (ε = 0.1 < 0.5). Notice the scale of the y-axis.
The colors of the different lines represent different runs with different M’s. In this regime
which satisfies the CLT for all M, increasing M does not improve the rate of convergence.
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Fig. 2 This figure is the time vs. error plot of the main algorithm run on a loopy Markov
chain with eigenvalues just within the CLT regime (ε = 0.4 < 0.5). Just like the previous
figure, this figure shows that increasing M does not improve the rate of convergence.
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Fig. 3 The is the time vs. error plot of the main algorithm ran on a Markov chain with
eigenvalues just outside of the CLT regime (ε = 0.6 > 0.5). As you can see, there is a notice-
able difference between the M = 1 simulation and other M simulations. However, there is an
anomalous run for M = 10. It is probably due to the inherent large variance of the error.
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6.2 Contact Process on Complete Graph

6.2.1 Low Infection Rate

Here we apply the algorithm to a special case of the contact process. This is the
contact process on a complete graph. This simple case allows the process to be
only represented by the number of infected nodes. We picked 10000 nodes and an
infection rate of 0.8. The algorithm was run for 1000 iterations. See Fig. 5 for the
plot of the estimated distribution vs the true distribution.
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Fig. 4 The is the time vs. error plot of the main algorithm run on a Markov chain with
eigenvalues just outside of the CLT regime (ε = 0.98 >> 0.5). As you can see, there are huge
differences between the M = 1,5 simulation and other M simulations. However, there are
anomalous runs for M = 20,25. They are probably due to the inherent large variance of the
error.
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Fig. 5 This is the time vs. probability plot of the the continuous-time version of the algorithm
applied to the contact process on complete graph with 10000 nodes and an infection rate of
0.8.
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Fig. 6 This is the time vs. probability plot of he continuous-time version of the algorithm
applied to the contact process on complete graph with 10000 nodes and a high infection rate
of 1.5.
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6.2.2 High Infection Rate

If the infection rate is changed to 1.5, then each iteration of the algorithm would
take an extreme long time due to the time it takes to hit the absorbing state. Hence,
we uniformized the continuous-time chain to get a discrete-time transition matrix Q.
Instead of applying the algorithm to Q, we can apply the algorithm to 0.99×Q in or-
der to shorten each tour. The algorithm showed high variability on the two different
runs. See Fig. 6 for the plot of the estimated distribution vs the true distribution.

7 Discussion and Conclusion

In summary, we have given a rigorous foundation to the algorithm of [5] by rec-
ognizing it as a stochastic approximation algorithm. In doing so, we were able to
prove its law of large number and fluid limits. A slightly improved algorithm is also
proposed and this algorithm significantly improves rate of convergence for some
cases.

There also exists a class of projection-based stochastic approximation algorithms
θn+1 = Π [θn + εnYn] that can be applied to our algorithm. Namely, we can discard
the “T” dimension in our algorithm and replace the normalizing denominator by a
projection operator. Unfortunately, this algorithm works very poorly in practice.

We have tested our algorithm on countable state space processes such as the
M/M/1/∞ queue with success. Proving the convergence of this algorithm in this
setting is currently an open problem.

Acknowledgements. Support from the NSF foundation through the grants CMMI-0846816
and CMMI-1069064 is gratefully acknowledged.
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Abstract. It is commonly accepted that a mapping is local if it preserves neighbour-
hood. In Evolutionary Computation, locality is generally described as the property
that neighbouring genotypes correspond to neighbouring phenotypes. Locality has
been classified in one of two categories: high and low locality. It is said that a repre-
sentation has high locality if most genotypic neighbours correspond to phenotypic
neighbours. The opposite is true for a representation that has low locality. It is ar-
gued that a representation with high locality performs better in evolutionary search
compared to a representation that has low locality. In this work, we explore, for
the first time, a study on Genetic Programming (GP) locality in continuous fitness-
valued cases. For this, we extended the original definition of locality (first defined
and used in Genetic Algorithms using bitstrings) from genotype-phenotype map-
ping to the genotype-fitness mapping. Then, we defined three possible variants of
locality in GP regarding neighbourhood. The experimental tests presented here use
a set of symbolic regression problems, two different encoding and two different
mutation operators. We show how locality can be studied in this type of scenarios
(continuous fitness-valued cases) and that locality can successfully been used as a
performance prediction tool.
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1 Introduction

Over the last years, researchers in the Evolutionary Computation (EC) community
have been trying to estimate problem difficulty and landscape’s structures (e.g., [5,
6, 8, 10, 13, 14, 17, 18]). In particular, researchers have focused their attention on
the use of Genetic Algorithms [9] for their studies. In this work, we make an effort
to understand problem difficulty by using a more complex representation and use
Genetic Programming (GP) [11], where there are some interesting works that have
shed some light on this research area [5, 17, 18].

One element that underlies many of these approaches is the well-known notion
of fitness landscape, originally described in [20]. Over the years, researchers have
defined fitness landscapes in slightly different ways. All of them have in common
the use of three main elements: search space x, neighbourhood mapping χ and fit-
ness function f . More formally, a fitness landscape, as specified in [15], is normally
defined as a triplet (x,χ , f ): (a) a set x of configurations, (b) a notion χ of neigh-
bourhood, distance or accessibility on x, and finally, (c) a fitness function f . The
graphical representation of this, whenever possible, can give an indication about the
difficulty of the problem.

How an algorithm explores and exploits a landscape is a key element of evolu-
tionary search. Rothlauf [14] has described and analysed the importance of locality
in performing an effective evolutionary search of landscapes.

In EC, locality refers to how well neighbouring genotypes correspond to neigh-
bouring phenotypes, and is useful as an indicator of problem difficulty. Similarly,
the principle of strong causality states that for successful search, a small genotypic
change should result in a small fitness change [2].

In his research, Rothlauf distinguished two forms of locality, low and high. A rep-
resentation has high locality if most neighbouring genotypes correspond to neigh-
bouring phenotypes, that is, small genotypic changes result in small phenotypic
changes. On the other hand, a representation has low locality if many neighbouring
genotypes do not correspond to neighbouring phenotypes. According to Rothlauf, a
representation that has high locality is better compared to a representation with low
locality. It should be noticed that a quantitative locality measure denoting high local-
ity is close to 0, whereas the opposite is true for low locality. In his original studies,
Rothlauf used GAs with bitstrings to conduct his experiments [14]. To our knowl-
edge, there are few explicit studies on locality using the typical GP representation
(i.e., tree-like structures).

The goal of this paper then, is to shed some light on the degree of locality present
in GP. In particular in continuous-valued fitness. It is worth mentioning that there are
some works on GP locality [4, 5]. However, to the best of our knowledge, none of
them have studied this scenario in detail. Thus, in this study we cover the following:

• We extend the notion of genotype-phenotype locality to the genotype-fitness case
for continuous-values fitness. For this purpose we treat two individuals as neigh-
bours in the genotype space if they are separated by a single mutation operation.
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• We consider three different definitions of locality to study which of them gives
the best prediction of problem difficulty,

• We consider only a mutation based GP (two different mutation operators), and
• Finally, we use two different encodings on five different problems (i.e., Real-

Valued Symbolic Regression problems) and compare the results against the three
definitions of locality.

This paper is organised as follows. In the following section a more detailed expla-
nation on locality is provided. Section 3 presents previous work on performance
prediction. Section 4 presents the experimental setup. In Section 6, we present and
discuss our findings. Finally, in Section 6 we draw some conclusions.

2 Locality

Understanding how well neighbouring genotypes correspond to neighbouring phe-
notypes is a key element in understanding evolutionary search [14]. In the abstract
sense, a mapping has locality if neighbourhood is preserved under that mapping1. In
EC this generally refers to the mapping from genotype to phenotype. This is a topic
worthy of study because if neighbourhood is not preserved, then the algorithm’s at-
tempts to exploit the information provided by an individual’s fitness will be misled
when the individual’s neighbours turn out to be very different.

Rothlauf gives a quantitative definition of locality: “the locality dm of a represen-
tation can be defined as

dm = ∑
dg(x,y)=dg

min

|d p(x,y)− d p
min|

where d p(x,y) is the phenotypic distance between the phenotypes x and y, dg(x,y)
is the genotypic distance between the corresponding genotypes, and d p

min resp. dg
min

is the minimum distance between two (neighbouring) phenotypes, resp. genotypes”
[14, p. 77; notation changed slightly]. Locality is thus seen as a continuous property
rather than a binary one. It should be noticed, however, that this measure has been
(almost) exclusively used in discrete scenarios [14].

The point of this definition is that it provides a single quantity which gives an
indication of the behaviour of the genotype-phenotype mapping which can be com-
pared between different representations.

It is worth pointing out that while Rothlauf gives a quantitative definition of lo-
cality, as expressed above (dm), this in fact measures phenotypic divergence. Once
a value is obtained by this measure, then we can talk about high and low locality.
To avoid confusion regarding the type of locality present in a representation, it is
necessary to highlight the following: when the phenotypic divergence dm is low, we

1 The term locality has also been used in an unrelated context, to refer to the quasi-
geographical distribution of an EC population [3].
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are in presence of high locality. On the other hand, when the phenotypic diver-
gence dm is high, we are in the presence of “non-locality” (originally called “low-
locality” [14]). We have decided to re-label the latter term to avoid confusion. These
two terms (high and non-locality) will be used throughout the paper.

Routhlauf stated that a representation that has high locality will be more efficient
at evolutionary search. If a representation has this type of locality (i.e., neighbour-
ing genotypes correspond to neighbouring phenotypes) then performance is good.
This, however, changes when a representation has non-locality, i.e., non-locality will
translate to a poor evolutionary performance.

To use locality as a measure of problem difficulty in GP, it is necessary to extend
the standard definition of genotype-phenotype locality given by Rothlauf [14] to the
genotype-fitness mapping [4, 5]. This is because, it is normally accepted that in tree-
structured GP there is no explicit genotype-phenotype mapping, so we can say that
there are no explicit phenotypes distinct from genotypes.

In [4, 5], Galvan et al. extended the typical definition of locality from the
genotype-phenotype to the genotype-fitness mapping. In their work, the authors
were able to show how to predict performance on discrete valued-fitness cases. In
this work, as mentioned previously, we want to extend this work to continuous-
valued fitness. This is presented in the following section.

2.1 Extending the Definition of Locality to the Continuous
Valued-Fitness

In [4, 5], the authors introduced, for the first time, the definition of locality in
GP showing how locality correctly predicted performance only in discrete valued-
fitness cases. Thus, our intention is to extend GP locality to continuous valued-
fitness cases. For this purpose, we generalise the three definitions of locality
originally presented in [4, 5]. These three definitions can be summarised as follows:

• Regard two individuals as fitness-neighbours if the difference of their fitness val-
ues is 1, and regard fitness-neutral mutations as non-local. This leads to the fol-
lowing definition for “non-locality” which we call Def0:

dm =
∑N

i=1 | f d(xi,m(xi))− f dmin|
N

(1)

where f d(xi,m(xi)) = | f (xi) − f (m(xi))| is the fitness distance between a
randomly-sampled individual xi and the mutated individual m(xi), f dmin = 1 is
the minimum fitness distance between two individuals, and N is the sample size.

• Def0, however, treats a fitness-neutral mutation as being just as bad for local-
ity as a mutation causing a fitness divergence of two fitness units (assuming
integer-valued fitness). It might be preferable to redefine the minimum distance
in the fitness space as zero, giving the same locality definition as above but with
f dmin = 0. We called this Def1.
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• Finally, it might be better to treat only true divergence of fitness as indicating
poor locality. Therefore we might say that fitness divergence occurs only when
the fitness distance between the pair of individuals is 2 or greater: otherwise
the individuals are regarded as neighbours in the fitness space. This leads to the
following definition, which we will call Def2.

dm =
∑N

i=1: f d(xi,m(xi))≥2 f d(xi,m(xi))

N
(2)

As mentioned previously, the work developed in [4, 5] considers the study of GP lo-
cality in discrete-valued cases. In the following paragraphs, we show how it is possi-
ble to extend these definition to continuous-valued fitness. To this end, we consider
the same definitions previously summarised. Thus we have:

• Under the first definition (Def0), the quantity being calculated is simply the mean
fitness distance. This idea carries over directly to the continuous case.

• Under the second definition (Def1), the idea is that mutations should create fitness
distances of 1: lesser fitness distances are non-local, as are greater ones. In the
continuous case we set up bounds, α and β , and say that mutations should create
fitness distances α < f d < β . When f d < α , we add α − f d to dm, penalising
an overly-neutral mutation; when f d > β , we add f d − β to dm, penalising a
highly non-local mutation. Each of these conditions reflects a similar action in
the discrete case.

• Under the third definition (Def2), both neutral and small non-zero fitness dis-
tances are regarded as local; only large fitness distances contribute to dm. Thus,
in the continuous case, only when f d > β do we add a quantity ( f d−β ) to dm,
penalising mutations of relatively large fitness distances.

From the previous new definitions on continuous-valued fitness, it is clear that it is
necessary to know the “correct” values for α and β . In Section 4, we discuss this in
detail.

3 Related Work

Landscapes and problem difficulty have been the subject of a good deal of research
in EC in general and GP in particular. Several approaches to investigating problem
difficulty have been proposed. In this section we mention some of them, including
their pros and cons.

3.1 Sampling the Fitness Landscape

One of the best well-known prediction tools available in the literature is the
one proposed by Jones called fitness distance correlation (fdc). This measures the
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difficulty of a problem on the basis of the relationship between fitness and distance
to the goal. The idea behind fdc was to consider fitness functions as heuristic func-
tions and to interpret their results as indicators of the distance to the nearest optimum
of the search space. fdc is an algebraic measure intended to express the degree to
which the fitness function conveys information about distance to the optimum.

Altenberg [1] argued that predicting the hardness of a problem when using only
fitness and distance in an EC system presents some difficulties. For instance, nei-
ther crossover nor mutation are taken into account when fdc is calculated, unless
their effects are built-in to the measure of genetic distance used. Other works have
also shown some weaknesses in fdc. Both [16] and [12] construct examples which
demonstrate that the fdc can be “blinded” by particular qualities of the search space,
and that it can be misleading. However, perhaps, the most important drawback of the
fdc measure is that the global optimal solution must be known a priori in order to
compute it, something that is basically impossible for real-world problems. There
is, however, a vast amount of work where Jones’ approach has been successfully
used. Of particular interest is the work by Vanneschi and colleagues [19], on the use
of fdc in GP.

Later work by Vanneschi et al. attempted to address weaknesses of fdc with a new
approach that is based on the concept of fitness clouds [18]. These are scatter plots
that describe the manner in which the fitness of each individual correlates with the
fitness of its neighbors. Fitness clouds are constructed by plotting a point for each
genotype x on a 2-D plane, where the horizontal axis corresponds with the fitness
of x given by f (x), and the vertical axis represents the fitness f (y) of a neighboring
genotype y. In this definition, y could be chosen in different ways, but the idea is
to relate neighborhood with the search operators, particularly mutation. Given this
scatter plot, Vanneschi et al. proposed the negative slope coefficient (nsc), which is
a measure that characterises the overall shape of the fitness cloud computed for a
given problem. The nsc is computed by assuming a piecewise linear relationship
between f (x) and f (y) for a sample of N individual genotypes and computing the
slope of the scatter points within a set of equally spaced segments on the horizontal
axis. The nsc is given in the range of (−∞,0], where a value of 0 represents a very
easy or evolvable problem, and a negative nsc indicates an increase in difficulty for
the evolutionary search.

An important first observation is that nsc does not require the global optimum to
be known a priori, a significant step foreword from fdc. However, nsc also exhibits
some disadvantages. For instance, the scale of nsc is not clearly defined, in fact it
is mostly described in informal terms. Moreover, while nsc is based on reasonable
assumptions, the algorithm used to compute it relies on a series of ad-hoc design
choices. Nonetheless, nsc is currently considered as one of the best predictor of
search performance for GP.
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Table 1 Functions used as benchmark problems

x+x2 +x3

x+x2 +x3 +x4

x+x2 +x3 +x4 +x5

x+x2 +x3 +x4 +x5 +x6

sin(x2)cos(x)−1

4 Experimental Setup

4.1 Benchmark Problems

For our analysis, we have used five Real-Valued Symbolic Regression problems.
Table 1 shows the functions used as benchmark problems in our study.

In simple terms, we can say that the goal of these type of problems is to find a
program whose output is equal to the values of the specified functions. Thus, the
fitness of an individual in the population must reflect how closely the output of
an individual comes from the target. To compute the fitness of an individual it is
common to define the fitness as the sum of absolute errors measured at different
values of the independent variable (e.g., x), in this case in the range [-1.0,1.0]. In
this study we have measured the errors for x ∈ {1.0,0.9,0.8, · · · ,0.8,0.9,1.0} and
we have defined an arbitrary threshold of 0.01. The latter is used to indicate that an
individual with a fitness ≤ threshold is regarded as a correct solution.

The problems are posed as maximisation tasks for an easier interpretation.
To study locality we need to have an alternative representation with differing

locality and (presumably) differing performance. Therefore, we will use contrasts
in encoding (two encodings: standard GP and a slightly modified encoding) and in
operators (one-point and subtree mutation). The idea here is that each encoding will
give a different value for locality and different performance, allowing us to compare
the predictions of relative performance made by locality with results of evolutionary
runs. This different encoding is presented next.

4.2 Uniform Genetic Programming

As mentioned previously, we expect to find different performance when using dif-
ferent encodings. This will allow us to compare the performance predictions made
by locality with actual performance. So, we decided to adopt a slightly different
tree-like structure representation, called Uniform GP (UGP) [7].

UGP (called uniform because all internal nodes are of the same arity) is an en-
coding defined by adding ‘dummy’ arguments (i.e., terminals/subtrees) to internal
nodes whose arity is lower than the maximum arity defined in the function set. These
are called dummy arguments because they are not executed when the individual is
evaluated. For this to happen, it is necessary to use special functions that indicate the
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use of dummy arguments (these special functions can be seen as flags that indicate
that the subtree beneath these type of functions will not be executed). See [7] for
details.

To use this representation in our five symbolic regression problems, we defined
the function set: UGP = {+,−,∗,%,Sin2,Cos2}. Thus, Sin2,Cos2 allow the ad-
dition of dummy arguments as explained previously. When using the typical GP
representation we used the function set: GP = {+,−,∗,%,Sin,Cos}. For both UGP
and GP, % is protected division.

4.3 Setting Bounds

In Section 2, we generalised the definition of GP locality in continuous-valued fit-
ness. From Def1 and De f2 it is clear that it is necessary to establish the values
needed for α and β . In this work, we have used different values for these variables
to determine the impact of these bounds on locality prediction.

This, in consequence, lead us to the use a several values for α and β . So,
in this work, we used four starting values for each variable (α ,β ) (i.e., α =
{0.01,0.001,0.0001,0.00001},β = {0.1,0.01,0.001,0.0001}. For each starting
pair (i.e, Pair11 = {α = 0.01,β = 0.1}, Pair21 = {α = 0.001,β = 0.01}, Pair31 =
{α = 0.0001,β = 0.001}, Pair41 = {α = 0.00001,β = 0.00001}), we automati-
cally created 10 different values for each pair using different interval values (i.e.,
0.01,0.001,0.0001,0.00001). To create these 10 cases for each pair, we used one
of the latter interval values for each of the starting pair values, and accumulatively,
we added it to α and β until all the cases were created. So, in total we defined 40
different configuration values for α and β (e.g., Pair12 = {α = 0.02,β = 0.11},
Pair22 = {α = 0.002,β = 0.011}, Pair32 = {α = 0.0002,β = 0.0011}, Pair42 =
{α = 0.00002,β = 0.00011}).

4.4 Evolutionary Runs

The experiments were conducted using a GP with tournament selection (size = 7).
To obtain more meaningful results, we performed 50 independent runs for each of
the three configurations of population size and number of generations. Runs were
stopped when the maximum number of generations was reached. Three population
sizes were used (i.e., 200, 250, 500) along with three different number of genera-
tions (i.e., 125, 100, 50). Tournament selection (size 7) was used and we initialised
our population using the ramped half-and-half method (depth 2 to 4). To control
bloat we defined 1250 nodes and/or a maximum depth of 7. As indicated before,
we used two different mutation operators: one-point and subtree. Finally, to obtain
meaningful results, we performed 50 independent runs.
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4.5 Sampling and Measuring Locality

To predict the performance of an encoding and an operator (as mentioned previ-
ously, we used one-point and subtree mutation), it is important to consider the type
of sampling used.

As discussed previously, in his original studies, Rothlauf used bitstrings, fixed-
length chromosomes to study the locality of a representation. So, in his work it was
straightforward to create a sample to study the locality of a representation. This,
however, changes when using a variable length, variable shape representation like
in tree-like structures. So, one should pay special attention to this.

In our work, we have decided to create a sample based on actual evolutionary
runs. That is, for each of the five problems, we saved all the individuals in the pop-
ulation in every generation along with their fitness values. Then, we sorted the in-
dividuals based on their fitness, and from there we sample uniformly from there.
We sample 40,000 individuals for each of the problems used in this paper (i.e.,
40,000*5). It is worth pointing out that we tried other sampling methods achieving
similar results.

Now, to study and examine the locality present in each encoding (typical GP
and UGP), for each data point in the sample data, we created an offspring via each
mutation operator and measured locality using the three definitions introduced in
Section 2. Thus, to compare the predictions made by locality (i.e., the lower the
value on locality, the better the performance should be), we performed runs using
the parameters described before in this section.

5 Results and Discussion

As mentioned in Section 2, Rothlauf [14] distinguished two forms of locality: high
and non-locality (originally called “low-locality”). In a nutshell, the author claimed
that a representation with high locality (the closer to 0, the higher the locality of
the representation is, see the three definition introduced in Section 2) is more likely
to perform an effective evolutionary search compared to a representation with non-
locality (i.e., higher quantitative value). In the following paragraphs we discuss our
findings in terms of how good or bad locality is as a prediction performance tool on
continuous-valued problems.

5.1 Quantitative Locality Measures and Performance

To estimate how good or bad locality is in predicting performance in continuous
fitness-valued cases, it is necessary to calculate quantitative locality measures using
the three definitions introduced in Section 2, denoted by Def0, Def1 and Def2. We
know that Def1 and Def2 rely on two thresholds, α and β . Now, one question arises:
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Table 2 Average of Quantitative Locality Measures on the Symbolic Regression Problems,
using two encodings GP = {+,−,∗,%,Sin,Cos}, UGP = {+,−,∗,%,Sin2,Cos2}, two mu-
tations, and three locality definitions. Lower is better.

Mutation Def0 Def1 Def2

Operators GP UGP GP UGP GP UGP
F1 = x+ x2 + x3

One Point .0049 .0041 .0082 .0075 .0001 5.28e-05
Subtree .0061 .0046 .0079 .0091 .0002 4.85e-05

F2 = x+ x2 + x3 + x4

One Point .0042 .0045 .0080 .0074 .0004 .0008
Subtree .0058 .0052 .0074 .0088 .0001 4.92e-05

F3 = x+ x2 + x3 + x4 + x5

One Point .0038 .0040 .0078 .0072 .0003 0.0006
Subtree .0057 .0048 .0074 .0084 .0001 4.98e-05

F4 = x+ x2 + x3 + x4 + x5 + x6

One Point .0056 .0052 .0079 .0074 .0002 .0005
Subtree .0065 .0058 .0080 .0088 .0001 3.88e-05

F5 = sin(x2)cos(x)−1
One Point .0044 .0035 .0079 .0071 .0003 .0008
Subtree .0060 .0062 .0077 .0082 .0001 4.73e-05

what are the best values to use for these two thresholds? This is important to de-
termine to know how sensitive each definition is. Thus, to address this question we
tested different values for these two variables. That is, as mentioned in Section 4,
we used different values for each of these variables and tested 40 different config-
urations values for α and β . Due to space limitations and for clarity purposes 2,
we decided to average all the quantitative measures for definitions Def1 and Def2,
for each of the five symbolic regression functions used in this work. These results
are shown in Table 2. Recall that a low quantitative measure on locality denotes
high-locality, whereas the opposite is true for non-locality.

To see how locality performed in predicting performance, it is necessary to per-
form evolutionary runs. Thus, we also performed extensive empirical experimenta-
tion (50 * 30 * 2 runs in total) 3, for each of the five regression problems used in this
work. The performance (measured in terms of average of the best fitness values over
all runs) are shown in Table 3. Now, it is necessary to examine if locality is able to
correctly predict performance. To do so, we examine both locality and performance
values, shown in Tables 2 and Table 3, respectively.

2 We gathered extensive quantitative locality measures ( 40 * 5 * 3 * 40,000 ) (10 different
values for both α and β using 4 different range of values for them, hence 40 different
settings (see Section 4 for full details), 5 problems, 3 definitions of locality, and finally, we
sample 40,000 individuals).

3 50 independent runs, 30 different settings (three different combinations of population sizes
and number of generations, five different problems, and two different function sets for each
of the five problems = 3 * 5 * 2), and two different mutation operators.
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Table 3 Performance (measured in terms of average of the best fitness values over all runs) of
a Mutation-Based GP (using only one-point and subtree mutation) on the Symbolic Regres-
sion Problems. Numbers within parentheses indicate number of runs able to find the global
optimum. GP = {+,−,∗,/,Sin,Cos} and UGP = {+,−,∗,/,Sin2,Cos2}. Higher is better.

Mutation Pop = 200, Pop = 250, Pop = 500,
Gen = 125 Gen = 100 Gen = 50

Operators GP UGP GP UGP GP UGP

F1 = x+ x2 + x3

One Point .2417 .4831 .3769 .3619 .2788 .5966
(3) (4) (17)

Subtree .5540 .5229 .6496 .6420 .7308 .8958
(10) (19) (21) (18) (29) (41)

F2 = x+ x2 + x3 + x4

One Point .2276 .2788 .2180 .3161 .2318 .3208
Subtree .9172 .4466 .4463 .6454 .4861 .6157

(42) (8) (5) (20) (6) (17)
F3 = x+ x2 + x3 + x4 + x5

One Point .1574 .2768 .1730 .2205 .2031 .2316
Subtree .3332 .3394 .3474 .3264 .4291 .3289

(12)
F4 = x+ x2 + x3 + x4 + x5 + x6

One Point .1412 .1862 .1586 .1912 .1940 .1872
Subtree .3161 .3089 .4339 .3005 .3780 .2846

(1)
F5 = sin(x2)cos(x)−1

One Point .4748 .5054 .4432 .5072 .4794 .6232
Subtree .7329 .8716 .6020 .6289 .7514 .7995

(1) (1) (1) (1)

So, let us start analysing the prediction done by locality Def0 (second column
of Table 2) on the first function used (F1 = x + x2 + x3). We first focus our at-
tention using One Point mutation. We take the best locality value (high locality
is represented by a low quantitative measure as explained in Section 2). We can
see that for this particular scenario, the best locality is achieved by UGP (.0041),
then we proceed to examine the performance, shown in Table 3, achieved when us-
ing One Point mutation on F1 for the three different configurations of population
(Pop = {200,250,500}) and generations (gen = {125,100,50}). So, according to
locality Def0, the best performance should be achieved by UGP. When we examine
the performance achieved on the function F1 using one point mutation, we can see
that in two out of three cases (i.e., Pop = 200,Gen = 150, Pop = 500,Gen = 50),
locality Def0 correctly predicted performance. Now we proceed to do the same ex-
amining subtree mutation. For this scenario (Def0), we can see that the best locality
values is achieved again by UGP (.0046). So, according to this, UGP should achieve
better performance in the three different settings of population size and generations.
When we check this in Table 3, we can see that this is the case only for one case
(Pop= 500,Gen= 50). Thus, summarising this, we have that for F1, Def0 of locality
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Table 4 Number of correct predictions of good locality values on performance (measured as
mean best fitness over 100 runs), for the five Symbolic Regression problems and using two
different mutation operators. The three different definitions of locality are denoted by Def0,
Def1 and Def2. Table 2 shows the locality definitions for continuous-valued fitness. Table 3
shows the performance achieved by GP and UGP in each of the five problems used in this
work.

One Point Subtree Total
F1 = x+ x2 + x3

Def0 2 1 3
Def1 2 2 4
Def2 2 1 3

F2 = x+ x2 + x3 + x4

Def0 0 2 2
Def1 3 1 4
Def2 0 2 2

F3 = x+ x2 + x3 + x4 + x5

Def0 0 1 1
Def1 3 2 5
Def2 0 1 1

F4 = x+ x2 + x3 + x4 + x5 + x6

Def0 2 0 2
Def1 2 3 5
Def2 1 0 1

F5 = sin(x2)cos(x)−1
Def0 3 0 3
Def1 3 0 3
Def2 0 3 3

was able to correctly predict three out of six scenarios (i.e., three different settings
for population size and generations, for each of the mutation operators).

To help the reader to interpret the prediction done only by the “best” locality
(i.e., lowest quantitative locality values), we process, as described in the previous
paragraph, the data shown in Tables 2 and 3. Thus, in Table 4 we show the number
of correct predictions done by each of the definitions of locality using one point
and subtree mutation. From this, it is clear that best definition of locality able to
correctly predict performance more frequently compared to the other definitions, is
Def1 (highlighted in boldface). It is, however, fair to say that it is not perfect. That
is, the highest number of times able to correctly predict performance is five out of
six cases (three settings for population size and generations, for each of the two
mutation operators), which were the cases for F3 and F4.

Of course, there are different ways to compare the prediction done by locality
and the performance achieved by performing evolutionary search. For instance, one
can consider all locality values, instead of only considering the best locality values,
as we did before in Table 4. Also, instead of taking into consideration the muta-
tion operators, now we compare locality values (see Table 2) and encoding used
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Table 5 Number of correct predictions of all locality values on performance (measured as
mean best fitness over 100 runs), for the five Symbolic Regression problems and using two
different mutation operators. The three different definitions of locality are denoted by Def0,
Def1 and Def2. Table 2 shows the locality definitions for continuous-valued fitness. Table 3
shows the performance achieved by GP and UGP in each of the five problems used in this
work.

GP UGP Total
F1 = x+ x2 + x3

Def0 3 3 6
Def1 4 4 8
Def2 3 3 6

F2 = x+ x2 + x3 + x4

Def0 2 2 4
Def1 4 4 8
Def2 2 2 4

F3 = x+ x2 + x3 + x4 + x5

Def0 1 1 2
Def1 5 5 10
Def2 1 1 2

F4 = x+ x2 + x3 + x4 + x5 + x6

Def0 2 2 4
Def1 5 5 10
Def2 1 1 2

F5 = sin(x2)cos(x)−1
Def0 3 0 3
Def1 3 0 3
Def2 0 3 3

(GP and UGP). Let us start our analysis with Def0 and F1. We know that when we
consider GP, the locality value is .0049 which is the “worst” locality (compared to
.0041 achieved by UGP – recall that the closer to 0, the higher the locality is). This
indicates, that GP should come in second place, regardless of the mutation operator
used. When we compare this against actual performance (see Table 3), we can see
that this happens in three out of six cases (three settings for population size and
generations, and two mutation operators). Now, when we turn our attention to the
same scenario (Def0 and F1), but considering UGP, we can see that it has a better
locality (.0041). This means that the performance should be better compared to GP
(.0049). Again, when we compare this against performance (Table 3), we can see
that locality was able to correctly predicts only three out of six cases. Table 5 sum-
marises this analysis. We know that a perfect prediction for this scenario is 12 4 for
each definition of locality. The summary shown in Table 5 indicates that the best
locality definition is Def1, which agrees with our previous finding (see Table 4).

4 12 = 2 encodings * 3 different setting for population size and generations * 2 locality
values (one for each encoding).
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5.2 Definitions of Locality and Limitations

From the previous analysis, it is clear that locality can successfully be used as an
estimation of problem difficulty. In particular, Def1 appears to be more accurate in
predicting performance, as shown in Tables 4 and 5, but why does this happen?
What are the key differences between the three definitions of locality (introduced in
Section 2)? To answer these questions, one really needs to carefully analyse each
definitions of locality. That is, it seems that the best results are obtained when a
finer grained analysis is taken. For instance, Def0 only considers a rough estimate
of average fitness divergence. While Def2 only considers large divergence using a
single threshold (β ). On the other hand, Def1, adjusts for “highly neutral mutations”
and non-local changes, a more detailed analysis that yields the best results.

Thus, the results presented here suggest that locality is a more or less good indi-
cator of expected performance, for continuous fitness-valued cases. However, there
are still some shortcomings and open questions that should be addressed in future
research. Particularly, it is worth mentioning that to calculate quantitative locality
measures, a sampling method is necessary, as mentioned in Section 4. This is sim-
ilar to nsc and fdc, where these measures rely on an extensive sampling procedure,
which can be computationally costly. It appears that, for practical applications, the
locality results should be evaluated based on their generalisation to a whole class of
problems and not just single problem instances.

6 Conclusions

In this work, we made an effort to shed some light on how locality in Genetic
Programming can predict performance. In particular, in continuous-fitness valued
cases. For this purpose, we extended the original definition of locality proposed by
Rothlauf [14] when he used bitstring from the genotype-phenotype mapping to the
genoype-fitness mapping. We also, studied three different locality definitions, to de-
termine if one definition of locality should be preferred among others.

To see if locality was able correctly predict performance, we use two differ-
ent representations (i.e., typical GP, and a slightly different representation called
Uniform GP), based on the assumption that each representation will give different
performance.

Thus, is it possible to use locality as a prediction performance tool? This
question has been discussed before (e.g., [4, 5, 14]). We argue that it is possible to
get a good estimate on the performance of evolutionary runs by using locality. The
key lessons we have learnt during our experiments are the following. Firstly, we
have shown how it is possible to extend the definition of locality from a bitstring
representation to a more complex representation (GP) for continuous fitness-valued
cases. Secondly, we studied three different definitions of locality and proved that
the definitions that require the use of threshold values (i.e., Def1 and Def2) are robust
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to their parametrisation). Thirdly, one definition of locality (Def1) achieved a higher
accuracy compared to the other two definitions explored in this paper. All of these
findings are based on an extensive amount of experimental evidence.
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Analysis and Classification of Epilepsy Stages
with Genetic Programming

Arturo Sotelo, Enrique Guijarro, Leonardo Trujillo�,
Luis Coria, and Yuliana Martı́nez

Abstract. Epilepsy is a widespread disorder that affects many individuals world-
wide. For this reason much work has been done to develop computational systems
that can facilitate the analysis and interpretation of the signals generated by a pa-
tients brain during the onset of an epileptic seizure. Currently, this is done by human
experts since computational methods cannot achieve a similar level of performance.
This paper presents a Genetic Programming (GP) based approach to analyze brain
activity captured with Electrocorticogram (ECoG). The goal is to evolve classifiers
that can detect the three main stages of an epileptic seizure. Experimental results
show good performance by the GP-classifiers, evaluated based on sensitivity, speci-
ficity, prevalence and likelihood ratio. The results are unique within this domain,
and could become a useful tool in the development of future treatment methods.

Keywords: Epilepsy Diagnosis, Genetic Programming, Classification.

1 Introduction

Epilepsy is a neurological disorder that causes chronic seizures as part of its
symptomatology. Some estimates state that the number of people that suffer from

Arturo Sotelo
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this disorder ranges between 11/100,000 to 134/100,000 [6], or that 1% to 5%
of the general population experiments one or more seizures during their life-time
[3, 20]. From the group of people with this disorder, two thirds can be treated by
anti-epileptic medication and 7 or 8% can be cured by surgery [17]. Unfortunately,
however, the symptomatology of the rest cannot be controlled by currently available
therapies.

An epilepsy seizure is a sudden episode that disrupts mental functions, motor
control, sensorial abilities and autonomic activity. This is caused by a paroxysmal
malfunction of brain cells, which is considered an abnormal increase of neural syn-
chrony [15]. Epilepsy can affect a patient’s brain partially or completely, respec-
tively inducing partial or generalized seizures [22]. A seizure develops over several
basic stages [11], these are: (1) the Basal stage (2) the Pre-Ictal Stage, (3) the Ictal
stage; and (4) the Post-Ictal stage. The Basal stage represents normal brain activity,
the waveform of brain signals during this stage are characterized by a low ampli-
tude and a relative high frequency. In the Pre-Ictal stage, an Electroencephalography
(EEG) or Electrocorticogram (ECoG) can show considerable amplitude increase rel-
ative to the Basal stage, with spikes and transitory activity, but no distinguishable
symptoms can be seen in a patient during this stage. The Ictal stage is when the
seizure occurs, producing jerky movements, olfactory sensations and even the loss
of consciousness, depending if it is focal or generalized, brain signals are distin-
guished by high amplitude discharges, a low frequency and a predominant rhythm.
The last stage is called Pos-Ictal, where signal recordings show general amplitude
depression and a gradual return towards the Basal stage when symptoms cease.

If an expert neurologist analyzes the EEG or ECoG signal of a patient undergoing
an epileptic seizure he can identify the seizure stages as they occur over time. For
instance, Figure 1(a) depicts an ECoG signal taken over an entire episode, where the
three main stages of the seizure are clearly marked. From this example it is clear that
each stage is characterized by a different signal morphology. While a human expert
has no problem identifying each stage, to our knowledge an automatic method for
stage detection has not been developed. Nonetheless, other works have focused on
predicting the onset of a seizure by identifying specific signal features [1, 13, 25].
An important aspect of most works in this area is that they focus on a small number
of test subjects. Primarily because different patients tend to exhibit different signal
patterns, even if they all share a similar general structure [12]. Therefore, while each
stage is identifiable when you analyze the time-series of a seizure as a whole, if only
a single two-second segment is considered, for example, then determining the stage
to which it belongs is not trivially done.

In this work, we present an approach that can automatically determine the stage
to which a signal segment belongs. The problem is posed as a supervised learning
task, where the system takes as input a signal sample of a certain duration and from
this determines the corresponding epileptic stage. However, deriving automatic
processing methods for these signals is definitely not a straightforward endeavor,
given the complexities of the brain signals generated during a seizure [4, 12]. In this
paper the task is solved using a Genetic Programming (GP) classifier, that analyzes
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(a) (b)

Fig. 1 ECoG signal of a level-5 seizure on Racine scale, showing how signal amplitude varies
through time. (a) Deep recording through the stimulus electrode. (b) Seizure recorded by the
cortex electrode.

basic statistical features of each signal and derives a non-linear mapping following
a symbolic regression approach. Classifiers, similar to the ones derived here, could
be used as computational tools that can assist a human expert during the analysis or
diagnosis of epileptic signals. An even more ambitious goal could be to use these
classifiers as part of an implanted device, that can monitor and react, in real-time,
when a patient is experiencing the onset of specific stages of an epileptic seizure.
However, such technological implementations are left as future lines of research.

The remainder of this paper proceeds as follows. Section 2 presents a brief in-
troduction to Electrocorticogram signals from epileptic seizures. Then, Section 3
describes the ECoG dataset used in this study. Afterwards, Section 4 gives a for-
mal description of the learning problem posed in this work and of the GP approach
proposed to solve it. Section 3 presents the experimental setup and provides a de-
tailed discussion of the main results. Finally, a summary of the paper and concluding
comments are outlined in Section 5.

2 Epilepsy Signals

Normally, epileptic seizures occur spontaneously, a significant limitation to properly
studying them. Therefore, in research work seizures are induced in a controlled
experiment that use rodent test subjects, referred to as models. One of the most
common is the amygdale kindling model, a model for temporal lobe epilepsy, the
most common in human adults [19]. This model is used in the present work, since
it is possible to induce self sustained seizures in rodents when required. This allows
for the study of alternative treatments for drug-resistant human partial complex and
secondarily generalized seizures [19].
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In general, Electroencephalography (EEG) is the main tool for analysis and
diagnosis of many neurological disorders. Brain activity produces a highly non-
periodical signal with amplitude in the range of 0.5μV − 100μV . Such signals can
be detected by non-invasive methods when they are recorded at scalp level using
EEG. However, EEG signals are normally contaminated by undesirable noise or ar-
tifacts produced by unrelated muscle or organ activity, which increases the difficulty
of correctly interpreting such signals using automatic computational methods.

Less distorted signals can be obtained using intracranial recording methods
through an Electrocorticogram (ECoG), which are far more amendable to precise
analysis and clinical evaluations [8]. Intracranial detection can be accomplished by
inserting needles within the brain at the required depths, these are called deep elec-
trodes. Of course, the main drawback of such methods is the fact that they require
surgical access to a patients brain, a strong limitation for human test subjects. How-
ever, an advantage is that electrodes are bidirectional, and can be used for both de-
tection and direct stimulation of the brain. In the former case, brain activity during
a seizure can be intracranially recorded, free of artifacts [28], using metallic elec-
trodes inserted within the cortex (an ECoG signal). In the latter, an electrode can
be used to stimulate the brain and, if done correctly, to induce a seizure, as will be
described in the following section.

As stated above, an epileptic seizure exhibits various stages as it develops; here
we focus on the Pre-Ictal, Ictal and Post-Ictal stages. This paper presents an ap-
proach to automatically discriminate between these three stages within an epileptic
signal, based on the local dynamics and morphology of a recorded ECoG signal
from elicited epileptic episodes.

3 Experimental Data

It is normally unfeasible to record an epileptic seizure, since it is difficult to predict
the onset of a seizure. Therefore, for research purposes artificially induced seizures
provide valuable experimental data. Using animal models, it is possible to simulate
chronical brain dysfunction that leads to epilepsy, a strategy that has allowed for
research regarding the underlying causes and mechanisms behind epilepsy [9]. In
particular, animal models are a valuable tool to study temporal lobe epilepsy [7, 19].

The Kindling model is used to study epilepsy that is induced by electrical im-
pulses delivered to a previously healthy (non epileptic) animal. Epileptic conditions
are achieved in the animal as the result of applying short duration electrical stimulus
in the limbic regions of the brain, such as the amygdale or hippocampus. The
amygdale kindling model in rats is considered the most appropriated for the study
of alternative epilepsy treatments for partial and generalized seizures [2]. Through
the Kindling model, spontaneous seizures are elicited by an electrical stimulus
discharged directly to the brain of the rodent. The approach has several advantages,
such as: first, precise focal activation; and second, a chronic epileptogenesis is
reliably developed [22]. Kindling seizures are rated, depending on their symptoms,
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(a) (b)

(c) (d)

Fig. 2 (a) Illustration of approximate stereotaxic locations of stimulus, recording, and ref-
erence electrodes in a adult male Wistar rat [23]. (b) Implantation of the stimulus electrode
through the rat’s skull using a stereotaxic fixture. (c) Implantation the cortical recording elec-
trode. (d) Final connector assembled on top of the rat’s skull.

into a five level scale, know as the Racine scale [24]. This scale rates seizure inten-
sity, from focal to generalized, depending on the symptomatology exhibited by rats
from the Wistar breed, where level-5 is the highest intensity. Symptom for the five
levels are: (0) No seizure response; (1) Immobility, eye closure, twitching of vib-
rissae; (2) Head nodding associated with more severe facial clonus; (3) Clonus of
one forelimb; (4) Bilateral forelimb clonus with rearing; and (5) Rearing and falling
on the back accompanied by generalize clonic seizures. In the present study, level-5
seizures (generalized motor seizures) are used for the experimental analysis.

3.1 Signal Recording

The electrode implants, the kindling experiments using live rodents (Wistar rats),
and signal recording were carried out at the Centro de Investigación, Hospital Gen-
eral Universitario de Valencia, in Valencia, Spain. Stimulation and signal recording
were achieved by inserting electrodes within the rodent’s skull through symmetric
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Fig. 3 The stimulus signal
applied to elicit an epilep-
tic seizure on the rodent
subject

burr holes at stereotaxic locations in accordance with [2, 14, 18]. Figure 2(a) shows
the approximated stereotaxic location of the electrodes, where the black marks rep-
resent stimulus electrodes, orange are for reference, and blue and red represent the
cortical frontal and occipital recording electrodes.

Stimulation was achieved through an electrode made of twisted pair of Teflon-
coated 0.25 mm diameter stainless steel wires separated by 0.5 mm at the tip and
8 mm in length, and implanted through a burr hole, as shows in Figure 2(b). Two
stainless steel screws served as cortical recording electrodes, as shown in Figure
2(c), these were attached to a connector assembly, as shown in Figure 2(d). After
this process was done, the stimulation of rodent subjects began after 7 days.

The electric stimulation of the subjects brain tissue and deep recording of the
epilepsy signal can be done after the electrodes are implanted and the connector is
plugged in. Stimulation and recording of brain activity begins as soon as the rodent
is connected, so the rodent does not remove the cable. The applied stimulus consist
of a 500μA @50Hz rectangular signal with a 5% duty cycle by 1s; the signal is
depicted in Figure 3.

Electrical manifestations are of variable amplitude, with useful frequency com-
ponents from 0.5 Hz to 60 Hz [26], and may find useful components up to 100 Hz
[21] or 400 Hz [5]. For this work, the signal was bandpass filtered in a 0.5 Hz to
100Hz bandwidth, sampling rate was 256 Hz to avoid aliasing, using 12 bit resolu-
tion. The duration of a completely recorded seizure sometimes can be as much as 3
minutes. In some cases, more than a single stimulus needs to be applied to induce
a seizure with a level-5 rating, since here we discard any seizure below this rating.
Figure 1(a) shows an ECoG for a level-5 seizure.

Figure 1(a) presents the complete time-series record for a seizure, from the Pre-
Ictal stage that begins at second 480 and ends at second 535. Then, the Ictal stage
continues up to second 575, and finally the Post-Ictal stage represents the final part
of the signal. The plot of 1(b) is the signal from the deep recording electrode, that
is used as a reference to determine when the seizure is about to start. When the
seizure is detected at the cortex level, this means that stimulus has produce an af-
terdischarge capable of stimulating the nearby neurons up to the cortex, producing
a generalize seizure in the rodent. However, in some experiments the deep record-
ing shows epileptic activity, but the cortex does not, which represents a local or
focalized seizure.
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4 Problem Statement

In this paper, the goal is to detect the three main seizure stages described above (Pre-
Ictal, Ictal and Post-Ictal) given a short segment of a ECoG signal recorded using
a cortex electrode. This problem can be posed as a classification task, where the
signal segment represents a pattern x ∈ R

n, where n is the total number of sample
points given a particular signal duration. For instance, since the sampling rate during
recording is 256 Hz, if we take a 2 second signal then n = 512. Then, it is possible
to construct a supervised learning problem where a training set X of n-dimensional
patterns with a known classification are used to derive a mapping function g(x) :
R

n → M, where M are the three distinct classes, in this case the three epilepsy
stages.

This work uses a single test subject, a single rodent on which the seizures are
induced and the signals recorded. This is partially justified due to the intra-patient
variability that is usually observed in epileptic seizures [12]. Nonetheless, future
work will focus on deriving classifiers that generalize across multiple patients or
possible groups of them.

For this test subject, call him subject SA, a level-5 seizure is induced and recorded
on five consecutive days, call them Day-1, Day-2, Day-3, Day-4 and Day-5. After-
wards, the signal is classified manually by a human expert, who specifies where each
epilepsy stage begins and ends, this provides the ground-truth for the learning prob-
lem. The signal is divided into N number of segments, each constituting a sample
from the corresponding stage. All signal segments have the same duration, here we
build two different datasets, using segments of 1 second and 2 seconds respectively.
When the signal is divided, we allow for a slight overlap between consecutive seg-
ments, given by 20% of the total duration. Finally, it is important to state that signal
segments that lie on two adjacent stages are removed from the dataset.

Then, the problem we pose can be stated as follows. The goal is to use the signal
samples, or segments, from a single day, and use them as the learning data for the
classifier. Then, the classifier is tested on the samples from the remaining four days.
Therefore, the question is: if the signal from a single seizure is given, can it be used
to train a classifier that is able to correctly detect the different signal stages from
seizures from the same subject that are recorded on different days?

4.1 Proposal

The above problem is solved using a Genetic Programming (GP) classification
system. GP can be used in various ways to solve such supervised classification
tasks, see for instance [10, 16]. However, the approach proposed by Zhang and
Smart [29] is used here, referred to as the Probabilistic GP Classifier, or PGPC for
short [27, 29]. In PGPC, it is assumed that the behavior of h can be modeled using
multiple Gaussian distributions, each corresponding to a single class [29]. The distri-
bution of each class N (μ ,σ) is derived from the examples provided for it in set X ,
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Table 1 Parameters for the PGPC system used in the experimental tests

Parameter Description
Population size 200 individuals.
Generations 200 generations.
Initialization Ramped Half-and-Half,

with 6 levels of maximum depth.
Operator probabilities Crossover pc = 0.8; Mutation pμ = 0.2.

Function set
{
+,−,∗, /,√,sin,cos, log,xy, | · |, i f

}
Terminal set {x1, ...,xi, ...,xP}Where each xi is a

dimension of the data patterns x ∈R
P

Bloat control Dynamic depth control.
Initial dynamic depth 6 levels.
Hard maximum depth 20 levels.
Selection Lexicographic

parsimony tournament
Survival Keep best elitism

by computing the mean μ and standard deviation σ of the outputs obtained from h
on these patterns. Then, from the distribution N of each class a fitness measure can
be derived using Fisher’s linear discriminant; for a two class problem it proceeds as
follows. After the Gaussian distribution N for each class is derived, a distance is
required. In [29], Zhang and Smart propose a distance measure between both classes
as

d =
|μ1− μ2|
σ1 +σ2

, (1)

where μ1 and μ2 are the means of the Gaussian distribution of each class, and σ1

and σ2 are their standard deviations. When this measure tends to 0, it is the worst
case scenario because the mapping of both classes overlap completely, and when it
tends to ∞, it represents the optimal case with maximum separation. To normalize
the above measure, the fitness for an individual mapping h is given by

fd =
1

1+ d
. (2)

After executing the GP, the best individual found determines the parameters for
the Gaussian distribution Ni associated to each class. Then, a new test pattern x is
assigned to class i when Ni gives the maximum probability.

In summary, a GP classifier (PGPC) is trained using the epilepsy signal recorded
during a single day, from a total of five different days, and then tested on the re-
maining days. The signal from each day is divided into segments of equal duration;
two different partitions are built, the first has 1 second segments and the other uses
segments with a duration of 2 seconds. The next section presents the experimental
setup and main results.
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Fig. 4 Boxplots of the average classification error (y-axis), computed using different record-
ing sessions for training (x-axis)

5 Experiments and Results

The PGPC algorithm uses a standard Koza-style GP, with a tree based representa-
tion, subtree-crossover and sub-tree mutation. The basic parameters are presented
in Table 1. The terminal elements are basic statistical features computed for each
signal segment x that is to be classified. Specifically, the terminal set T contains:



66 A. Sotelo et al.

mean value xμ , median xm, standard deviation xσ , maximum xmax, minimum xmin

and skewness xs.
The total number of experiments are summed up as follows. Two different seg-

ment lengths (1 and 2 seconds) and five different signals used for training (5 dif-
ferent recording days), a total of (2x2x5) 20 different configurations. Moreover, 30
different runs are performed to obtain statistically significant results.

Figure 4 summarizes the results regarding the average test error for each con-
figuration. The figure shows boxplots of the average classification error from each
run, relative to the signal used for training (Day). The caption of plot states the GP
algorithm used (PGPC) and the segment duration used to build the datasets (1 or
2 seconds). The algorithm is susceptible to the signal used for training, in general
the signals from Day-4 and Day-5 produce the worst results. Also, signal length
has a slight effect on classification error, with two second segments the classifier
achieves better (less error) results. This difference does not seem to be substantial,
but to maintain the following discussion compact we focus or analysis on classifier
performance with 2 second segments.

To gain a deeper understanding of the performance achieved by the classifier, a
detailed analysis of the results is presented using four standard performance indices:
sensitivity, specificity, prevalence and likelihood ratio However, given the results
shown in Figure 4, only the results for the 2 second segments are analyzed. These
measures are derived from the confusion matrix (true positives (TP), true negatives
(TN), false positives (FP), false negatives (FN)) generated by the classifier with
respect to each class; each index is computed as follows:

• Sensitivity: S =
T P

T P+FP
.

• Specificity: Sp =
TN

FN +TN
.

• Prevalence: P =
TP+FP

total
.

• Likelihood Ratio: LR+ =
S

1− Sp
.

Figures 5, 6 and 7 presents boxplots that summarize the results regarding the above
performance indices computed for the PGPC classifier. Figures 5 corresponds to
the values computed relative to the pre-ictal stage. Similarly, Figures 6 presents the
values for the ictal stage, and Figures 7 corresponds to the post-ictal stage. More-
over, the following figures correspond to each index, sensitivity (a), specificity (b),
prevalence (c) and likelihood ratio (d).

The results suggest that the GP classifier achieves good identification of epilepsy
stages. These figures also show how performance depends on the signal used for
training, with the best results achieved with the signals from Days 1 - 3, and the
worst with Days 4 and 5. This result exhibits how seizures vary for individual sub-
jects; nonetheless, the high performance achieved here is quite promising. This is
confirmed by the high sensitivity and specificity achieved, with median values above
85% and 90% respectively for most configurations, a confident classification of



Analysis and Classification of Epilepsy Stages with Genetic Programming 67

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1 2 3 4 5
Days

S
en

si
ti

vi
ty

(a) Pre-Ictal

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1 2 3 4 5
Days

S
p

ec
if

ic
it

y

(b) Pre-Ictal

0.1

0.2

0.3

0.4

0.5

0.6

1 2 3 4 5
Days

P
re

va
le

n
ce

(c) Pre-Ictal

0

10

20

30

40

50

60

70

80

1 2 3 4 5
Days

L
ik

el
ih

o
o

d
 r

at
io

(d) Pre-Ictal

Fig. 5 Boxplots that summarize the results for the PGPC classifier regarding Sensitivity (a),
Specificity (b) , Prevalence (c) and Likelihood Ratio (d); with respect to the Pre-Ictal stage
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Fig. 6 Boxplots that summarize the results for the PGPC classifier regarding Sensitivity 5
(a), Specificity (b) , Prevalence (c) and Likelihood Ratio (d); with respect to the Ictal stage
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Fig. 7 Boxplots that summarize the results for the PGPC classifier regarding Sensitivity (a),
Specificity (b) , Prevalence (c) and Likelihood Ratio (d);with respect to the Post-Ictal stage

random signal segments. Meanwhile, the low prevalence values, between 20% and
60%, shows that GP classifier can discard samples with a high confidence. Finally,
the likelihood ratio reaches values larger that unity for all stages, the most promising
result. The worst results were seen for the Post-Ictal stage, mostly attributable to
the similarity it exhibits with the Pre-Ictal stage. If instead of classifying a random
segment, the time series was classified progressively, then this shortcoming could
be resolved. In general, the results show that the signal features extracted by the GP
classifiers are highly discriminative and representative of each epilepsy stage.

6 Summary and Conclusions

This paper presents an approach that can automatically detect the corresponding
epilepsy stage of random signal segments recorded by means of Electrocorticogram
(ECoG). This is done by posing a supervised learning problem, where an epileptic
signal captured on a single day is used as training data, and the classifier is then
tested on signal segments from five other recordings taken on different Days. The
proposed approach is based on a GP-based classifier called the Probabilistic GP
Classifier (PGPC) [29]. Experimental results are encouraging, based on the classifi-
cation error, sensitivity, specificity, prevalence and likelihood ratio of the evolved
classifiers. Moreover, since the classifiers are composed of basic mathematical
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operations, given the terminal and functional primitives used, it is simple to im-
plement them, in hardware or software, as part of an implanted device for real time
monitoring or treatment. In general, these results are unique within the problem
domain, and can become a useful tool in the development of future treatment tech-
nologies for epilepsy patients.
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Electrónica from the Instituto Tecnológico de Tijuana.
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Disparity Map Estimation by Combining Cost
Volume Measures Using Genetic Programming

Enrique Naredo, Enrique Dunn, and Leonardo Trujillo�

Abstract. Stereo vision is one of the most active research areas in modern computer
vision. The objective is to recover 3-D depth information from a pair of 2-D im-
ages that capture the same scene. This paper addresses the problem of dense stereo
correspondence, where the goal is to determine which image pixels in both images
are projections of the same 3-D point from the observed scene. The proposal in this
work is to build a non-linear operator that combines three well known methods to
derive a correspondence measure that allows us to retrieve a better approximation
of the ground truth disparity of stereo image pair. To achieve this, the problem is
posed as a search and optimization task and solved with genetic programming (GP),
an evolutionary paradigm for automatic program induction. Experimental results on
well known benchmark problems show that the combined correspondence measure
produced by GP outperforms each standard method, based on the mean error and
the percentage of bad pixels. In conclusion, this paper shows that GP can be used
to build composite correspondence algorithms that exhibit a strong performance on
standard tests.
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1 Introduction

One of the most complex task that the human body achieves is the perception of
its surrounding environment by means of its senses. Vision is probably the most
important sense to interpret the surrounding 3-D world. It allows us to perform
basic tasks, such as the inference of shape and depth of objects by knowing the
differences between their projections on both eyes. Also, from simple abilities we
can carry out more complex computations, such as recognizing and interpreting
the context of our natural environment. Not content with interpreting our personal
reality, humans have attempted to endow man-made objects with this ability. Thus,
this is the goal of computer vision research, the recovery of 3-D information and
a description of natural scenes from 2-D digital images. However, while this task
appears natural and simple to us, developing this ability for artificial entities has
proven to be a challenging endeavor. Therefore, the development of unorthodox and
creative solutions can provide promising new insights [3].

GP is a powerful search and optimization paradigm from the field of evolutionary
computation used for automatic program induction [8, 9, 7]. GP can be used to solve
two tasks simultaneously. First, it searches for the desired functionality required to
solve a particular problem. Second, GP can also determine the structure of the solu-
tion, something that simple parameter optimization, such as that done by a genetic
algorithm (GA), cannot achieve.

Moreover, GP is a very flexible technique, a characteristic that has allowed re-
searchers to apply it in various fields and problem domains [8, 9, 7]. In computer
vision, for instance, GP has been used for object recognition [6, 4, 5], image clas-
sification [10, 19], feature synthesis [11, 16], image segmentation [15, 18], feature
detection [22, 21, 12] and local image description [13, 14]. GP has been successfully
applied to computer vision problems since it is easy to define concrete performance
criteria and the development or acquisition of data-sets is now trivially done. How-
ever, most problems in computer vision remain open and most successful proposals
rely on state-of-the-art machine learning and computational intelligence techniques.

In this paper, we focus on the well-known problem of stereo vision, one of the
main research topics in this field. Particularly, we address the problem of dense
stereo correspondence, using a hybrid approach that combines several well-known
methods using genetic programming (GP). The goal is to find a (non-linear) combi-
nation of standard correspondence algorithms by posing a search and optimization
problem based on benchmark ground truth data.

The remainder of this paper proceeds as follows. The following section gives a
brief introduction to the stereo vision problem, focusing on the the estimation of a
dense disparity map from a stereo image pair. Afterwards, the problem solved in this
work is clearly defined and the proposed solution is outlined. Then, the experimental
setup and results are presented and discussed. Finally, a section with conclusions and
future work is given.
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2 Stereo Computer Vision

The perception of depth from a scene by both eyes is better known as stereopsis.
Both eyes create two different images due to their different position on the head.
Similarly, in stereo computer vision, a calibrated stereo system of two cameras sep-
arated a certain distance, like two eyes, take pictures of the same scene and the
images obtained this way are better known as a stereo image pair [20].

One of the main problems in stereo computer vision consists on determining the
correspondence between both images, since they are projections of the same scene.
The goal is to match every element within the right image to the corresponding
elements on left image (or vice-versa), this frames the basic stereo matching or
correspondence problem.

Even though there is a wide range of choices for stereo correspondence algo-
rithms, at the moment there is not a general solution. In particular, dense stereo
matching consider rectified images, obtained from a calibrated stereo system, where
the quality of the correspondence algorithm is directly related to that of the images.

Therefore, the goal of this work is to improve the quality of the raw disparity map
estimation, by combining three well known measures, rather than using just a single
one. This combination is performed using Genetic Programming (GP), where the re-
sultant, possibly non-linear, combination will be better than the standard individual
methods.

2.1 Disparity Map

The difference computed between a stereo pair of images taken from a calibrated
camera system is called disparity. Let Il and Ir respectively denote the left and right
image of a stereo system. Then the difference between the position of corresponding
pixels in both images is referred to as the disparity measured in pixel units. If, for
instance, pr is a pixel in image Ir, and pl is an image pixel in image Il , and pr and
pl correspond to the same 3-D point in the imaged scene, then the disparity is given
by; d = |pr−pl |. This is depicted in Figure 1.

There is an inverse relation between disparity and depth, such a way objects that
show more disparity between a stereo pair of images are closer to the observer.
Therefore, disparity is seen as a three-dimensional projective transformation.

Since the camera arrangement only has a different horizontal position, there is a
region R on the horizontal direction in the right image, where a search is performed
to match an associated pixel from the left image, then the search region R(pl) de-
pends on the left pixel pl . The model that describes the left image Il(i, j) in terms of
right image Ir(i, j) is

Il(i, j) = Ir(i− d(1, j), j) , (1)
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Fig. 1 Canonical stereo system with focal lengths f and a baseline displacement b. The
difference between coordinates xl and xr is called a (horizontal) disparity between points pl
and pr.

where d(i, j) ≥ 0 is the displacement of each pixel; note that the image formed by
these displacements is the disparity map d(i, j).

For each correspondence method we can associate a cost function f that mea-
sures the similarity between pixel pl of image Il and all of the pixels pr ∈ R with
coordinates (i− d(1, j), j) from image Ir.

d(i, j) = arg min
d′(i, j)∈R

{ f (i, j,d′(i, j))} , (2)

the measure f is generated by considering different values d ∈ [0 , dmax], with a cost
volume CV such that, Equation 2 can be written as

d(i, j) = arg min
d′(i, j)∈R

{CV} . (3)

Because we focus in obtaining a raw disparity map, therefore, no filter method is
applied to ”clean up” spurious mismatches.

2.2 Correspondence Algorithms

Dense two frame correspondence algorithms are classified in two classes: correla-
tion and feature-based methods [17] . Our research focuses on correlation-based
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methods, where the elements to match are image windows of fixed size and the
similarity criterion is a measure of the correlation between windows in both images.
The corresponding element is given by the window that maximizes the similarity
criterion within a search region.

Three well known correlation-based methods are Sum of Absolute Differences
(SAD), Normalized Cross Correlation (NCC), and Birchfield-Tomasi (BTO), and
they are used to compute the required cost volumes [2].

Sum of Absolute Differences (SAD), is a widely used correspondence algorithm
for measuring the similarity between a pair of stereo images. It works by taking
the absolute difference between each pixel in the left image Il(i, j) and the corre-
sponding pixel in the right image Ir(i, j), These differences are summed to create a
similarity measure.

For each pixel in the search region R, the cost volume CVSAD is calculated for
each sequence s of two stereo images, by computing the correlation value using;

SAD =
M

∑
i=1

N

∑
j=1
|Ir(i, j)− Il(i, j)| , (4)

where the right image Ir of M by N pixels is correlated with a surrounding left image
Il , within the search region R, windows radius is of 3.

The Normalized Cross Correlation (NCC), uses the mean pixel value of both
images ¯Il(i, j) and Īr(i, j) to correlate pixels in the region search R from right image
Ir with the left image Il . For each pixel, the cost volume CVNCC is calculated for
each sequence s of two stereo images, by computing the correlation value using;

NCC =
1
N

M

∑
i=1

N

∑
j=1

{Il(i, j)− Īl(i, j)}{Ir(i, j)− Īr(i, j)}
σ(Il )σ(Ir)

, (5)

where the right image Ir of M by N pixels is correlated with a surrounding left image
Il , within the search region R, windows radius is of 3.

Birchfield and Tomasi (BTO) [1], have proposed a matching cost that is insensi-
tive to image sampling. Rather than just comparing pixel values shifted by integral
amounts (which may miss a valid match), they compare each pixel in the reference
image against a linearly interpolated function of the other image. For each pixel in
the search region R, the cost volume CVBTO is calculated for each sequence s of two
stereo images, by computing the correlation value using;

BTO = NOCCKOCC−NmKr +∑ i = 1Nd(i, j) , (6)

where NOCC is the number of occlusions (not the number of occluded pixels), KOCC

is a constant of occlusion penalization, technically interpreted as the evidence quan-
tity necessary to declare a disparity change. Nm is the number of correspondences.
Kr is the reward constant for every correspondence, is interpreted as the maximum
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dissimilarity quantity between pixels, that generally is expected between two match-
ing pixels, d(pl , pr) is the dissimilarity between pixels pl and pr.

3 Proposal

After the above introductory sections, the research goal of the present work is clearly
defined in this section. Moreover, the proposed solution is presented and justified
below.

3.1 Problem Statement

In this work, the hypothesis is that three is better than one when it comes to cor-
respondence algorithms. In other words, we wish to find an operator K that takes
as input the cost volume produced by the three correspondence methods discussed
above (CVSAD, CVNCC and CVBTO) and generates as output a new cost volume CVO

which is optimal with respect to the accuracy of the respective disparity map. This
task is posed as a supervised learning problem, where the ground truth disparity is
known for a set of N images, the goal is to minimize the error of the disparity map
given by K(CVSAD,CVNCC,CVBTO) with respect to the ground truth.

3.2 Proposed Solution

This paper formulates the above problems in terms of search and optimization, with
the goal of automatically generating an optimal operator K. The proposal is to solve
this problem using a GP search, where the terminal (input) elements for each indi-
vidual are the cost volumes CVSAD, CVNCC and CVBTO, and the output is CVGP, the
best possible approximation to CVO found by the evolutionary process.

4 Experimental Configuration and Results

The proposal developed in this work is evolving an operator that combines three
well known correspondence measures, using Genetic Programming.

4.1 Dataset

The images used on this work are taken from the Middlebury Stereo Vision Page 2

which are standard benchmark tests for stereo vision algorithms. The dataset used
contains six pairs of stereo images named: Barn1, Barn2, Bull, Poster, Sawtooth,

2 www.vision.middlebury.edu/stereo
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Fig. 2 Stereo images from www.middlebury.edu/stereo for experiment tests

and Venus. The left image from each pair is shown in Figure 2. Moreover, for each
image pair the dataset includes both left-right and right-left pixel accurate disparity
maps as ground truth.

4.2 GP Search

The goal of our experimental work is to assess the quality of the raw disparity map
generated by GP, compared with respect to the base methods and the ground truth
(GT) of each image pair.

In this work a standard Koza style tree-based GP representation is used, with
subtree-crossover and subtree-mutation. The general parameters of the search are
given in Table 4.2. Of particular importance is the terminal set, which is given by
the cost volumes from the correspondence functions used: Sum of Absolute Differ-
ences (SAD), Normalized Cross Correlation (NCC) and Birchfield-Tomasi (BTO),
therefore, CVSAD, CVNCC, CVBTO, represent cost volumes from each method and are
used as terminals for GP.

To compute each cost volume the search region depends on the minimum and
maximum disparity given by the ground truth disparity map of the particular im-
age; therefore, for Barn1 the search region is: [28,131], for Barn2 is: [27,132], for
Bull: [29,153], for Poster: [27,161], Sawtooth has: [31,143], and Venus: [24,158].
Furthermore, the size of the neighborhood considered by each method is 3× 3.

w
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Table 1 GP system parameters for the experimental tests

Parameter Description

Population size 20 individuals.
Generations 100 generations.
Initialization Ramped Half-and-Half,

with 6 levels of maximum depth.
Operator probabilities Crossover pc = 0.8; Mutation pμ = 0.2.
Function set

{
+ ,− ,× ,÷ , | · | , x2 ,

√
x , log , sin , cos

}
.

Terminal set {CVSAD ,CVNCC ,CVBT O} . Where CV is the Cost Volume
from SAD, NCC, and BTO functions respectively.

Bloat control Dynamic depth control.
Initial dynamic depth 6 levels.
Hard maximum depth 20 levels.
Selection Lexicographic parsimony tournament.
Survival Keep best elitism.

Fitness is given by the cost function shown in Equation: 7, that assigns a cost
value to every individual K expression as feasible solution given by GP. The goal
is minimize the error computed between the disparity map from every K expression
and the ground truth, therefore

f S(K) =
1

ṄMṠ

M

∑
i=1

N

∑
j=1
|dS

(CVm)
(i, j)− dS

(GT )(i, j)| , (7)

where s is the image sequence used, N is the total number of image pixels, (i, j)
represents the pixel position on the matrix, dCV s

m is the disparity map computed
using the method m (SAD,NCC, or BTO) for the s image sequence .

4.3 Experimental Setup

First three image sequences; Barn1, Barn2, and Bull, were selected as training data
and the other three images sequences; Poster, Sawtooth, and Venus, as testing data,
Besides the error evaluation explained in Eq. 7, we use to compare the error function
showed on Middlebury University page that compute bad pixel percentage, given by

BP =
1
N

M

∑
i=1

N

∑
j=1

(|ds
CVm

(i, j)− ds
GT (i, j)| > δd) , (8)

where the threshold for a bad evaluation δd is a disparity error tolerance. For the
experiments we use δd = 1.0, since it is the threshold value used on the reference
Middlebury web page.
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4.4 Experimental Results

We compare the SAD, NCC, and BTO matching costs against the GP cost volume.
The GP search was executed over 20 times, in all cases achieving similar perfor-
mance. Figure 3 presents the convergence plot for the best run, which shows how
the fitness of the best individual evolved over each generation. Figure 4 presents the
best GP solution found expressed as a program tree. Moreover, the mathematical
expression of the best GP individual K is given in Equation 9.
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Fig. 3 Convergence Graphic of the best GP run result

f ∗gp =sin{sin[sin(sinCVSAD +CVSAD +CVNCC)+CVSAD+CVNCC +CVBTO]

+CVBTO}+ sin(sin3CVSAD + sin2CVSAD +CVNCC)+CVBTO ,
(9)

Finally, Tables 3 - 7 present a comparative analysis of the best GP individual and the
three standard methods. Each table shows both the mean of the absolute difference,
and the bad pixel percentage errors for each pair of stereo images. In all cases we
can note that the GP method achieves the best performance. Figures 5 - 10 present a
comparative visual analysis of the best GP individual and the three standard similar-
ity measures along with the ground truth. These figures illustrate the improvement
provided by the GP operator K over the standard methods.
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Fig. 4 Program tree of the best solution found by GP

Table 2 Comparison results for the Barn1 image (bold indicates best result)

Error method SAD NCC BTO GP

Mean of Absolute Differences 1.483379 1.344098 1.834855 1.311435
Bad Pixel Percentage 1.021885 0.805163 1.397609 0.771604

Table 3 Comparison results for the Barn2 image (bold indicates best result)

Error method SAD NCC BTO GP

Mean of Absolute Differences 1.959252 1.660405 2.038269 1.640279
Bad Pixel Percentage 1.579143 1.248889 1.774773 1.226271

Table 4 Comparison results for the Bull image (bold indicates best result)

Error method SAD NCC BTO GP

Mean of Absolute Differences 1.785469 1.378297 2.030898 1.330506
Bad Pixel Percentage 1.186709 0.703539 1.422414 0.675807
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Fig. 5 Disparity maps comparison for the Barn1 image
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Fig. 6 Disparity maps comparison for the Barn2 image
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Fig. 7 Disparity maps comparison for the Bull image

Table 5 Comparison results for the Poster image (bold indicates best result)

Error method SAD NCC BTO GP

Mean of Absolute Differences 2.432111 1.988050 3.010154 1.945446
Bad Pixel Percentage 1.57552 1.218279 1.985391 1.202187

Table 6 Comparison results for the Sawtooth image (bold indicates best result)

Error method SAD NCC BTO GP

Mean of Absolute Differences 1.532218 1.433264 1.727435 1.374315
Bad Pixel Percentage 1.073662 0.859555 1.169753 1.202187

Table 7 Comparison results for the Venus image (bold indicates best result)

Error method SAD NCC BTO GP

Mean of Absolute Differences 2.281053 1.916733 2.704778 1.880739
Bad Pixel Percentage 1.617716 1.285286 1.804815 1.267094
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Fig. 8 Disparity maps comparison for the Poster image
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Fig. 9 Disparity maps comparison for the Sawtooth image
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Fig. 10 Disparity maps comparison for the Venus image

5 Conclusions and Future Work

This paper studies the problem of dense stereo correspondence using GP. The pro-
posed approach is to combine three well-known similarity measures and derive a
composed estimation of the disparity map for a stereo image pair. This task is posed
a search and optimization problem and solved with GP. The terminal elements for
the GP search were the SAD, NCC, BTO, and fitness is based on the error between
the estimated disparity map and the ground truth disparity. Experimental results
show that the evolved GP operator achieves better performance that the standard
methods based on well-known benchmark problems. These results are validated
with a set of test cases and an additional performance metric. While these results
are an encouraging first step, further work is considering following this topic. For
instance, we can add other similarity measures as input elements for the GP search,
such as non-parametric correspondence methods. Moreover, we can use the raw
disparity map generated by the GP operators as input data for global optimization
methods which could allow us to define a higher level fitness evaluation.
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Finding Evenly Spaced Pareto Fronts for
Three-Objective Optimization Problems

Heike Trautmann, Günter Rudolph, Christian Dominguez-Medina,
and Oliver Schütze

Abstract. The averaged Hausdorff distance Δp is a performance indicator in
multi-objective evolutionary optimization which simultaneously takes into account
proximity to the true Pareto front and uniform spread of solutions. Recently, the
multi-objective evolutionary algorithm Δp-EMOA was introduced which success-
fully generates evenly spaced Pareto front approximations for bi-objective problems
by integrating an external archiving strategy into the SMS-EMOA based on Δp. In
this work a conceptual generalization of the Δp-EMOA for higher objective space
dimensions is presented and experimentally compared to state-of-the art EMOA as
well as specialized EMOA variants on three-dimensional optimization problems.

1 Introduction

In a variety of applications one is faced with the problem that several objectives
have to be optimized concurrently leading to a multi-objective optimization problem
(MOP). One important characteristic of such problems is that the solution set—
the so-called Pareto set (PS)—typically forms a (d− 1)-dimensional object, where
d ≥ 2 is the number of objectives of the MOP. Since it is rarely possible to determine
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the PS—or its image, the so-called Pareto front (PF)—analytically, it is desired to
present the decision maker (DM) a ‘suitable’ finite size approximation of the set
of interest, at least for low values of d ∈ {2,3}. For this purpose, there already
exist many methods for the numerical treatment of such problems. Among them,
so-called evolutionary multi-objective algorithms (EMOAs) have caught the inter-
est of many practitioners and researchers. Reasons for this fact include that these set
oriented methods are applicable to a wide range of MOPs (e.g., regarding differen-
tiability assumptions or other properties of the objectives such as multi-frontality or
disconnected domains) and that they are capable of delivering a finite size approx-
imation F of the Pareto front F∗ in a single run of the algorithm. One important
question is how the elements of F should be arranged in order to be a ‘suitable’
representation of F∗ for the DM. This is certainly problem dependent, however, two
desired properties that are mentioned most frequently are convergence and spread.
That is, in many cases it is desired to obtain a set F such that all the entries are close
to F∗ (convergence) and are at the same time evenly distributed on F∗ (spread). In
the authors’ opinion, the most appropriate performance metric that combines these
two goals simultaneously is the averaged Hausdorff distance Δp [20]. As a conse-
quence, in this work we are interested in an EMOA that aims for good (i.e., low) Δp

values of the outcome set F to the PF F∗. The main challenge in the design of such
algorithms is apparently the efficient estimation of F∗ since this set is not known a
priori.

Recently, a first attempt has been made to design EMOAs that aim for averaged
Hausdorff approximations of the PF [2]. The core of this work is a new external
archiving strategy that aims for low Δp values. In this strategy, the polygonal line
obtained by the current set of ‘best’ (i.e., non-dominated) solutions together with
the PL metric [3] is used in order to estimate the ideal Hausdorff approximation
of the true PF. The latter is used to update the archive. The competitiveness of the
resulting archiving approach, coupled with the SMS-EMOA [4] as generator, has
been shown empirically on several benchmark problems. This method, however, is
restricted to bi-objective problems (i.e., d = 2) due to the estimation of the PFs by
polygonal lines.

In this work, we extend the EMOA presented in [2] to MOPs with more than two
objectives, where we give special attention to the three-objective case. This gener-
alization, however, is not straightforward, especially due to the required sequential
generation of target fronts for the Δp computation in the course of the generations
based on the current PF approximation. In case of d ≥ 3 we therefore opt for map-
ping the d-dimensional objective vectors to 2-dimensional space via metric Multi-
Dimensional Scaling (MDS) which eases the construction of the archiving strategy
(in 2D). The individual with worst Δp contribution to a set of grid points within
the α-convex hull of the population in MDS space is discarded within the archive
update. In addition, the archive is now coupled with the EMOA by alternatingly
selecting parents from the population and the archive in order to generate a wider
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range of candidate points for the archive update as the SMS-EMOA tends to concen-
trate on knee regions and boundary points of the PF in the course of the algorithm
run.

The remainder of this paper is organized as follows: In Sec. 2, we provide the
required background for the understanding of this work. In Sec. 3, we describe the
proposed methods which we compare to other state-of-the-art algorithms on four
selected three-objective MOPs in Sec. 4. Finally, we draw our conclusions in Sec. 5
and outline paths for future work.

2 Background

In the following we consider unconstrained MOPs of the form min{ f (x) : x ∈ R
n}

where f (x) = ( f1(x), . . . , fd(x))′ is defined as the vector of the d ≥ 2 objective func-
tions fi :�n→� for i= 1, . . . ,d. The optimality of a MOP is defined by the concept
of dominance [5].

Definition 1
a) Let v,w ∈�d. If ∀i = 1, . . . ,d : vi ≤ wi then v � w and v is termed less than or

equal to w. If v� w and v 
= w then v≺ w and v is said to be less than w.
b) A vector y ∈�n is said to be dominated by a vector x ∈�n (x≺ y) with respect

to (MOP) if f (x) ≺ f (y), otherwise y is called non-dominated by x.
c) A point x ∈�n is called (Pareto) optimal or a Pareto point if there is no y ∈�n

that dominates x.
d) The set of all Pareto optimal solutions X∗ is called the Pareto set (PS).
e) The image F∗ = f (X∗) of X∗ is termed the Pareto front (PF).

The set ND(X ,�) = {x∗ ∈ X | 
 ∃x ∈ X : x≺ x∗} represents the set of non-dominated
elements relative to X . Thus, F∗ = ND( f (Rn),�). Similarly, for some X ⊆ R

n and
f : X → R

d the set ND f (X ,�) = {x ∈ X : f (x) ∈ ND( f (X),�)} contains those ele-
ments from X whose images are nondominated in the image space f (X) = { f (x) :
x ∈ X} ⊆ R

d .
Since the PS and the PF can typically not be computed analytically, one task in

multi-objective optimization is to numerically detect a finite size approximation of
F∗ = f (X∗). So far, it is still an open question how an ‘optimal’ representation of
the set of interest should look like for general MOPs. For this, several performance
metrics have been proposed in order to measure the quality of the outcome set F
of a search procedure such as an EMOA. We refer e.g. to [6, 7] for an overview
of existing performance indicators. In this work we are particularly interested in a
low distance between F and F∗ and a sufficiently good spread. In particular, we are
interested in the averaged Hausdorff distance Δp as performance indicator which
takes both criteria into account.

Definition 2 Let u,v ∈ �n, A,B ⊂ �n, and ‖ · ‖ be a vector norm. The Hausdorff
distance dH(·, ·) is defined as follows:

(a) d(u,A) := inf
v∈A
‖u− v‖
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(b) d(B,A) := sup
u∈B

d(u,A)

(c) dH(A,B) := max(d(A,B),d(B,A))

The Hausdorff distance is widely used in many fields. It has, however, certain lim-
itations when measuring the distance of the outcome of an EMOA to the PF since
outliers generated by EMOAs are punished too strongly by dH . As a remedy, we
follow the suggestion of [20] and use the averaged Hausdorff distance.

Definition 3 Let X = {x1, . . . ,xμ} ⊂�n be a candidate set and Y = {y1, . . . ,yμ} ⊂
�

d be its image, i.e., yi = f (xi), i = 1, . . . ,μ . Further, let P = {p1, . . . , pm} ⊂�d be
a discretization of the PF. Then it is

Δp(Y,P) = max

⎛
⎝
(

1
μ

μ

∑
i=1

d(yi,P)
p

)1/p

,

(
1
m

m

∑
i=1

d(pi,Y )
p

)1/p
⎞
⎠

The indicator Δp can be viewed as a composition of slight variations of the Gener-
ational Distance (GD, see [23]) and the Inverted Generational Distance (IGD, see
[5]). It is Δ∞ = dH , but for finite values of p the indicator Δp averages (using the
p-vector norm) the distances considered in dH . Hence, in spite of dH , Δp does in
particular not punish single (or few) outliers in a candidate set.

Another commonly accepted measure [10] for assessing the quality of an approx-
imation is the so-called dominated hypervolume of a population.

Definition 4 Let v(1),v(2), . . .v(μ) ∈R
d be a nondominated set and r ∈R

d such that
v(i) ≺ r for all i = 1, . . . ,μ . The value

H(v(1), . . . ,v(μ);r) =Λd

( μ⋃
i=1

[v(i),r]

)

is termed the dominated hypervolume with respect to reference point r, where Λd(·)
denotes the Lebesgue measure in R

d. ��

This measure has a number of appealing properties but determining its value is
getting the more tedious the larger the number of objectives [11].

3 Methods

3.1 Base EMOA

The multi-objective evolutionary algorithms known as NSGA2 [12] and SMS-
EMOA [4] use two selection methods sequentially: Firstly, the population is parti-
tioned in a hierarchy of nondominated sets (termed nondominated sorting) which
represents a ranking of individuals w.r.t. their degree of nondominance. Secondly,
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the elements either with the least crowding distance (NSGA2) [12] or with the least
hypervolume contribution (SMS-EMOA) [4] are discarded from the worst ranked
subset that is needed to fill the population. The third base EMOA used for com-
parison is the MOEA/D [24] that works entirely different to the methods mentioned
above. Since we modify only the SMS-EMOA in this paper a description of the base
version and concepts is given below.

A population P can be partitioned in h disjunct nondominated sets R1, . . . ,Rh

where h is the height of the partially ordered set P:

R1 = ND f (P,�) and Rk = ND f

(
P\

k−1⋃
i=1

Ri,�
)

for k = 2, . . . ,h if h≥ 2.

This procedure is known by the term nondominated sorting. Evidently, every ele-
ment from R j is dominated by some individual in Ri if i < j.

The hypervolume contribution of some element x ∈ Rk is simply the difference
H(Rk;r)−H(Rk \ {x};r) between the dominated hypervolume of set Rk and the
dominated hypervolume of set Rk without element x. Now we are in the position to
describe the SMS-EMOA.

Algorithm 1 Pseudo code of the SMS-EMOA

SMS-EMOA =

1: draw multiset P with μ elements ∈ R
n at random

2: repeat
3: generate offspring x ∈R

n from P by variation
4: P = P∪{x}
5: build ranking R1, . . . ,Rh from P
6: ∀i = 1, . . . ,d : ri = max{ fi(x) : x ∈ Rh}+ 1
7: ∀x ∈ Rh : h(x) = H(Rh;r)−H(Rh \ {x};r)
8: x∗ = argmin{h(x) : x ∈ Rh}
9: P = P\ {x∗}

10: until stopping criterion fulfilled

3.2 Tools

The k nearest neighbor (kNN) concept is integrated into modified NSGA2 variants
which are detailed in Sec. 3.3. The kth nearest neighbor y(k) of a point y(0) ∈Y ⊂R

d

is defined iteratively via

y(k) = argmin

{
d(y,y(0)) : y ∈Y \

k−1⋃
j=0

{y( j)}
}

for k = 1,2, . . . , |Y |− 1

where d(·, ·) is a metric on R
d . Here, the Euclidean metric is used.
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A method known as metric multidimensional scaling (MDS) [14] is integrated
into the archiving mechanism of the Δp-EMOA introduced in Sec. 3.3. MDS is a
visualization technique which transforms a set of n points from a d-dimensional
into a lower-dimensional euclidean space (usually 2D or 3D). It operates only on
a matrix of given distances (e.g. euclidean) or dissimilarities d(i, j) between the
points. The mapping is performed in such a way that the distances d(i, j) in the
original space are maintained as closely as possible by solving the optimization
problem

min
z1,...,zn

∑
i
= j

(||zi− z j||− d(i, j))2 .

Here, the zi ∈R
k with usually k = 2 are the low-dimensional mappings of the origi-

nal points xi.

α= 0.2
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Fig. 1 Example: α-convex hull for increasing α

The theory of α-convex hulls is necessary to describe the archiving strategy of
the Δp-EMOA that requires the reconstruction and boundary detection of arbitrary
shaped point sets in two-dimensional space. Whereas well understood and efficient
algorithms exist for generating the convex hull of sets, the determination of the ac-
curate shape of concave areas of a point set is not straightforward. From a statistical
perspective the problem is reflected by the distribution based estimation of an un-
known set S given a random sample RS of points from S. For this purpose we use
the theory of α-convex hulls [15] which is provided in the R-package [16] termed
alphahull [17]. Basically, the concept of convex hulls is generalized. A set S is
α-convex if any point in the complement Sc of S is separable from S using an open
ball of radius α . The α-convex hull then is defined as the smallest α-convex set
which contains RS. By varying the parameter α the degree of considered concavity
can be controlled. Figure 1 illustrates the effect of increasing α for a concave point
set. It becomes obvious that the α - convex hull converges to the convex hull with
increasing α .
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3.3 Specialized EMOA for Evenly Spaced Pareto Fronts

3.3.1 Variants of NSGA2

The first variant of the NSGA2 is denoted by NSGA2-Seq. It is based on the conjec-
ture [18] that a sequential update of the crowding distances leads to a more homo-
geneous distribution of the population than the single determination of the crowding
distances of the original NSGA2. The second variant of the NSGA2 is denoted by
NSGA2-2NN. Here, the secondary selection via sequential update of the crowding
distances of NSGA2-Seq is replaced by the concept of nearest neighbor distances
[19] as described in Sec. 3.2. The third variant of the NSGA2 is denoted by NSGA2-
MNN. As before, the secondary selection via sequential update of the crowding dis-
tances of NSGA2-Seq is replaced by the concept of nearest neighbor distances. But
now M > 2 nearest neighbors are taken into account [19]. By default, M = d.

3.3.2 Variants of SMS-EMOA

Each of the three variants of the SMS-EMOA builds and deploys the Δ1-archive
that is detailed below in the pseudo code update (see Alg. 2) and a graphically
illustrated example (see Figs. 2 & 3). For all variants the first line of the pseudo
code of the original SMS-EMOA (see Alg. 1) is extended by initializing the archive
set A=ND f (P,�). The archiveupdate is placed between lines 3 & 4 of the pseudo
code in Alg. 1. Variant SMSA-EMOA uses the archive only for sampling offspring,
i.e., it generates offspring alternating from the population P and the archive A, which
must be reflected in line 3 of the pseudo code in Alg. 1. The population P is regarded
as the approximation of the Pareto front F∗. If the archive set A is regarded as the
approximation of F∗ then the same variant is termed Δp-EMOA. If A is considered
as approximation of F∗ but the sampling of offspring only uses P as parents, then
this version is denoted by Δpop

p -EMOA. The variant in [2] for bi-objective problems
with a different archive update was of the latter type.

The concept of the archive update procedure is given in Alg. 2 and visualized in
Figs. 2 and 3 in a step-wise manner. The core archive update only comes into effect
in case the number of nondominated solutions of the union of the archive A and
the generated candidate point x exceeds the maximum cardinality NA of the archive
(line 2). An example of a starting point of the update procedure is shown in Fig. 2.

The current population P together with the archive A, constructed by the union
of the former A and the new candidate point x generated by the SMS-EMOA, is
mapped into two-dimensional space in order to circumvent the construction of a
local equally spaced reference front in three dimensional space (Fig. 3 (a)). Metric
MDS is used for this purpose (line 3) as the 3D distance structure is preserved as
accurately as possible. The resulting multi-sets are denoted as P̃ and Ã. In case
the archive solutions were equally spaced in 3D the respective two-dimensional
mapping Ã would exhibit a grid structure. As the optimal 2D-Grid consisting of
μ points and its required rotation is not known a dense grid within the boundary
represented by the population P̃ is used as a substitute. In this step the focus of the
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Algorithm 2 Pseudo code of the MDS-based
archive’s update procedure

update(x,A,P) =

1: A = ND f (A∪{x},�)
2: if card(A)> NA then
3: (Ã, P̃) = MDS(A,P)
4: G̃ = grid(Ã∪ P̃,δ )
5: H̃α = α- hull(P̃)
6: R̃ = (G̃∩ H̃α )∪∂ H̃α
7: for all ã ∈ Ã do
8: h(ã) = Δ1(Ã\{ã}, R̃)
9: end for

10: ã∗ = argmin{h(ã) : ã ∈ Ã}
11: a∗ = indexmap(ã∗)
12: A = A\{a∗}
13: end if
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Fig. 2 Pseudo code of the MDS-based
archive’s update procedure

SMS-EMOA on the PF boundaries is exploited so that it can be assumed that all
mapped archive solutions are located inside this two-dimensional boundary.

This grid functions as the reference front w.r.t. which the Δp-indicator of a subset
of NA archive solutions has to be minimized. A sequential procedure is carried out
in order to construct the grid inside the population boundary. At first, a grid with
resolution δ within the bounding box of P̃ is constructed (line 4, Fig. 3 (b)). Next,
the α-convex hull [15] H̃α of P̃ is determined (line 5, Fig. 3 (c)) and the intersection
of the grid points with H̃α is selected. The points of the boundary ∂ H̃α of H̃α are
added in order to accurately capture the shape of H̃α (line 6, Figs. 3 (d,e)).

The specific archive point ã∗ with highest contribution to overall Δp has to be
discarded from the archive: For each point ã within Ã the value Δp(Ã\{ã}) is com-
puted, and ã∗ is determined such that Δp(Ã\{ã∗}) is minimal among all Δp(Ã\{ã})
(lines 7-9, Fig. 3 (f)). Finally, the index of ã∗ is used for removing the corresponding
original point in 3D (lines 10, 11).

4 Experiments

We experimentally studied the performance of classical EMOA as well as special-
ized EMOA variants for aiming at equally spaced PF approximations. Comparisons
are conducted based on tracking the Δp indicator in the course of the algorithm
runs while the indicator is calculated based on fixed reference fronts referred to as
benchmark fronts in the following. Ideal benchmark fronts are composed of the set
of μ points with minimum Δp value w.r.t. the true PF with μ denoting the population
size of the EMOA. However, the construction of these fronts is not straightforward
and a matter of current research. Therefore, as the true PFs of the test problems
are known in this study, these fronts are densely sampled using approximately
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(c) α−hull of Population
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10.000 points. As the required benchmark front most probably will be a subset of
the latter, Preposition 7 taken from [20] justifies the usage of the densely sampled
fronts as a suitable replacement for the required optimal benchmark fronts.

4.1 Setup

We consider four standard three-dimensional test problems covering different char-
acteristics of multi-objective optimization problems w.r.t. the shape of the true PF
as well as multimodality. The test function set is composed of DTLZ1 (multimodal,
linear PF), DTLZ2 (unimodal, concave PF), DTLZ3 (multimodal, concave PF) [20]
and the Viennet problem (convex PF) [21]. Decision space dimensions and variable
ranges are specified as recommended in literature, i.e. 0 ≤ xi ≤ 1(i = 1, . . . ,7) for
DTLZ1, 0 ≤ xi ≤ 1(i = 1, . . . ,12) for DTLZ2 /DTLZ3 and −2 ≤ xi ≤ 2(i = 1,2)
for Viennet.

NSGA2, NSGA2-Seq, NSGA2-2NN, NSGA2-MNN, MOEA/D, SMS-EMOA as
well as the Δp-EMOA and the Δ pop

p -EMOA are applied using a population size of
μ = 100 and 100.000 FE (DTLZ1,DTLZ3), 150.000 FE (Viennet) resp. 90.000 FE
for DTLZ2 as EMOA performance stabilizes quite early in the latter case. The Δp -
EMOA, Δ pop

p -EMOA, the SMS-EMOA and NSGA2 are implemented in R [16]
using the methods of the emoa [22] and mco[23] package. Furthermore, a MAT-
LAB implementation of MOEA/D is used whereas all NSGA2 variants but the
original NSGA2 are integrated into the jMetal framework [24]. Results are also
shown for the SMSA-EMOA which is an integral part of the Δp-EMOA as described
in Sec. 3.3.

In order to account for the randomness within the EMOA, 5 repeated runs are
performed for each setup. The simulated binary crossover operator within the SMS-
EMOA and all NSGA2 variants is parameterized by a component-wise probability
of pc = 0.9 and a distribution index of ηc = 15 resp. ηc = 20 for NSGA2-Seq,
NSGA2-2NN and NSGA2-MNN. Polynomial mutation is applied using pm = 1/n
and the distribution index ηm = 20. The MOEA/D uses Tchebycheff decomposition,
its neighborhood parameter equals 10, the subproblem size is set to 100 while the
differential evolution parameters F and CR are chosen as 0.5.

A value of p = 1 is chosen within the Δp-EMOA in order to give minimum pos-
sible weight to outliers in PF approximations (see [20]). Furthermore, this setting
led to best performance results in the experimental investigations of the Δp-EMOA
in 2D [2]. The maximum archive sizes of the Δp-EMOA, the Δ pop

p -EMOA and the
SMSA-EMOA are set to NA = μ . The parametrization of the Δp-EMOA archiver is
chosen based on preliminary experiments accounting for robustness w.r.t. arbitrary
shapes of the point set resulting from MDS which led to α = 5. In addition, a suffi-
ciently high number of grid points inside the α-convex hull is required for detecting
the point with the lowest contribution to an improvement of Δp. The grid solu-
tion is set to 50 (DTLZ1, Viennet) resp. 40 for (DTLZ2, DTLZ3) in order to keep the
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computational effort at a reasonable level. In the latter cases a much higher number
of grid points falls inside the α-convex hull of the point set due its convex shape.

4.2 Results

Figure 4 visualizes the median Δp values in the course of the algorithm runs for all
considered algorithm and test problem combinations. It becomes obvious that the
Δp-EMOA outperforms the remaining EMOA variants but the Δ pop

p -EMOA w.r.t.
Δp; if not directly from the start this effect occurs after an initial phase. The amount
of improvement is much higher for the concave than for the convex problems. For
both multimodal problems DTLZ1 and DTLZ3 the challenge of escaping from local
subfronts becomes visible which is handled best by the SMS-EMOA and MOEA/D.
In addition, the effect of the alternating sampling from population and archive for
the parent selection within the proposed algorithm can be investigated as well. No
definite conclusion can be drawn in this regard as the ranking of the Δp-EMOA and
the Δ pop

p -EMOA on the test problems is not clear without ambiguity.
However, a special situation is given for DTLZ1 due to the linear shape of its true PF.
In this case the optimal distribution of solutions w.r.t. the dominated hypervolume
is composed of equally spaced points. Therefore, the SMS-EMOA directly aims at
equal spacing already and shows similar performance to the Δp-EMOA w.r.t. Δp.
Furthermore, this is the only test problem for which the Δp-EMOA clearly shows
superior performance regarding the Δ pop

p -EMOA.
In order to account for the stochastic nature of the EMOA and thus to be sure that

performance differences are significant, Figure 5 shows boxplots of the Δp-indicator
at the final generation. It becomes obvious that the differences in location of the Δp-
values of the Δp-EMOA compared to all other EMOA variants but the Δ pop

p -EMOA
are statistically significant. As indicated above, performance differences are much
higher for DTLZ2 and DTLZ3. However, the performance of the Δp-EMOA and
the Δ pop

p -EMOA cannot be distinguished from each other for DTLZ2, DTLZ3 and
Viennet.

Figures 4 and 5 reveal that MOEA/D is not competitive w.r.t. Δp on all test
problems. The same is true for NSGA2 as well as the respective specialized vari-
ants. While the sequential crowding variant NSGA2-Seq performs best within this
EMOA subgroup, NSGA2-2NN and NSGA2-MNN surprisingly show much worse
performance than the original NSGA2.

Certainly, the whole performance comparison would change if the HV indicator
was used as a quality indicator as equally spaced solutions do not result in opti-
mal HV values. The optimal distribution is rather biased towards the boundary and
the knee points of the front. This is reflected in Figure 6 which visualizes the best
PF approximations out of the repeated runs obtained w.r.t. Δp for selected EMOA
and test problems. As the resulting PF approximations for DTLZ3 are very sim-
ilar to the respective ones of DTLZ2, the former are omitted. The Δp-EMOA is
contrasted to SMS-EMOA and MOEA/D. NSGA2-Seq is chosen from the set of
NSGA2-variants as it turned out to be the most competitive EMOA within this set.
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Fig. 4 Performance results of the considered algorithms w.r.t. Δp for DTLZ1 (top), DTLZ2
(middle top), DTLZ3 (middle bottom) and Viennet (bottom)
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Fig. 5 Boxplots of Δp-values at final generation (100000 FE (DTLZ1,DTLZ3), 90000 FE
(DTLZ2), 150000 FE (Viennet)

Performance differences are clearly reflected in the visualizations of the PF approx-
imations. Whereas the SMS-EMOA quite accurately approximates the border solu-
tions of the true PF and focusses on knee points, the Δp-EMOA quite successfully
manages to generate evenly spaced solutions. In the special case of DTLZ1 both
approaches rather coincide due to the reasons stated above. The PF approximations
of NSGA2-Seq and MOEA/D both exhibit gaps in an unstructured manner.

Finally, we must state some notes on the methods’s computational complexity:
The major goal of this work was an extension of our original method from 2 to 3
objective functions. Since the approach of extending the method was not obvious
several ideas have been evaluated in a kind of rapid prototyping. According to the
well known programmer’s principle ‘’Make it run first, then make it run fast” we ini-
tially favored effectivity (the method produces the intended result) over efficiency
(the method performs in best possible manner with least waste of resources). The-
refore the current implementation of our method (in R) is slow but effective. The
analysis of its computational complexity and a fast re-implementation are the next
steps of our agenda.
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Fig. 6 Best PF approximations of selected algorithms w.r.t. Δp for DTLZ1 (left,100000 FE),
DTLZ2 (middle, 90000FE) and Viennet (right, 150000 FE). Results for DTLZ3 are very
similar to DTLZ2.
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5 Conclusions

The experiments have shown that the proposed Δp-EMOA for three objectives is
able to generate evenly spread PF approximations for the considered test prob-
lems. In addition, it outperforms standard EMOA such as NSGA2, SMS-EMOA
and MOEA/D as well as specialized variants of NSGA2 for this purpose. In the
special situation of linear PFs the performance of the Δp-EMOA is comparable to
the SMS-EMOA as the optimal placement of points on a linear hyperplane regard-
ing the HV coincides with equally spaced points. However, no significant effect of
alternated sampling from population and archive within the proposed EMOA could
be observed.

In future studies we will focus on reducing the computational complexity of the
Δp-EMOA archiving strategy in order to keep the algorithm runtimes at a reasonable
level. This includes parallelization approaches and strategies for the optimal number
and placement of the grid points in the archive update strategy. Furthermore, alter-
natives for the task of constructing concave hulls will be considered. Furthermore,
it will be investigated if the performance of the Δp-EMOA can be significantly im-
proved by tuning the internal mutation and variation operators.

Moreover, μ-optimal distributions of solutions w.r.t. Δp will be analyzed theo-
retically. On the other hand, effort will be spent in selecting and tuning suitable
optimizers for approximating the latter as these sets are to serve as reference fronts
for EMOA benchmarking w.r.t. Δp.

In addition, we will investigate the Δp-algorithm behavior for higher objective
space dimensions as the underlying concept is not restricted to three-dimensional
problems. The computational complexity of the archiving strategy will roughly stay
the same due to the mapping to two-dimensional space. The only factor to be con-
sidered is the computation of the distance matrix. However, it has to be kept in mind
that the complexity of the HV computation increases exponentially with increasing
dimension so that the SMS-EMOA will require a considerably higher amount of
runtime.
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Software Requirements Optimization Using
Multi-Objective Quantum-Inspired Hybrid
Differential Evolution

A. Charan Kumari, K. Srinivas, and M.P. Gupta

Abstract. Multi-Objective Next Release Problem (MONRP) is an important soft-
ware requirements optimization problem in Search-Based Software Engineering.
As the customer requirements varies from time to time, often software products are
required to incorporate these changes. It is a hard task to optimize the requirements
from a large number of candidates, for the accomplishment of the business goals
and at the same time, the satisfaction of the customers. MONRP identifies a set
of requirements to be included in the next release of the product, by minimizing
the cost in terms of money or resources, and maximizing the number of customers
to get satisfied by including these requirements. The problem is multi-objective in
nature and the objectives are conflicting objectives. The problem is NP-hard and
since it cannot be solved effectively and efficiently by traditional optimization tech-
niques especially for large problem instances, Metaheuristic Search and Optimiza-
tion Techniques are required. Since MONRP has wide applicability in software
companies and manufacturing companies, there is a need for efficient solution tech-
niques especially for the large problem instances. Therefore, this paper presents a
Multi-objective Quantum-inspired Hybrid Differential Evolution (MQHDE) for the
solution of MONRP which combines the strengths of Quantum Computing, Differ-
ential Evolution and Genetic Algorithm. The features of MQHDE help in achieving
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consistency in performance in terms of convergence to Pareto-optimal front, good
spread among the obtained Pareto-optimal front solutions, faster convergence and
obtaining relatively more number of solutions along the Pareto-optimal front. The
performance of MQHDE is tested on six benchmark problems using Spread and Hy-
perVolume metrics. The comparison of the obtained results indicates consistent and
superior performance of MQHDE over the other methods reported in the literature.

Keywords: Search-based software engineering, Multi-objective optimization,
Multi-objective Quantum-inspired Hybrid Differential Evolution, Multi-objective
next release problem.

1 Introduction

Companies involved in developing and maintaining large complex software systems,
require to determine the requirements of the customers to be included into its next re-
lease. This problem has been formulated as Next Release Problem (NRP) by Bagnall
et al. [1] and is widely referenced by researchers in the field of search-based soft-
ware engineering. The problem is defined as to identify a set of requirements to be
included into the next release of the software product, by satisfying the demands of
the customers to the maximum extent, and at the same time ensuring the minimum
utilization of the resources as far as possible. The goal of NRP is to balance customer
satisfaction, resource constraints and requirement dependencies. They applied vari-
ous techniques including Greedy algorithms and simulated annealing on a set of five
randomly generated data sets with increasing dimensionality of the problem.

To model a more realistic and real life application, the NRP has been formulated
as Multi-Objective Next Release Problem (MONRP). As, minimizing the cost and
maximizing the customer satisfaction, are two contradictory objectives, the NRP,
has been formulated as Multi-Objective Next Release Problem (MONRP) by Zhang
et al. [2]. Later, Durillo. J. et al.[3] studied MONRP by applying NSGA II, Pareto
GA, Single-objective GA and Random Search on a set of six randomly generated
data sets and experimented with the scaling and boundary issues of the MONRP.

In this paper, we present a Multi-objective Quantum-inspired Hybrid Differential
Evolution (MQHDE) for the solution of the Multi-Objective Next Release problem.
The basic model of MONRP is considered in this work due to its wide applicability
in all software companies and manufacturing companies. Though the metaheuris-
tic search techniques do not guarantee to provide optimal solutions, yet, they can
obtain near-optimal solutions in a reasonable amount of computational time. Thus,
the solution to a real-world large-scale MONRP needs further exploration and ex-
perimentation with faster and more efficient metahueristics. MQHDE combines the
strengths of Quantum Computing, Differential Evolution and Genetic Algorithms.
This hybridization leads to the achievement of the right balance in exploration and
exploitation of the search space on one hand and the effective handling of the two
conflicting goals (convergence and diversity) of Multi-objective optimization on the
other hand. The features of MQHDE help in achieving consistency in performance
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in terms of convergence to Pareto-optimal front, good spread among the obtained
Pareto-optimal front solutions, faster convergence and obtaining relatively more
number of solutions along the Pareto-optimal front. The performance of MQHDE
algorithm was studied on the six data sets proposed in [2, 3], and compared with the
reported results [3].

The rest of the paper is structured as follows. Section 2 describes the main con-
cepts of Multi-objective optimization. The formulation of software requirements op-
timization process as Multi-Objective Next release Problem is presented in Section
3. The pseudo code of MQHDE along with the detailed description of the concepts
is given in Section 4. Section 5 presents the experiments. The results obtained by the
algorithm and an analysis of the results are shown in Section 6. Finally, concluding
remarks are given in Section 7.

2 Multi-Objective Optimization

The problems with two or more objective functions are called multi-objective and
require special mathematical and algorithmic tools for optimization. Most of the real
world problems are multi-objective in nature. In multi-objective optimization, the
notion of optimality changes as these solutions are trade-offs or good compromises
among the objectives [4]. In order to generate these trade-off solutions, a notion of
optimality called Edgeworth-Pareto optimality is used which states that a solution to
a Multi-objective problem is Pareto optimal, if there exists no other feasible solution
which would improve some criterion without causing a simultaneous degrading in
at least one other criterion. The use of this concept almost always gives a set of
non-dominated solutions, which is called the Pareto optimal set.

The remainder of this section gives formal definitions of the above mentioned
concepts. [5].

2.1 Multi-Objective Optimization Problem (MOP)

A general MOP is defined as minimizing (or maximizing) F(x) = (f1(x), f2(x), . . .
, fk(x)) subject to gi(x) � 0, i = 1,2,...,m and h j(x) = 0, j = 1,2,...,p and x ∈ Ω. A
MOP solution minimizes (or maximizes) the components of a vector F(x) where x
is a n-dimensional decision variable vector x = (x1, x2, . . . , xn) from some universe
Ω; and gi(x) � 0 and h j(x) = 0 represent constraints that must be fulfilled while
minimizing (or maximizing) F(x) and Ω contains all possible x that can be used to
satisfy an evaluation of F(x).

Thus, a MOP consists of k objectives represented as k objective functions with m
inequality and p equality constraints on the objective functions and n decision vari-
ables. The evaluation function F is a mapping from the vector of decision variables
to output vectors. The output vector which satisfies ( m + p ) constraints is known as
a feasible solution and the set of all feasible solutions constitutes the feasible region.
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2.2 Pareto Dominance

A vector u = (u1,u2,...,uk) is said to dominate another vector v = (v1,v2,...,vk) if and
only if u is partially less than v, i.e., ∀i ∈ {1,2, ...,k}, ui � vi and ∃i ∈ {1,2, ...,k} :
ui < vi.

A solution is said to Pareto dominate another, if the first solution is not inferior
to the second solution in all objectives, and there is at least one objective where it is
better.

2.3 Pareto Optimality

A solution x ∈ Ω is said to be Pareto optimal with respect to Ω if and only if there
is no x′ ∈Ω for which v = F(x′) = (f1(x’), f2(x’), . . . , fk(x’)) dominates u = F(x) =
(f1(x), f2(x), . . . , fk(x)).

In other words, the solution x* is called Pareto optimal, if there exists no other
feasible solution x, which would decrease some criterion without causing a simul-
taneous increase in at least one other criterion.

2.4 Pareto Optimal Set

For a given MOP F(x), the Pareto Optimal Set P* is defined as:

P* = {x ∈Ω |¬∃ x’ ∈Ω F(x′) � F(x)}.

The Pareto optimal set consists of all solutions that satisfy the condition of Pareto
dominance.

2.5 Pareto Front

For a given MOP F(x) and Pareto Optimal Set P*, the Pareto Front PF* is defined as:

PF* = {F(x) |x ∈ P*}.

Pareto front is obtained when the Pareto optimal set is plotted on an objective space.
In Multi-Objective optimization (MOO), the two distinct goals are progressing

towards the Pareto-optimal front and maintaining a diverse set of solutions in the
front. Since both goals are important, an effective MOO algorithm must achieve
both of them within a reasonable computational effort.
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3 Multi-Objective Next Release Problem

This section describes the software requirements selection process as Multi-
objective Next Release Problem as formulated by Zhang et al. [2].

Given an existing software package, there is a set C consisting of m customers. C
= { c1, c2, c3,...,cm }, whose requirements are to be considered for the next release of
the product. The set of requirements proposed by the customers for the next release
is denoted by R = { r1, r2, r3,..., rn }. Each customer has a degree of importance
for the company based on factors such as consistency in orders, payment terms,
credibility etc. that can be revealed by a weight factor. The set of relative weights
associated with each customer c j (1 � j � m) is denoted by Weight = { w1, w2,
w3,...,wm }, where w j ∈ [0,1] and ∑m

j=1 wj = 1.
For implementing each requirement, resources such as manpower, hardware and

software tools are needed, which can be translated in terms of cost. The cost asso-
ciated with each requirement ri ( 1 � i � n) for its implementation is designated
by Cost = { cost1, cost2, cost3, ...,costn }. As all the requirements are not equally
important for the customers, each customer c j ( 1 � j � m) assigns a value for
requirement ri ( 1 = i = n), denoted by value (ri,c j).

The score of requirement ri can be calculated as

scorei = ∑m
j=1 w j ∗value(ri,c j) (1)

The decision vector x = {x1, x2, x3, ...,xn } ∈ {0,1} is a solution vector that indicates
the requirements that are to be included in the next release of the product. In this
vector xi= 1; if the requirement is selected for inclusion in the next release and 0,
otherwise.

The two objectives to optimize can be formulated as

minimize f1 =
n

∑
i=1

costi ∗xi (2)

maximize f2 =
n

∑
i=1

scorei ∗xi (3)

Since minimizing the function f1 is same as maximizing the function -f1; In this pa-
per, we have taken the maximization of -f1 (cost) and maximization of f2 (customer
satisfaction).

The main goal in implementing the MONRP is to find a set of requirements that
are to be included in the next release of the software product by minimizing the cost
and at the same time by maximizing the customer satisfaction.
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4 Multi-Objective Quantum-Inspired Hybrid Differential
Evolution

Differential evolution (DE) is a stochastic, population based evolutionary algorithm
[6] widely used for solving multi dimensional global optimization problems over
continuous spaces. However, the design of its operators makes it unsuitable for many
combinatorial optimization problems which operate on binary space. On the other
hand, Quantum-inspired Evolutionary Algorithms (QEAs) [7] have demonstrated
better performance over other evolutionary techniques in the attempted problems [8]
due to their ability to balance exploration and exploitation of the search space, robust
search and efficiency in representation scheme. They apply the Quantum Comput-
ing principles to enhance the capabilities of classical evolutionary algorithms. In
this paper, we present a Multi-objective Quantum-inspired Hybrid Differential Evo-
lution (MQHDE) that extends the concepts of differential and genetic operators to
the quantum paradigm to fit into the multi-objective frame work. This section de-
scribes the framework of the MQHDE. The pseudo code of MQHDE is presented
as Algorithm 1.

4.1 Representation

MQHDE uses a probabilistic representation that is based on the concepts of qubits.
It maintains a quantum population Q = (q1,q2,q3,...,qn) of size ‘n’, where qi is a
qubit individual defined as

qi = (γi1 ,γi2 ,γi3,..., γim ) (4)

where m is the length of the qubit individual. | γij |2 represents the probability that
qubit is in state 0 and 1- | γij |2 represents the probability that the qubit is in state 1.
Each γij is initialized in the range [0, 1√

2
].

In the process of observation, each qubit individual qi is observed to make a
binary solution Pi,using the following pseudo code.

procedure Make(q)
begin

j = 1
while (j < m)
{

if (rand[0,1] > | γij |2)
pi j = 1

else
pi j = 0

end;
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j = j + 1
}

end

4.2 Mutation Operator

The Mutation operator is applied on qubit individuals and can be expressed as [9]

qm
i (t) = qr1(t− 1)+F(qr2(t− 1)− qr3(t− 1)) (5)

where r1, r2, and r3 are three random numbers, and are all distinct and also differ-
ent from the running index i. The parameter t denotes the generation number. The
negative values obtained during the mutation are treated by the observation process
as described in the procedure ‘Make’. If the mutated values exceeds the range [0,1];
then they are set to the boundary values. F is the mutation control parameter and is
generally set in the range of [0,2]. F is initially set to 2 and uniformly decremented
over the iterations. The main motive in doing so is to enable maximum exploration
of the search space and then later when the search stabilizes, gradually the value of
F is decreased to enable proper exploitation of reached good regions of the search
space. During the experimentation it has been observed that this feature of the pro-
posed algorithm further contributed in the improvement of quality of solution.

Algorithm 1 Pseudo code of MQHDE
1: t = 0
2: Initialize Q(t) a population of ‘N’ qubit individuals with ‘m’ qubits in each.
3: Obtain P(t) by observing the states of Q(t).
4: Evaluate fitness of P(t).
5: while not termination condition do
6: t = t + 1
7: Obtain the mutant population Qm(t) from Q(t-1) as qm(t) = qr1(t-1) + F (qr2(t-1) -

qr3(t-1) ), where r1 
= r2 
= r3 
= i and F ∈ [0,2]. F is initially set to 2 and
uniformly decremented over all the Iterations. If the value of qm(t) goes out of
range set it at its corresponding limit.

8: Obtain Pm(t) by observing the states of Qm(t).
9: Evaluate the fitness of Pm(t).

10: Obtain the crossover population Qc(t) from Q(t-1) using single point crossover
with a crossover probability of 0.8.

11: Obtain Pc(t) by observing the states of Qc(t).
12: Evaluate the fitness of Pc(t).
13: Perform fast non dominated sort on P(t-1) U Pm(t) U Pc(t).
14: Form Q(t) by accommodating distinct quantum individuals pertaining to the

different Pareto-fronts starting from the best front by taking crowding distance
into consideration.

15: end while
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4.3 Crossover Operator

The crossover operation operates on the original Quantum individuals. In MQHDE,
a single point crossover is performed with a crossover probability of 0.8. Two Quan-
tum individuals and a crossover point are selected at random and the qubits to the
right side of the crossover point are exchanged between the two quantum individuals
to produce crossover quantum individuals of the crossover population.

4.4 Selection

The qubit individuals of the next generation are selected after performing a fast
non dominated sorting algorithm on the population obtained by combining original,
mutant and crossover populations. Algorithm 2 contains the pseudo code of fast
non dominated sorting algorithm as described by Deb et al. [10]. In this process
for each solution two entities are calculated - domination count np , the number of
solutions which dominate the solution p and Sp a set of solutions that the solution p
dominates. All solutions in the first nondominated front will have their domination
count as zero. Then, for each solution p with np = 0, the domination count of each
member (q) of its set Sp is decremented by one. Then the second nondominated
front is identified as all q for which the domination count become zero. The process
is repeated until all the fronts are identified.

The quantum population Q(t) for the next generation is obtained by accommo-
dating the distinct quantum individuals pertaining to different Pareto-fronts starting
from the first front. If the number of individuals in the Pareto front being consid-
ered is less than or equal to the number of vacant slots available in Q(t), then all the
solutions of the front are accommodated. Otherwise, required number (equal to the
available slots) of individuals are selected from the Pareto front being considered,
based on the crowding distance to ensure wide spread of solutions.

5 Experiments

This section describes the test problems taken from the literature and the indicators
used to measure the performance of the obtained Pareto fronts and also specify the
values assigned for various parameters.

5.1 Test Problems

The algorithm is tested on a set of six benchmark problems that have been
proposed in [2, 3]. There are two test problem sets. In the first set, three ‘scales’ of
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Algorithm 2 Pseudo code of fast non dominated sorting
1: for all p ∈ P do
2: Sp = /0
3: np = 0
4: for all q ∈ P do
5: if p dominates q then
6: Sp = Sp U {q}
7: else
8: np = np + 1
9: end if

10: end for
11: if np = 0 then
12: prank = 1
13: F1 = F1 U {p}
14: end if
15: end for
16: i = 1
17: while Fi 
= /0 do
18: Q = /0
19: for all p ∈ Fi do
20: for all q ∈ Sp do
21: nq = nq-1
22: if nq = 0 then
23: qrank = i+1
24: Q = Q ∪ {q}
25: end if
26: end for
27: end for
28: i=i+1
29: Fi=Q
30: end while

problems are considered, with the number of customers ranging from 15 to 100 and
the number of requirements ranging from 40 to 140. The second set, is concerned
with ‘bounding’ NRP. This benchmark problem set is comprised of three instances:
an instance with 20 requirements and 100 customers (few requirements, high num-
ber of customers), an instance with 25 requirements and 100 customers, and other
with only 2 customers and 200 requirements (high number of requirements, few
customers).

5.2 Performance Measures

For assessing the quality of the results obtained by the multi-objective algorithms
two issues are generally taken into consideration: (i) progressing towards the Pareto-
optimal front (convergence) (ii) maintaining a diverse set of solutions in the front
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(diversity). A number of metrics have been identified and reported in the literature
for assessing the quality of various MOEAs. In this section we have considered two
metrics: (a) Spread (Δ) to measure the diversity among the non dominated solutions
and (b) Hypervolume for measuring both closeness and diversity.

In order to compute the spread metric, a Pareto optimal front is required. As the
optimal Pareto front is not known in this case, a reference Pareto optimal front is
constructed by taking the non dominated solutions obtained during 30 independent
runs of the MQHDE algorithm.

- Metric for Diversity: The spread metric Δ [4] measures the extent of spread by
the obtained solutions

Δ=
∑M

m=1 de
m+∑|Q−1|

i=1

∣∣di−d
∣∣

∑M
m=1 de

m+ |Q− 1|d
(6)

where di can be any distance measure between consecutive solutions and d is the
mean value of these distance measures. The parameter de

mis the distance between
the extreme solutions of obtained front and optimal Pareto front correspond-
ing to the m-th objective function. This metric is also applied after normalizing
the objective function values. For an ideal distribution, this metric takes a value zero.

- Metric for Convergence and Diversity: The Hypervolume (HV) [11] metric cal-
culates the volume covered by the members of the obtained front in the objective
space. Mathematically, for each solution i ∈ Q, a hypercube ν i is constructed with
a reference point w and the solution i as the diagonal corners of the hypercube. The
reference point is found by taking the maximum possible objective values so that
even the extreme solutions found by the algorithm are included in calculating the
hypervolume. The reference point may match with the extreme solutions only if the
algorithm selects all the requirements; which is a rare case. And as the objective
function values are of differing magnitude, the objective function values are nor-
malized and (1, 1) is taken as the reference point. A union of all the hyper cubes is
found and its hypervolume is calculated.

HV = volume(
⋃|Q|

i=1 νi) (7)

Solutions with larger values of HV are desirable.

5.3 Experimental Setup

In all the test cases, the range of ‘cost’ is from 1 through 9 inclusive and the range
of ‘value’ is from 0 to 5 inclusive. All the customers are given equal importance.
The population size is taken as 100 and all the problems were run for a maximum
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of 10000 function evaluations. The algorithm has been implemented in MATLAB
7.6.0, on an Intel R©CoreTM 2 Duo CPU T6600 @2.20 GHz processor, 3 GB RAM
and Windows 7 platform.

5.4 Methodology

The Pareto fronts obtained with MQHDE for each problem instance are shown. To
assess the performance of MQHDE, we have performed 100 independent runs of
each problem instance and calculated the mean and standard deviation of the two
metrics Spread (Δ) and Hypervolume (HV) for comparison with the reported results
of two state-of-the-art multi-objective algorithms NSGA II and MOCell [3].

6 Results and Analysis

In this section we present the results obtained by MQHDE. We assess the perfor-
mance of MQHDE mainly on the basis of obtained quality of solution and results
of Spread and Hypervolume metrics. A comparative assessment of the performance
is also done with reference to results obtained by the other multi-objective evolu-
tionary algorithms reported in the literature. Though the constructed reference fronts
may not exactly match with those reference fronts used in [3] and hence do not result
in true comparison (with respect to fronts), but since the same benchmark problems
are attempted and the reference fronts are constructed using the same procedure,
a reasonable approximate direct comparison can be done based on the graphical
comparison of the obtained fronts, and the obtained values of Spread metric.

The Pareto fronts produced by MQHDE are shown in Figure 1. The MQHDE
is found to be competitive in accomplishing the two conflicting goals of Multi-
objective optimization problems. And also the range of the extreme points found
by MQHDE and their values are better than NSGA II and MOCell in all problem
instances[3]. From the plots, it is apparent that MQHDE is able to obtain the Pareto
fronts with better spread and Hypervolume.

Table 1 reports the values of the Spread indicator. The table includes the values
computed for Spread for NSGA II and MOCell after 10000 function evaluations [3]
and MQHDE after 10000 and 5000 function evaluations. From the reported results
it is evident that in the first test problem set concerned with ‘scaling’, MQHDE
outperformed NSGA II and MOCell with significant differences after 5000 function
evaluations itself. And also it is apparent that the algorithm maintained excellent
diversity in the solutions even in typical cases. The performance of MQHDE is
exceptionally good in most of the cases as is evident from the results shown in
Table 1.
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Fig. 1 Pareto fronts obtained by MQHDE after 10000 function evaluations

The values of Hypervolume indicator are shown in Table 2. In all the problem
instances MQHDE performed well and achieved better convergence and good di-
versity in the obtained Pareto-optimal front solutions. The difference in the values
of Hypervolume obtained by MQHDE after 10000 and 5000 function evaluations is
insignificant and it also shows that it is able to achieve superior results in half the
number of evaluations being expended by other methods.
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Table 1 Results of Spread(Δ) indicator*

Customers - NSGA II MOCell MQHDE MQHDE
Requirements (10000) (10000) (10000) (5000)

xσ xσ xσ xσ

15 – 40 4.93e-1±4.2e−2 3.76e-1±3.3e−2 3.29e-1±2.6e−2 4.08e-1±4.2e−2

50 – 80 5.00e-1±3.5e−2 4.10e-1±3.9e−2 2.96e-1±3.0e−2 3.36e-1±3.0e−2

100 – 140 5.51e-1±3.7e−2 4.85e-1±3.8e−2 3.12e-1±2.5e−2 3.53e-1±2.9e−2

100 – 20 7.98e-1±9.1e−3 6.16e-1±4.9e−3 6.53e-1±3.9e−3 6.51e-1±7.9e−3

100 – 25 5.79e-1±2.4e−2 5.43e-1±2.6e−2 6.00e-1±6.4e−3 5.98e-1±1.6e−2

20 – 200 6.06e-1±3.6e−2 5.60e-1±4.7e−2 3.14e-1±2.9e−2 3.65e-1±3.1e−2

Table 2 Results of Hypervolume(HV) indicator*

Customers - NSGA II MOCell MQHDE MQHDE
Requirements (10000) (10000) (10000) (5000)

xσ xσ xσ xσ

15 – 40 6.63e-1±1.6e−3 6.63e-1±1.2e−3 6.66e-1±5.4e−3 6.53e-1±6.5e−3

50 – 80 5.88e-1±4.6e−3 5.85e-1±4.9e−3 6.56e-1±9.8e−3 6.55e-1±1.1e−2

100 – 140 5.28e-1±6.4e−3 5.20e-1±5.7e−3 6.68e-1±1.1e−2 6.64e-1±1.2e−2

100 – 20 6.13e-1±2.1e−4 6.13e-1±3.0e−4 6.52e-1±7.0e−6 6.52e-1±7.8e−4

100 – 25 6.35e-1±6.3e−4 6.35e-1±5.7e−4 6.53e-1±2.7e−4 6.53e-1±9.2e−4

20 – 200 5.26e-1±7.6e−3 5.17e-1±7.5e−3 6.76e-1±1.1e−2 6.75e-1±1.3e−2

* In the above tables, the values preceding the ± symbol are the mean (x) values and suc-
ceeding the ± symbol in subscripts are the values of standard deviation (σ).

7 Conclusions

This paper presents a new Multi-objective Quantum-inspired Hybrid Differential
Evolution (MQHDE) Algorithm for the solution of MONRP which is an important
problem in Search-Based Software Engineering and has wide applicability in soft-
ware companies and manufacturing companies. MQHDE combines the strengths of
Quantum Computing, Differential Evolution and Genetic Algorithms to achieve the
right balance between exploration and exploitation of the search space. MQHDE
delivers consistent performance in terms of convergence to the optimal front, main-
taining good spread among the Pareto-optimal solutions, and fast convergence. The
efficacy of MQHDE in the solution of Multi-Objective Next release problem is eval-
uated on six benchmark problems and the performance is compared against other
state-of-the-art Multi-objective Evolutionary algorithms. The comparison is based
on the obtained Pareto fronts, range of extreme points and the performance indica-
tors: Spread (Δ) and Hypervolume (HV). The results indicate the superior perfor-
mance of MQHDE over NSGA II, MOCell and other methods, and also prove the
effectiveness and efficiency of MQHDE in the solution of MONRP.
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Evolving a Pareto Front for an Optimal
Bi-objective Robust Interception Problem
with Imperfect Information

Gideon Avigad, Erella Eisenstadt, and Valery Y. Glizer

Abstract. In this paper, a multi-objective optimal interception problem with im-
perfect information is solved by using a Multi-Objective Evolutionary Algorithm
(MOEA). The traditional setting of the interception problem is aimed either at min-
imizing a miss distance for a given interception duration or at minimizing an in-
terception time for a given miss distance. In contrast with such a setting, here the
problem is posed as a simultaneous search for both objectives. Moreover, it is as-
sumed that the interceptor has imperfect information on the target. This problem
can be considered as a game between the interceptor, who is aiming at a minimum
final distance between himself and the target at a minimal final time, and an artificial
opponent aiming at maximizing these values. The artificial opponent represents the
effect of the interceptor’s imperfect information (measurement inaccuracies) on the
success of the interception. Both players utilize neural net controllers that evolve
during the evolutionary optimization. This study is the first attempt to utilize evolu-
tionary multi-objective optimization for solving multi-objective differential games,
and as far as our review went, the first attempt to solve multi-objective differential
games in general.

1 Introduction and Problem Formulation

Consider a planar engagement between two objects moving at constant speed, an
interceptor (a pursuer) and a target (an evader). The geometry of this engagement
is shown in Fig. 1. This geometry defines the variables of the engagement. In these
variables, the dynamics of the engagement is described by the following set of non-
linear differential equations.

Gideon Avigad · Erella Eisenstadt · Valery Y. Glizer
Department of Mechanical Engineering, Ort Braude College, Karmiel, Israel
e-mail: {gideona,erella}@braude.ac.il

O. Schütze et al. (Eds.): EVOLVE – A Bridge between Probability, AISC 175, pp. 121–135.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013

{gideona,erella}@braude.ac.il


122 G. Avigad, E. Eisenstadt, and V.Y. Glizer

Ṙ =Ve cos(θe−ψ)−Vp cos(θp−ψ), (1)

ψ̇ = [Ve sin(θe−ψ)−Vp sin(θp−ψ)]/R . (2)

Fig. 1 The pursuer and the evader

The engagement (pursuit-evasion) starts at t = 0 with the initial conditions:

R(0) = R0 , ψ(0) = ψ0 . (3)

The directions of the velocity vectors of the objects are governed by the dynamic
controllers:

θ̇p =Ωpup, θp(0) = θp0 , (4)

θ̇e =Ωeue , θe(0) = θe0 , (5)

where

Ωp =
Vp

rp
, Ωe =

Ve

re
(6)

are the maximal admissible turning rates of the pursuer and the evader, respectively;
rp and re are the smallest turning radii of the objects; and up(t) and ue(t) are non-
dimensional controls of the pursuer and the evader, respectively, satisfying the con-
straints:

∣∣up(t)
∣∣≤ 1, t ≥ 0, (7)

|ue(t)| ≤ 1, t ≥ 0, (8)

The commonly treated differential game, associated with the dynamics (1)-(6) and
the control constraints (7)-(8) (see e.g. [1] and references therein), is formulated as:
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min
up

max
ue

(t f ) subject to a given R(t f ) = D f > 0 (9)

or as min
up

max
ue

(R(t f )) subject to a given t = t f > 0 (10)

Clearly, this setting is not a multi-objective setting. The question is: what can be
gained from setting the problem as a multi-objective differential game (MODG)
such as (in most cases and t f are contradicting):

min
up

max
ue

(R(t f ), t f ) (11)

subject to:0 < R(t f )≤ Dis, 0 < t f ≤ T, (12)

where Dis and T are boundaries that designate a region of interest. The foremost
answer to the above question is itself a question rather than an answer: what is the
decision-maker interested in. If he/she is interested in seeing tradeoffs, the MODG
setting is preferable. Tradeoffs are of interest when the decision-maker wants some
flexibility in choosing the preferable solution. Tradeoffs may allow the decision-
maker an opportunity to consider whether to launch its champion pursuer with the
most modern measuring system and maneuverability or to save money and launch
an inferior pursuer that will still be accurate enough and, moreover, might intercept
the target quicker. Suppose now that the decision-maker is interested in observing
the Pareto front. Clearly, then, the choice of evolutionary algorithms for searching
for the optimal solutions is a sensible choice. So the next question might be: why not
take a sequential single-objective approach, that is, for each interception distance,
minimize the interception time, or vice versa. There are two answers to this: a) using
a multi-start single-objective approach for finding the Pareto front can result in a
higher computational complexity than if a simultaneous multi-objective approach
is considered (see e.g. [2]), and b) generally there is no guarantee that a finite final
time exists for any given final distance.

2 Background

Most existing studies that deal with discrete multi-objective games (MOGs) are as-
sociated with definitions of the equilibrium. The predominant definition of this equi-
librium, is the Pareto-Nash equilibrium, see e.g., [3]. The notion of the Pareto-Nash
equilibrium is based upon the concept of cooperative games. According to Pareto-
Nash, sub-players in the same coalitions should optimize their vector functions on
a set of strategies. On the other hand, this notion also takes into account the concept
of non-cooperative games, because coalitions interact among themselves on the set
of situations and are interested in preserving Nash equilibrium between coalitions.
An extension of the work of [3] can be found in [4]. Linear programming is com-
monly used for solving MOGs, e.g., [5], where a multi-objective zero-sum game is
solved. A non-zero-sum version of a MOG was solved by [6]. Detailed algorithms
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for finding strategies related to the Pareto-Nash equilibrium can be found in [3], [4].
A detailed mathematical step-by-step solution of a MOG using the Kuhn-Tucker
equation can be found in [7].

In all of these algorithms, weights are altered in order to search for one equilib-
rium solution at a time. This means that sequential executions of the algorithms are
needed to reveal more equilibrium points. Artificial intelligence-based approaches
have been applied to MOGs within the framework of “fuzzy MOGs”. In such stud-
ies (e.g., [8]) the objectives are aggregated to a surrogate objective in which the
weights (describing the players’ preferences towards the objectives) are modeled
through fuzzy functions. Recently, Avigad et al. [9] used the worst case evolution-
ary algorithm suggested by [10] to evolve a set of optimal strategies for a discrete
MOG. In the worst case analysis, each solution is associated with a set of scenar-
ios. These scenarios are evolved in an embedded MOEA to find the worst scenario,
which in a multi-objective problem (MOP) setting may be a set of worst scenar-
ios. These worst scenarios represent the solution in an outer set-based evolutionary
algorithm, in order to find the optimal solutions.

In contrast to discrete games, in differential games the players’ moves are found
simultaneously by solving the related model, which is described by differential
equations. To the best of our knowledge, multi-objective differential games have
not been considered in the literature.

3 Methodology

This section is organized as follows: Section 3.1 deals with the evolution of an op-
timal control for the pursuer so as to simultaneously minimize the interception time
and distance. In this section, no game is yet played, and a Pareto front is evolved
as a reference for the game that follows. In Section 3.2, the game is posed and for-
mulated. Moreover, the path for finding the pursuer optimal control is set and the
strived-for result is formulated. Section 3.3 introduces the multi-objective evolu-
tionary algorithm that enhances the search for the pursuer optimal control in the
presence of uncertainties. Section 3.4 demonstrates the work of the algorithm on the
game at hand.

3.1 Pursuer’s Control in a No-Game Situation

As a first step, a MOP rather than a single-objective problem (SOP) is solved in or-
der to evolve a front that will serve as a reference for the game to follow (see Section
3.2). The problem is degraded to a MOP rather than a MOG by considering θe(t)
as a predefined function. This means there are no interactive controls or, in other
words, there is no game. The control problem is set as a MOP, which is defined by
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the equations of dynamics (1)-(2), the initial conditions (3), the controller (4), the
control constraint (7) and the multi-objective performance index:

min
up

(R(t f ), t f ) (13)

subject to the inequalities

0 < R(t f )≤ Dis, 0 < t f ≤ T, (14)

For the purpose of finding optimal controls, an artificial neural network (ANN) con-
troller is considered. The controller consists of d nodes with sigmoid functions as
activation functions. This means that the design of the controller amounts to se-
lecting a set of weights ωi, j for the i-th input and j-th node. As is common when
designing a feedback pursuer’s control, R, θp and ψ are the control inputs and there-
fore up = [ω1,1, ...,ωi, j, ...,ωd,3]

T . The weights are evolved by using an evolutionary
multi-objective optimization algorithm (here NSGA-II, [11] is utilized). The choise
on NSGA-II is arbitrary and other MOEAs might be used. The small number of
objectives and the simplicity of the problem make this algorithm good enough.

Fig. 2 The NN pursuer’s controller. Division by ’d’ ensures that the controller’s output is
bounded between -1 and 1.

The left panel of Figure 3 depicts the evader’s trajectory, designated by the black
curve, which is constructed from circles. Also depicted are fifty pursuers’ trajec-
tories, obtained by solving equations (1)-(2), while using the initial generation’s
population that decodes ANN controls, each with four nodes (d=4). In this figure,
the two trajectories are marked in purple for the trajectory with the least interception
distance and in blue for the one with the minimal interception time. The diamonds
and stars in this figure respectively designate the location of the pursuer and of the
evader for the minimal interception time and distance. The middle panel of Figure
3 depicts the same, but for the final population.
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Fig. 3 Left panel: The initial population’s trajectories are depicted by green circles, the
evader’s trajectory by black circles, the pursuer and evader starting points by black squares,
the interception minimal distance and minimal time trajectories by purple and blue curves, re-
spectively. Middle panel: The Pareto set trajectories are depicted showing diverse trajectories,
including minimal interception distance and time (blue and purple trajectories respectively).
Right panel: The initial population performances (red squares) and the Pareto front (circled
crosses).

The middle panel highlights the aquacade interception. The locations of the pur-
suer and of the evader are identical at the interception point (where the two stars
overlap). It is also interesting to note that in order to attain minimal interception
time, the evolved controller causes the pursuer to follow the evader, but from a dis-
tance (depicted by the purple trajectory). The right panel of Figure 3 depicts the
performances of the initial population designated by red squares and the evolved
Pareto front (generation 95) designated by circled crosses. The evolved front will
serve as a reference for the simulations carried out in the following section.

3.2 Pursuit with Uncertainties: The Game Situation

In Section 3.1 no game was played because there was just one player with no ac-
tive opponent. To upgrade the problem, we consider an uncertainty, in this case the
uncertainty associated with measurement inaccuracy. This means that the pursuer’s
measurements of R and ψ are uncertain such that: R = R± δR and ψ = ψ ± δψ .
The new situation is depicted in Figure 4.

Fig. 4 The different parameters and the related uncertainties
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Similar to the pursuer’s controller, an artificial controller is constructed for the
uncertainty. Its inputs are the uncertain parameters R and ψ . The outputs of the
controller are δR and δψ . These values are added to R and ψ . Then, the obtained
results are used as inputs to the pursuer’s control. Figure 5 depicts this neural net
controller.

Fig. 5 The artificial opponent’s NN controller, evolved in order to produce the worst mea-
sures of R and ψ at every time step

The game is defined as a game between a pursuer that aims at minimizing the
interception distance and time by manipulating up, while the artificial controller
aims at maximizing these objectives by manipulating the values of δR and δψ . The
purpose of such a game is to find the best performances of the pursuer control under
the worst conditions. Posing such a problem may supply results that ensure high
reliability (by using worst case analysis).

Thus, the above mentioned game consists of the equations of dynamics (1)-(3),
the initial conditions (3), the dynamic pursuer’s controller (4), the pursuer’s control
constraint (7) and the performance index:

min
up

max
(δR,δΨ )

(R(t f ), t f ) subject to the inequalities (12). (15)

In this game, the pair (δR,δΨ )is a control of the pursuer’s artificial opponent, play-
ing on the evader’s side. This control satisfies the inequalities:

−ΔR≤ δR≤ ΔR,−Δψ ≤ δψ ≤ Δψ , (16)

where ΔR, Δψ are positive numbers known to the pursuer. Due to these in-
equalities, for each up, there may be a cluster of scenarios in objective space
associated with different pairs c = (δR δψ). The pursuer’s controller and the ar-
tificial controller are ANN controllers with d and e nodes respectively, such that:

u(s)p = [ω p(s)
1,1 , ...,ω p(s)

i, j , ...,ω p(s)
d,3 ]T , c(m) = [ωc(m)

1,1 , ...,ωc(m)
i, j , ...,ωc(m)

e,2 ]T . Let U and C
be the sets of all possible S and M controllers for the pursuer and the artificial op-
ponent, respectively, such that:
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U = {u(1)p , ....,u(s)p , ...,u(S)p }, C = {c(1), ....,c(m), ...,c(M)}, where u(s)p ∈ Ω ⊆ RS,
c(m) ∈ Γ ⊆ RM. A game outcome is a result of the opponent’s choice of controls us

p

and c(m). Thus, the above formulated game between the pursuer and the artificial

opponent is reduced to a game between two players, using the controls u(s)p and c(m).

This pair of controls is gs,m = (u(s)p ,c(m)) ∈Φ =Ω×Γ . The performance index can
be rewritten as:

max
u
(s)
p

min
c(m)

F(gs,m), (17)

F(gs,m) = (R(t fs,m), t fs,m) ∈Ψ ⊆ R2 (18)

subject to the inequalities

0 < R(t fs,m)≤ Dis,0 < t fs,m ≤ T, (19)

whereΨ is the set of all possible game outcomes, R(t fs,m) and t fs,m are the distance
and the time, generated by the s-th pursuer control and the m-th artificial opponent
control, respectively. The value of the function F is in fact the result of solving the
differential equations of the game that utilize the sets of weights of the two controls.
Figure 6 depicts the different notions described and formulated above. It highlights
the different spaces and the way in which the game is constructed.

Fig. 6 The different notions put forward hereby

In the presence of uncertainties, solution reliability is commonly a major issue. In
this paper we consider worst-case reliability. This means that we aim for 100 percent
success. The demand for Reliability=1 may be translated to a test for feasibility. The
feasible pursuer’s control is a control for which the following is fulfilled: us

p ∈U, is

feasible⇔¬∃c(m) ∈C : {R(t fs,m)> Dis∨ t fs,m > T}.
In a MOP, the worst case might be (in the presence of contradicting objec-

tives) a set of worst scenarios within the objective space. For each of the pursuer
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controls (say the s-th strategy), M controls are possible for the artificial entity. The-
refore, there may be M games. All such possible games form a set: G

u
(s)
p
⊆ Φ =

[gs,1, ...,gs,m, ...,gs,M]T . The m-th artificial opponent aims at maximizing the dis-
tance and time attained in a game with the s-th pursuer, that is:

max
c(m)

F(gs,m), m = 1, ...,M (20)

Clearly, the objectives of the game (minimizing R(tf) and tf) contradict one another.
Hence, there is a set of artificial opponent controls that may serve as solutions to this
problem. These will form a Pareto set of artificial opponent controls playing against
the s-th pursuer controller:

C∗
u
(s)
p

: {c(m) ∈C|¬∃c(m
′) : F(gs,m′)� F(gs,m)}, ∀m,m′ = 1, ...,M (21)

Note that here � is used instead of ≺. Mapping these optimal artificial opponent
controllers to the objective space forms a Pareto front F∗

u(s)p
, where F∗

u(s)p
: {F(gs,m) ∈

Ψ |c(m) ∈C∗
u
(s)
p
} is associated with the s-th pursuer’s controller.

Now we can search for the optimal pursuer control, subject to:

min
us

p ∈U
F∗us

p
,s = 1, ...,S (22)

This means that the best pursuer control is searched for, while considering the best
(most destructive) control used by the artificial opponent. This optimization results
in a set of optimal pursuer controls:

U∗ := {us
p ∈U |∀c(m) ∈C ¬∃us′

p ∈U : F(gs′,m)≺ F(gs,m)}
forall mandforall s 
= s′

(23)

Here we take the high reliability for interception one step further by representing
each cluster by its related ideal point (the utopia point related to the extremes of the
performances in objective space). That is, we represent each control by a point in
the objective space such that:

⇀
F (u(s)p ) = [max(R(t fs,m)),max(t fs,m)] (24)

Figure 7 is used to elucidate the notions introduced by equations 22-24. The figure
depicts four clusters in the objective space, designated by different colors. Each
cluster represents the performances in objective space of games played between one
opponent’s controller and all possible controls for the artificial opponent. In fact, the
s-th cluster involves F(gs,m) for all m=1,...,M.

The Pareto front F∗
u
()
p

of each cluster is designated by enlarged symbols. The ideal

points for these fronts are designated by pluses. Representing each cluster by the
ideal point highlights the following points:
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Fig. 7 Four pursuers’ related scenarios, fronts and ideal points

a) Clearly, if any of the scenarios of a solution violates the constraints, so does the
ideal point

b) A solution with more scenarios spread along the front is worse (from the pur-
suer’s viewpoint) than a non-spread scenario. This is because the evader, by
having more spread scenarios, may possess higher flexibility in determining the
tradeoff point between distance and time. Choosing the ideal point as a repre-
sentative point confirms this observation. The left panel of Figure 8 depicts the
F∗

u
()
p

of two candidate pursuer controls differentiated one from the other by circles

and triangles. Also shown are their related ideal points,
⇀
F (u()p ), designated by

bold symbols. Note that the ideal point related to spread scenarios dominates the
ideal point of less spread scenarios when maximization is considered (worse if
minimization is considered).

c) If the worst fronts associated with several pursuer controls are crowded, so are
their related ideal points. The right panel of Figure 8 depicts the F∗

u()p
of three can-

didate pursuer controls differentiated one from the other by circles and triangles.

Also shown are their related ideal points,
⇀
F (u()p ), designated by bold symbols.

Clearly the triangle- and circle-related fronts are crowded, whereas the square-
related front is rather isolated. This relative situation does not change when the
related ideal points are considered, as may be observed by depicting these points,
which are also depicted in the figure.

Now that each u(s)p is represented by its
⇀
F (u(s)p ), the Equation (23) can be rewritten

as:

U∗ := {us
p ∈U |∀c(m) ∈C ¬∃us′

p ∈U :
⇀
F (us′

p )≺
⇀
F (us

p)}
f or all m and f or all s 
= s′

(25)

If there were only four possible pursuer controls, then the controls represented by
the black pluses in Figure 7 would be the optimal controls and would belong to U*.
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Fig. 8 Left panel: This panel highlights the fact that a spread front is associated with an ideal
point that dominates the ideal point of a less spread front. Therefore, from the point of view
of the pursuer (that is, minimizing the objectives), the less spread front is better. Right panel:
Crowded fronts involve crowded ideal points.

3.3 The MOE Algorithm

The evolutionary algorithm for searching for the optimal controls is outlined below.
It consists of inner and outer loops. In the inner loop, an embedded algorithm
searches for the worst set for each of the candidate controls by running a MOEA
(e.g., NSGA-II). It is noted again that the embedded MOEA optimizes the solutions
for the reversed problem, and therefore the algorithmic conditions should be
adapted accordingly. The outer loop evolves the pursuer control based on the ideal
point, which is obtained from the inner loop.

A. The Algorithm

a. Initialize a population Pt of size N= |Pt|of pursuer controls up
(weights of the NN controllers). Also, set Qt = Pt .

b. Combine parent and offspring populations and create Rt = Pt
⋃

Qt

The Embedded Algorithm (inner loop)

c. For each individual of Rt :

c.1 Initialize a population Gt of size ng = |Gt | for the auxiliary opponent’s con-
trollers C(m) (wights of NN controllers)

c.2 Run NSGA-II on the reversed optimization problem to find, for each up of
Rt , the corresponding C∗

u
(s)
p

using F(gs,m).

c.3 For each up of Rt use F∗
u
(s)
p

to assign F(u(s)p ).

d. Initialize a new parent population Pt+1 = /0
e. Assign a non-dominance level and crowding value (NSGA-II) to all individuals

of Rt by using F(u(s)p ).
f. Fill in Pt+1 according to their level of non-dominance and crowding measure.
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g. Create an offspring population Q∗t+1 from Pt+1 by tournament selection.
h. Perform Crossover on Q∗t+1 to obtain Q∗∗t+1.
i. Perform mutation to obtain Qt+1.
j. If the last generation has not been arrived at, go-to ’b’.

The embedded MOEA is computationally expensive. The need for a complete evolu-
tionary run for each individual in a population is a major drawback of the approach.
Without considering the complexity of the non-embedded algorithm, the embed-
ded algorithm complexity is profoundly higher than that of a common MOEA. The
complexity of NSGA-II is O(GKn2), where G is the number of generations, K is
the number of objectives and n is the population size. The n2 term is due to fit-
ness assignment. Here, for each solution the complexity is: O(EK(ng)2)where E is
the number of generations of the embedded algorithm. Therefore, the overall com-
plexity becomesO(GnEK(ng)2). However, the approach is tractable and, moreover,
there are several ways to reduce this complexity. Such approaches are described in
Avigad and Branke 2008. Alternative methods can be found in Branke 2008.

3.4 Simulations for the Game at Hand

Considering the problem at hand with 3% uncertainty at distance R and angle ψ ,
Figure 9 depicts the Pareto front of Figure 3 as well as the clusters of performances
related to two initial population pursuer controls associated with different possible
(uncertain) games. The clusters are designated by the red and blue crosses. The inner
loop evolves the Pareto fronts of these clusters. These are depicted in the figure by
the small blue and red stars. The ideal points for these clusters, which are computed
at the end of the inner loop, are depicted in the figure by the large stars. These
represent the candidate controls in the outer loop evolution.
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Fig. 9 The no-uncertainty Pareto front (encircled crosses), two clusters of performances be-
longing to an initial population (red and blue crosses), their evolved fronts (small stars) and
their related ideal points (large stars)
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The performances in the initial cluster, which appear to be more optimal than the
Pareto front, must be considered here. To explain this seemingly problematic issue,
consider Figure 10. The figure depicts the pursuer, the evader and three possible
measurements of R and ψ . The measurements are designated by dashed lines. The
three measurements include two false measures (A and B) and a true measure (no
uncertainty) - measure C. Measure C would probably yield a better control action
(more explosive turn of the pursuer), as it “predicts” the next evader movement.
Such a prediction (falsely achieved) may lead to better interception. In the first gen-
eration’s cluster, such measures are present, yielding the points that dominate the
no-uncertainty Pareto front. However, because accuracy is not controlled, another
set of measures (e.g., involved with line A) may cause the pursuer to turn in the
wrong direction. The latter measures are those that are most distracting and are
“preferred” by the artificial control.

Fig. 10 Two false measures (A and B) and an accurate measure, C. Measures A and B may
lead to excellent moves based on prediction (falsely attained) B, or to terrible controls (in the
case of A).

Figure 11 depicts the no-uncertainty in a measures-related front (circled crosses),
as well as the fronts involved with games with 1% and 3% inaccuracy in measure-
ments, designated by diamonds and stars, respectively.
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Fig. 11 Three Pareto fronts: No mistakes in measurements (circled crosses), 1% inaccuracy
and 3% inaccuracy in measurements (diamonds and stars respectively)
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The results clearly depict the problematic influence of inaccuracy in measuring
R and ψ . Usually the uncertainty associated with measurements may be accurately
assessed. Based on this knowledge, decision-makers may choose a controller that
will ensure interception even though uncertainty exists.

4 Summary and Conclusions

This paper describes a novel attempt to motivate the need for and to optimize con-
trollers of two opponents playing a multi-objective differential game. In contrast to
the common interception problem where either miss-distance or time-to-interception
is minimized, here these two objectives are simultaneously minimized. Optimizing
these objectives simultaneously may provide a decision-maker enhanced flexibility
in choosing the controller. It is shown that for each possible controller chosen by
one opponent, there may be a set of optimal controllers for the other opponent. The-
refore, in order to find optimal controllers for the first opponent, a set-based search
has to be conducted. In this paper the problem and its solution are defined, and an
evolutionary multi-objective optimization algorithm is proposed. The working of the
algorithm is demonstrated on an interception game, where one opponent has to op-
timize controllers for a pursuer, while the other opponent involves anti-optimization
of the same objectives by maximizing the effect of uncertainty on the intercep-
tion. It is shown that using the suggested approach may allow decision-makers to
choose controllers for pursuers while taking into account the worst-case influence of
uncertainty.

Solving differential games is known as a difficult task. The mathematics in-
volved hindered treating these problems as MODGs. We believe that in this work we
have paved the way for treating such problems by utilizing evolutionary algorithms.
Moreover, it seems that considering MODGs will pave the way for new differential
games and for suggesting solutions to yet unconsidered problems.
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PSA – A New Scalable Space Partition Based
Selection Algorithm for MOEAs

Shaul Salomon, Gideon Avigad, Alex Goldvard, and Oliver Schütze

Abstract. It has generally been acknowledged that both proximity to the Pareto
front and a certain diversity along the front should be targeted when using evo-
lutionary algorithms to evolve solutions to multi-objective optimization problems.
Although many evolutionary algorithms are equipped with mechanisms to achieve
both targets, most give priority to proximity over diversity. This priority is embed-
ded within the algorithms through the selection of solutions to the elite population
based on the concept of dominance. Although the current study does not change this
embedded preference, it does utilize an improved diversity preservation mechanism
that is based on a recently introduced partitioning algorithm for function selection.
It is shown that this partitioning allows for the selection of a well-diversified set
out of an arbitrary given set. Further, when embedded into an evolutionary search,
this procedure significantly enhances the exploitation of diversity. The procedure is
demonstrated on commonly used test cases for up to five objectives. The potential
for further improving evolutionary algorithms through the use of the partitioning
algorithm is highlighted.

1 Introduction

In many problem situations, several objectives must be optimized at the same time,
leading to a multi-objective optimization problem (MOP). Mathematically, a MOP
can be stated as follows:

min
x∈Q
{F(x)}, (1)
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where Q⊂�d is the domain, F is defined as the vector of the k objective functions
F : Q→�k, F(x) = ( f1(x), . . . , fk(x)), and each objective is defined as fi : Q→�.
The set of optimal solutions of a MOP, the Pareto set P , typically forms a (k− 1)-
dimensional object. The task of many set-oriented search procedures is to find a
‘suitable’ finite sized approximation of the Pareto front F(P) (i.e., the image of the
Pareto set), since this front represents the set of optimal compromises measured in
objective space, the most interesting view in many applications.
Of the set-oriented search procedures for the numerical treatment of MOPs, multi-
objective evolutionary algorithms (MOEAs) are widely used due to their global and
universal approach and their high robustness ([6, 5]). Most MOEAs simultaneously
attempt to account both for the proximity of the approximation set to the Pareto front
(also termed as convergence in the community) and for its diversity (also termed as
spread) [3]. Domination is the predominant approach used to exploit proximity.
Diversity is exploited by different approaches that can be classified into three main
categories. The first treats diversity as a property of a set and evolves sets with good
diversity. The diversity can be measured according to the accumulated distances
between the members of the set (see [12], [13]), or indirectly by the hypervolume
measure [20] or the averaged Hausdorff distance [14]. Algorithms in the second
category treat diversity as a property of each individual according to the density
of solutions surrounding it. Fitness sharing of NPGA [10], crowding distance of
NSGA-II [7], the diversity metric based on entropy [15] and the density estimation
technique used in SPEA2 [22] are examples of this category. Algorithms of the third
category decompose the multi-objective problem into a number of single objective
problems (scalarization). Each of these problems ideally aims for a different zone
on the Pareto front such that the set of solutions to the auxiliary problems form a
diverse set of optimal solutions. MOEA/D [19] is probably the most famous method
within this category.

With respect to both goals (proximity and diversity), selection plays an important
role in evolving individuals towards the Pareto front [1]. In order to select promising
(i.e., less dominated and less crowded) individuals, proper selection criteria must
be formulated. These criteria are commonly utilized in MOEAs in order to choose
the elite population, thus allowing the best solutions in the current generation to
be copied into the next generation. An elite population may be selected by pure
truncation selection. In truncation selection with threshold τ , the algorithm sorts all
individuals based on their domination level and includes the first τ individuals as the
elite population. Truncation selection is exploited in many MOEAs, such as NSGA-
II [7] and SPEA2 [22]. In this case, exploitation of proximity takes over exploitation
of diversity. Some efforts to further promote population diversity have been made
over the last decade, among them Balanced Truncation Selection (BTS) [3], epsilon
Dominance Selection [11], Indicator-Based Selection, IBS [21].

In this paper, a new algorithm, PSA, is proposed to select a diverse subset from
a given set of points. The proposed algorithm has several advantages that make it
suitable for integration into MOEAs: 1) It has low computational complexity. 2) It
can select a diverse subset, even if the original set is poorly distributed. 3) There are
no limitations on the size of the selected subset.
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The remainder of this paper is organized as follows. The proposed algorithm is
described in Section 2. Section 3 describes a straightforward method for integrating
the algorithm into NSGA-II in order to improve the diversity of its population. The
proposed algorithm and the original NSGA-II are compared in Section 4. Finally,
the paper ends with some conclusions in Section 5.

2 PSA – Part and Select Algorithm

This section proposes an algorithm that aims at selecting m well-spread points from
a set of n candidate solutions. The proposed method is an adaption of the algorithm
for the selection of functions (see [2]) to the context of multi-objective optimization.
It selects a diverse subset from a set of objective vectors (e.g., the image of the
current population of a MOEA). The procedure has two steps: First, the set is divided
into subsets so that similar members are grouped in the same subset. Next, a diverse
subset is formed by selecting one member from each generated subset.

2.1 Partitioning a Set

The core of the PSA is the algorithm of partitioning a given set of points in the
objective space into smaller subsets. In order to partition a set into m subsets, PSA
performs m− 1 divisions of one single set into two subsets. At each step, the set
with the greatest dissimilarity among its members is the one that is divided. This
is repeated until the desired stopping criterion is met. The criterion can be either
a predefined number of subsets (i.e., the value of m) or a maximal dissimilarity
among each of the subsets. The dissimilarity of a set A is defined by the measure�A as follows:

Let A := {f1 = [ f11, . . . , f1k] , . . . , fn = [ fn1, . . . , fnk]}⊂R
k (i.e., n objective vectors

fi = F(xi) for points xi ∈ Q), and denote

a j := min
i=1,...n

fi j , b j := max
i=1,...n

fi j , Δ j := b j− a j, j = 1, . . . ,k (2)

�A := max
j=1,...k

Δ j (3)

In fact, �A is the diameter of the set A in the Chebyshev metric. The size of �A is
a measure of the dissimilarity among the members of A, with a large �A indicating
a large dissimilarity among the members of A.

The pseudocode of PSA for a fixed value of m is shown in Algorithm 1. At every
iteration the algorithm finds the subset with the largest diameter, and divide it into
two subsets.

Figure 1 demonstrates the steps of the algorithm and highlights the results ob-
tained by its use. Consider the set of 24 points in the bi-objective space depicted in
the top left panel of Figure 1. Suppose that the purpose is to partition this set into
m = 5 subsets. The gray rectangle represents the region in the objective space that
contains the solutions of the set. According to Eq. (3), the diameter of the given set
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Algorithm 1 Partitioning a set A into m subsets

1: A1 ← A
2: Evaluate �A1 according to Eq. (3) and store �A1 in an archive.
3: i← 2
4: while i < m do
5: Find A j and coordinate p j such that �A j = Δpj = max

l=1,...i−1
�Al

6: Part A j to subsets A j1 ,A j2 :
A j1 ←

{
f =
[

f1, . . . , fp j , . . . , fk
]
∈ A j, fp j ≤ apj +�A j/2

}
A j2 ←

{
f =
[

f1, . . . , fp j , . . . , fk
]
∈ A j, fp j > apj +�A j/2

}
7: Evaluate �A j1 and �A j2 according to Eq. (3), and replace in the archive�A j and p j with the pairs �A j1,�A j2 and p j1,p j2

accordingly.
8: S←

{
A1, . . . ,A j1 ,A j2 , . . . ,Ai

}
9: i← i+1

10: end while

is the length of the horizontal side of the rectangle. Therefore, the first partition is
made by vertical incision (indicated by the vertical line in the middle of the rectan-
gle). The results of this partition are depicted in the top middle panel of Figure 1.
The left subset in this panel has the greatest diameter (in horizontal direction). The-
refore, the next partition is made on this subset by vertical incision. The results of
this partition are depicted in the top right panel of Figure 1. The bottom two panels
of Figure 1 depict the results of the next two iterations of Algorithm 1.

Note that the results of the partitioning are different than the results of using a
common grid in the original space. With a common grid, an initial interval in every
dimension is divided into equal sections, resulting in the division of the hyperbox
into smaller hypberboxes of equal space. Since the original set A does not necessar-
ily ‘cover’ the entire space, each hyperbox in the grid might or might not contain
a member of A. Hence, there is no way to predict which resulting grid will have
the desired number of occupied boxes. In addition, there are certain limitations on
the number of hyperboxes in the grid. For example, in a two-dimensional grid it is
possible to create m = {1,2,4,6,9,12, . . .} boxes, while only a number of m = n2,
when n is a positive integer, will produce an even grid. With PSA, only the occu-
pied space (marked as the gray rectangles in Figure 1) is considered. When a group
Ai is divided into two subgroups Ai1 and Ai2 , the space considered from now on is
given only by the two hyperboxes circumscribing Ai1 and Ai2 . The rest of the space
in Ai is discarded. Every partition increases the number of subgroups by one, and
therefore any desired number of subgroups can be created. Moreover, by dividing
the subgroup with the largest dissimilarity, PSA ensures that the members of each
group will be as similar as possible to each other.
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Fig. 1 Partitioning of 24 elements in bi-objective space into m = 5 subgroups (indicated by
the gray boxes)

2.2 Selection of a Representative Subset

Once the set A has been divided into the m subsets A1, . . . ,Am, the ‘most suitable’
element from each subset must then be chosen in order to obtain a subset A(r) of
A that contains m elements. This is of course problem dependent. Since this study
aims for high diversity of the chosen elements, the following heuristic is suggested
(denoted as center point selection): From each set Ai choose the member which is
closest (in Euclidean metric) to the center of the hyperrectangle circumscribing Ai.
If there exist more than one member closest to the center, one of them is chosen
randomly.

Figure 2 illustrates this rule. The original set of 24 elements (compare to Figure 1)
was partitioned by Algorithm 1 into five subsets. The centers of the grey rectangles
are marked with a cross. In each subset the member closest to the center is circled (a
random member is circled in the subset with only two members). The representative
set A(r) = {a1,a2,a3,a4,a5} is the set of all circled points.

Figure 3 illustrates the performance of PSA in selecting a subset from a
randomly chosen (non-dominated) population in a three-objective space. A set of
500 randomly distributed points is depicted in Figure 3(a). The set is divided into
40 subsets, and the central member of each subset is selected as a representative
point to form the representative subset depicted in Figure 3(f). According to Eq. (3),
the diameter of the given set is the distance over f2. Therefore, the first partition is
made over f2. At the second partition, the subset of the circles from Figure 3(b) has
the largest dissimilarity and therefore is partitioned (over f1). At the next partition
the subset of gray stars is partitioned over f1 to form the four subsets shown in
Figure 3(d). The final stage of Algorithm 1 is shown in Figure 3(e). The subset
shown in Figure 3(f) is obtained by selecting the point closest to the center of each



142 S. Salomon et al.

Fig. 2 Selection of a representative subset A(r) out of A using center point selection

of the 40 subsets. Figure 3(a) clearly shows that the distribution of the points in the
original set is not uniform. Nevertheless, PSA managed to select a subset of fairly
evenly distributed points from it.

2.3 Complexity Analysis of the PSA

The following analysis refers to the procedure given in Algorithm 1. Let A =
(f1, . . . , fn) ⊂ R

k be the original set of n members, from which a subset of m mem-
bers is to be selected.

The evaluation of �A1 (Step 2) requires a comparison O(1) of n values to calcu-
late Δ j for each of the k coordinates. The complexity of this step is O(nk). To find�A1 = max j=1,...,kΔ j, k comparisons of O(1) are required. Thus, the total complex-
ity of Step 2 is O(nk). At Step 5 i comparisons are required in order to find p j and�A j = maxl=1,...,i �Al , since it uses archiving. Given that i ≤ m, the complexity of
Step 5 is O(m) in the worst case. To partition the set A j into two subsets A j1 and A j2,
each of the members of A j has to be compared in coordinate p j with a j +�A j/2.
Since |A j|= wj ≤ n, the complexity of Step 6 is O(n) in the worst case. The evalu-
ation of �A j1 and �A j2 (Step 7) is similar to Step 2, but only wj members have to
be evaluated. In the worst case, the complexity of Step 7 is O(nk). The complexity
of Steps 5 to 7 is O(m)+O(n)+O(nk) = O(nk). These steps are performed m− 1
times. Therefore the entire complexity of Algorithm 1 is O(nkm). The selection of
one representative member of each set requires calculating the Euclidean distance
of each member from the center of it’s set. The complexity of this stage is O(nk).
The comparison between the distances has a complexity O(n).

We summarize the above considerations.

Proposition 1 Given a set A = (f1, . . . , fn)⊂R
k, the overall complexity of choosing

m≤ n elements out of A using PSA and the center point selection is O(nkm).
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(a) original set of randomly distributed points
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(b) two groups after first partition
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(e) final partition - 40 groups
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(f) the selected subset A(r) containing the
centers of the 40 groups

Fig. 3 Demonstration of PSA in a three-dimensional space: Selection of a representative
subset of 40 points from a randomly distributed set of 500 points
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3 Integration of PSA into NSGA-II

Due to the minimal requirements of PSA—the algorithm needs only a set of candi-
date solutions and returns a subset of cardinality m—the algorithm can basically be
integrated into any MOEA and used as a selection mechanism and/or as a crowd-
ing assignment mechanism. The advantages of such an integration are demonstrated
in the following using the well-known NSGA-II [7] as a base MOEA. NSGA-II is
commonly used for solving MOPS. Nevertheless, it is known for its incompetence
of finding a well-diversified set of solutions for problems with more than two objec-
tives. It is shown in Section 4 that the suggested integration improves this drawback,
and is able to find an approximated set with a better diversity. The purpose of the
following is not to introduce an algorithm which is better than the state-of-the-art,
but to demonstrate the simplicity of improving an existing MOEA by integrating it
with PSA.

The modified NSGA-II will be referred to as ”NSGA2-PSA”. For the sake of
simplicity, the implementation will be described using the same notations as in [7],
page 6, ”The Main Loop”. Hence, assume that the combined current population
Rt = Pt ∪Qt of the size 2N is sorted to the non-dominated fronts F1, . . .Fl , . . . and

|F1|+ . . .+ |Fl−1|= s < N, |F1|+ . . .+ |Fl|> N.

The next parent population Pt+1 is constructed from all the members of the sets
F1, . . . ,Fl−1 and from N− s members of the set Fl . The only difference from the
classical NSGA-II is that instead of selecting N − s members from the last front
Fl according to the crowded-comparison operator ≺n, selection is according to the
PSA, as follows. Fl is partitioned to N− s subsets according to Algorithm 1, and
the central member of each subset is selected to Pt+1.

The crowding assignment of NSGA-II, used for the binary tournament is mod-
ified as well. Each set Fi, i = 1, . . . l is partitioned according to Algorithm 1 into
|Fi|/2 subsets, and every member of Fi is assigned a crowding measure equal to
the number of members of its subset.

To highlight the benefits of this integration, no other differences were made
between NSGA-II and NSGA2-PSA. In particular, NSGA2-PSA uses the same
tournament-selection, cross-over, and mutation operators as NSGA-II.

4 Comparison of NSGA2-PSA with NSGA-II

In this section, the proposed NSGA2-PSA is compared with the classic NSGA-II.
For a fair comparison, both MOEAs start with the same initial population at every
test, and use the same genetic settings.
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4.1 Test Problems

To demonstrate the scalability of the PSA, both algorithms are tested on the DTLZ
1 – 4 benchmark functions (see [8]). Each test case was tested for p ∈ {2,3,4,5}
objectives. The design space consists of d = 7 decision variables for all problems.
The Pareto optimal front (PF) of DTLZ1 is the hyper-plane of all points that satisfy
the equation ∑ fi = 0.5, i = 1, . . . ,M, where M is the number of objectives. This
benchmark offers a difficult function for convergence with many local minima. The
PF of DTLZ2 – 4 is the positive eighth of the hyper-sphere of all points that satisfy
the equation ∑ f 2

i = 1, i = 1, . . . ,M. DTLZ3 uses the same function for convergence
as in DTLZ1, and therefore it can check the ability of a MOEA to find solutions close
to the real PF. In DTLZ4 a very small section in the decision space is mapped to a
very large section in the objective space. This property makes it a good benchmark
to test the ability of a MOEA to find a diverse set of solutions. Since the proposed
NSGA2-PSA aims to enhance the diversity of the approximated set, the results for
the DTLZ4 are of major importance.

4.2 Genetic Settings

Both algorithms are given real-valued decision variables. They use the simulated
binary crossover (SBX) operator and polynomial mutation [6], with distribution in-
dexes of ηc = 15 and ηm = 20 respectively. A cross-over probability of pc = 1 and
a mutation probability of pc = 1/d are used. The population size is increased with
the number of objectives. A population size of 100, 300, 600 and 1000 members is
taken for 2, 3, 4 and 5 objectives, respectively. The number of generations for all the
cases is set to 250.

4.3 Performance Metrics

The approximated sets obtained by both methods are evaluated according to
the hyper-volume [20], generational distance [23] and inverted generational dis-
tance [16]. The generational distance (GD) measures the average distance of
the members in the final approximated set to the real PF. Therefore, GD measures
the convergence of the algorithm. Since the mathematical definition of the fronts of
the test-cases are known, the distances are calculated analytically. The inverted gen-
erational distance (IGD) measures the average distance from a set of well-diversified
points on the real PF to the final approximated set. Since the reference set is well
spread along the PF, IGD provides information about the diversity of the approx-
imated set. Smaller values of GD and IGD are preferred. The hyper-volume (HV)
measures the size of the region dominated by the approximated set. A higher value
of HV is associated with a good spread and convergence.
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Fig. 4 The final approximated set obtained by NSGA2-PSA and NSGA-II on two objectives
DTLZ1 – DTLZ4
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Fig. 5 The final approximated set obtained by NSGA2-PSA and NSGA-II on three objectives
DTLZ1 – DTLZ4
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Fig. 6 Box plots of results from 20 independent runs of NSGA-II (denoted as N) and
NSGA2-PSA (denoted as P) on the DTLZ 1 – DTLZ 4 test cases for two and three objectives
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Fig. 7 Box plots of results from 20 independent runs of NSGA-II (denoted as N) and
NSGA2-PSA (denoted as P) on the DTLZ 1 – DTLZ 4 test cases for four and five
objectives
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4.4 Simulation Results

To compare the methods, 20 independent runs were carried out on each of the prob-
lems. The results of a typical approximated set can be seen for two and three objec-
tives in Figures 4 and 5, respectively. The statistical results for two – five objectives
are shown in Figures 6 and 7. As seen in Figures 4 and 6(e), NSGA2-PSA has a
slight advantage in convergence for problems with two objectives. That advantage
can be seen in the results for the DTLZ1 and DTLZ3 problems. The differences
between the methods begin to emerge for problems with three objectives and more.
Figure 5 clearly shows that the spread of NSGA2-PSA is much better than that of
NSGA-II for all test cases. The most outstanding difference occurs with the results
of DTLZ4. As stated in [8], the final approximated set for DTLZ4 is highly de-
pendent on the initial population. For three objectives, NSGA-II converged in some
runs to the solutions on the f1-f2 plane, in others to the f1-f3 plane and in some runs
it found solutions on the surface of the hyper-sphere. With the same initial popula-
tion, NSGA2-PSA was able to find solutions on the surface of the hyper-sphere for
almost every run. A good example of this can be seen in Figure 5(d).

The advantage of NSGA2-PSA over NSGA-II in spreading the approximated set
is depicted in the statistical data in Figures 6 and 7. The IGD value of NSGA2-PSA
is always better than that of NSGA-II. However, in problems with more than two
objectives, this advantage comes at the cost of a loss of proximity, as manifested
in the larger GD values of NSGA2-PSA. This highlights the unresolved tradeoff
between proximity and diversity. The combination of small IGD values with large
GD values can be explained by the existence of outliers. The higher HV measure
of NSGA2-PSA indicates that the gain in diversity is more significant than the loss
of proximity. The advantage of NSGA2-PSA makes the largest difference in the
DTLZ4 test case, where a well-diversified set is hard to attain.

5 Conclusions and Future Work

In this paper, PSA (Part and Select Algorithm) has been proposed as a tool to select
m elements from a given set A of candidate solutions such that the resulting subset
A(r) is characterized by high diversity (and hence serves as a good representation
of A). The idea of PSA was first used in [2] for function selection, but in this paper
it is used and analyzed for the first time as a selection mechanism within MOEAs.
The PSA together with center point selection is capable of choosing a well-spread
subset A(r) of A for any given value of m. To demonstrate the potential benefit of
the novel algorithm, PSA has been integrated into the well-known NSGA-II. The
purpose of this was to utilize the high competency of the partitioning algorithm
to select a diversified sub-set from an arbitrary set for enhancing diversity along
the Pareto front. The partitioning algorithm has been used to assign a crowding
measure to each of the solutions, and was used within the evolutionary algorithm.
It has been shown that the selection based on the partitioning algorithm evolves a
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front involving higher diversity (based on IGD and on hypervolume). Nevertheless,
the inherent trade-off between proximity and diversity was not resolved.

As future work, the potential of the partitioning algorithm should be tapped to
select a good spread of solutions, e.g., by integrating it in other MOEAs such as
BTS [3] or Δp-EMOA [9]. The BTS algorithm aims directly at proximity and diver-
sity while the Δp-EMOA is aimed at Hausdorff approximations of the Pareto front
(i.e., a performance measure that is also related to proximity and divesity [14]).
Moreover, due to the advantages of PSA in choosing a representative subset, its
potential for supporting decision-makers should be explored.
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The Gradient Free Directed Search Method
as Local Search within Multi-Objective
Evolutionary Algorithms

Adriana Lara, Sergio Alvarado, Shaul Salomon, Gideon Avigad,
Carlos A. Coello Coello, and Oliver Schütze

Abstract. Recently, the Directed Search Method has been proposed as a point-wise
iterative search procedure that allows to steer the search, in any direction given
in objective space, of a multi-objective optimization problem. While the original
version requires the objectives’ gradients, we consider here a possible modifica-
tion that allows to realize the method without gradient information. This makes the
novel algorithm in particular interesting for hybridization with set oriented search
procedures, such as multi-objective evolutionary algorithms.

In this paper, we propose the DDS, a gradient free Directed Search method, and
make a first attempt to demonstrate its benefit, as a local search procedure within a
memetic strategy, by integrating the DDS into the well-known algorithm MOEA/D.
Numerical results on some benchmark models indicate the advantage of the result-
ing hybrid.

1 Introduction

Many real world problems demand for the concurrent optimization of k objectives
leading to a multi-objective optimization problem (MOP) [16]. One characteristic
of these problems, compared with those where only one objective is under con-
sideration, is that the solution set of a MOP (the Pareto set) typically forms a
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(k− 1)-dimensional object. So far, there exist many methods for the computation
of the Pareto set of a MOP. Among them, multi-objective evolutionary algorithms
(MOEAs) have caught the attraction of many researchers (e.g., [7, 6] and references
therein). The major reason for this might be that the population based approach,
together with a stochastic component in the search procedure, allows typically for
an approximation of the entire (global) Pareto set in one single run of the algo-
rithm. This represents an advantage over most mathematical programming (MP)
techniques, which require in addition certain smoothness assumptions on the MOP.
On the other hand, it is well-known that MOEAs normally need a large amount of
function evaluations, due to their slow convergence rate, in order to generate a suit-
able finite size approximation of the set of interest ([4]). As a remedy, researchers
have proposed memetic MOEAs, i.e., hybrids of MOEAs and MP with the aim to
get fast and reliable global search procedures (e.g., [9, 11, 10, 22, 14]).
In this paper, we adapt the Directed Search (DS) method [21] for the use within
MOEAs. One crucial drawback of the DS is that it requires gradient information
which restricts its usability. Here, we propose a modification of the DS that is gradi-
ent free. Even more, the computation of the search direction comes without the cost
of additional function evaluations if the neighborhood information can be exploited.
The latter makes the Discrete Directed Search (DDS) a suitable algorithm, in partic-
ular, for the usage within set oriented search techniques. We demonstrate the benefit
of the DDS by hybridizing it with MOEA/D ([24]), a state-of-the-art MOEA whose
neighborhood definition can be directly used for the DDS.
The remainder of this paper is organized as follows: In Section 2, we give the re-
quired background for the understanding of the sequel. In Section 3, we present the
DDS, a gradient free Directed Search variant. In Section 4, we propose a way to
integrate the DDS into MOEA/D leading to a new memetic algorithm. In Section 5,
we present some results, and finally, we draw our conclusions in Section 6.

2 Background

In the following we consider unconstrained multi-objective optimization problems
(MOPs) which can be stated as follows:

min
x∈�n

F(x), (1)

where F : R ⊂ �n →�
k is defined as the vector of k objective functions fi : R ⊂

�
n → �, i = 1, . . . ,k. A point x ∈ R is said to dominate another point y ∈ R, if

fi(x) ≤ fi(y) for all i ∈ {1, . . . ,k}, and if there exists an index j ∈ {1, . . . ,k} such
that f j(x)< f j(y). A point x∈ R is called optimal, or Pareto optimal, with respect to
(1), if there is no other point y ∈ R that dominates x. The set of all optimal solutions
is called the Pareto set, and the set of images of the optimal solutions is called the
the Pareto front.

Recently, a numerical method has been proposed for differentiable MOPs that
allows to steer the search from a given point into a desired direction d ∈ �k in
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objective space ([21]). To be more precise, given a point x ∈�n, a search direction
ν ∈�n is sought such that

lim
t↘0

fi(x0 + tν)− fi(x0)

t
= di, i = 1, . . . ,k. (2)

Such a direction vector ν solves the following system of linear equations:

J(x0)ν = d, (3)

where J(x) denotes the Jacobian of F at x. Since typically k << n, we can assume
that the system in Equation (3) is (highly) underdetermined. Among the solutions of
Equation (3), the one with the smaller 2-norm can be viewed as the greedy direction
for the given context. This solution is given by

ν+ := J(x)+d, (4)

where J(x)+ denotes the pseudo inverse of J(x) (we refer e.g. to [17] for an efficient
computation of ν+). If one proceeds the search in direction d in the same manner,
this is identical to the numerical solution of the following initial value problem
(starting from solution x0 ∈�n):

x(0) = x0 ∈�n

ẋ(t) = ν+(x(t)), t > 0
(5)

If d is a ‘descent direction’ (i.e., di ≤ 0 for all i = 1, . . . ,k and there exists an index
j such that d j < 0), a numerical solution of (5) can be viewed as a particular hill
climber for MOPs.

The endpoint x∗ of the solution curve of (5) does not necessarily have to be a
Pareto point, but it is a boundary point in objective space, i.e., F(x∗) ∈ ∂F(�n)
which means that the gradients of the objectives in x∗ are linear independent (and
hence, that rank(J(x∗))< k). This fact can be used to check numerically if a current
iterate is near to a boundary point: For the condition number of the Jacobian it holds

κ2(J(x)) =

√
λmax(J(x)T J(x))
λmin(J(x)T J(x))

→ ∞ for x→ x∗, (6)

where λmax(A) and λmin(A) denote the largest and the smallest eigenvalue of matrix
A, respectively. (Roughly speaking, the condition number indicates how ‘near’ the
rows of J(x), i.e., the gradients of the objectives, are to be linearly independent: the
higher the value of κ2(J(x)), the closer J(x) is to a matrix with rank less than k.)
Further, one can check the (approximated) endpoint x∗ numerically for optimality
by checking if ‖∑k

i=1 α̃i∇ fi(x∗)‖2 ≤ tol, where tol > 0 is a given tolerance and α̃
solves the following k-dimensional quadratic optimization problem (see [18]):
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min
α

⎧⎨
⎩
∥∥∥∥∥

k

∑
i=1

αi∇ fi(x)

∥∥∥∥∥
2

2

: αi ≥ 0, i = 1, . . . ,k,
k

∑
i=1

αi = 1

⎫⎬
⎭ (7)

The hill climber described above shares many characteristics with the one described
in [3], where also possible choices for d are discussed.

3 Gradient Free Directed Search

The key of the DS is to solve Equation (3) in order to find a vector ν such that
the search can be steered in d-direction. For this, the most expensive part might be
the computation or approximation of the objectives’ gradients. Here, we suggest an
alternative way to compute such search directions ν using a finite difference method
tailored to the given context. We note that this approach is not equal to the classical
finite difference approach used to approximate the gradient (e.g., [17]).

Assume we are given a candidate solution x∈�n and r search directions νi ∈�n,
i = 1, . . . ,r. Define the matrix F (x) ∈�k×r as follows:

F (x) := (〈∇ fi(x),ν j〉) i = 1, . . . ,k; j = 1, . . . ,r . (8)

That is, every entry mi j of F is defined by the directional derivative of objective fi in
direction ν j , mi j = ∇ν j fi(x). Crucial for the subsequent discussion is the following
result:

Proposition 1 Let x,νi, i = 1, . . . ,r ∈�n, λ ∈�r, and ν := ∑r
i=1λiνi. Then

J(x)ν = F (x)λ (9)

Proof. It is

F (x)λ =

⎛
⎜⎝
〈∇ f1(x),ν1〉 . . . 〈∇ f1(x),νr〉

...
...

...
〈∇ fk(x),ν1〉 . . . 〈∇ fk(x),νr〉

⎞
⎟⎠
⎛
⎜⎝
λ1
...
λr

⎞
⎟⎠ (10)

and

J(x)ν = J(x)(
r

∑
i=1

λiνi) =
r

∑
i=1

λi

⎛
⎜⎝
∇ f1(x)T

...
∇ fk(x)T

⎞
⎟⎠νi (11)

Hence, for the l-th component of both products it holds

(F (x)λ )l =
r

∑
i=1

λi〈∇ fl(x),νi〉= (J(x)ν)l , (12)

and the desired identity follows. ��
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Hence, in search for a direction ν , one can instead of Equation (3) try to solve
the following equation:

F (x)λ = d, (13)

and set

ν :=
r

∑
i=1

λiνi. (14)

Remark 1 Assume that we are given a candidate solution x0 ∈ �n and further r
points xi, i = 1, . . . ,r, in the neighborhood of x0 together with their function values
F(xi), i = 0, . . . ,r. Defining

ν j :=
x j− x0

‖x j− x0‖2
, t j := ‖x j− x0‖2, j = 1, . . . ,r, (15)

one can approximate the entries of F by finite differences as follows:

mi j = 〈∇ fi(x0),ν j〉= lim
t↘0

fi(x0 + tν j)− fi(x0)

t

≈ fi(x j)− fi(x0)

‖x j− x0‖2
, i = 1, . . . ,k, j = 1, . . . ,r.

(16)

Analog to the well-known forward differences to approximate the gradient, one can
show that the computational error is given by

〈∇ fi(x0),ν j〉=
fi(x j)− fi(x0)

‖x j− x0‖2
+O(‖x j− x0‖2). (17)

Note that, by this, the search direction can be computed without any additional
function evaluations.

Since it is ad hoc not clear if Equation (13) has a solution, and even if it is solvable,
how the condition of the problem is (in terms of κ2(F )), we have to investigate the
choice of r and the νi’s. For this, it is advantageous to write F (x) as follows:

F (x) = J(x)V, (18)

where V := (ν1, . . . ,νr) ∈�n×r is the matrix consisting of the search directions νi.
If rank(J(x)) = k (which is given for a non-boundary point x), it is known from
linear algebra that

rank(J(x)) = k ⇒ rank(F (x)) = rank(V ). (19)

If on the other hand x is a boundary point (and hence, rank(J(x))< k), then it follows
by the rank theorem of matrix multiplication that also rank(F (x)) < k regardless
of the choice of V (i.e., regardless of the number r and the choice of the search
directions νi.).
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This indicates that the condition number of F (x) can be used to check numeri-
cally if a current iterate is already near to an endpoint of (5). Equation (19) indicates
that the νi’s should be chosen such that they are linearly independent. If in addi-
tion the search directions are orthogonal to each other, a straightforward calculation
shows that

V orthogonal ⇒ κ2(F (x)) = κ2(J(x)). (20)

In that case, the condition number κ2(F (x)) can indeed be used as a stopping crite-
rion, analog to the original method described in Section 2. That is, one can stop the
iteration if for a current iterate xi it holds

κ2(F (xi))> tolκ , (21)

where tolκ >> 1 is a large number.

Example 1 Consider the following bi-objective model ([12]):

F :�n →�2

fi(x) = ‖x− ai‖2
2, i = 1,2,

(22)

where a1 = (1, . . . ,1)T ,a2 = (−1, . . . ,−1)T ∈�n. The Pareto set is given by the line
segment between a1 and a2, i.e.,

P = {x ∈�n : xi = 2α− 1, i = 1, . . . ,k,α ∈ [0,1]} (23)

Let r = 2 and v1 := ei and v2 := e j, i 
= j, where ei denotes the i-th canonical vector.
Then, it is

F (x) =

(
xi− 1 x j− 1
xi + 1 x j + 1

)
(24)

It is det(F (x)) = 1/(2(xi− x j)), and hence,

det(F (x)) = 0 ⇔ xi = x j, (25)

by which it follows that it is rank(F (x)) = 2 for all x ∈ �n\B, where B := {x ∈
�

n : xi = x j} (note that P ⊂ B). Since B is a zero set in �n, the probability is one
that for a randomly chosen point x ∈�n the matrix F (x) has full rank, and hence,
that Equation (13) has a unique solution. To be more precise, it is ν = λ1ei +λ2e j,
where

λ = F−1(x)d =
1

det(F (x))

(
x j+1 −x j + 1
−xi− 1 x j− 1

)(
d1

d2

)

=
1

2(xi− x j)

(
x j(d1− d2)+ d1 + d2

xi(d2− d1)− d1− d2

)
.

(26)

Note that this holds regardless of the number n≥ 2 of the parameter dimension.
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The above considerations show that already for r = k search directions νi,
i = 1, . . . ,r, one can find a descent direction ν̃ by solving Equation (13). However,
by construction it is ν ∈ span{ν1, . . . ,νk} which means that only a k-dimensional
subspace of the �n is explored in one step. One would expect that the more search
directions νi are taken into account, the better the choice of ν̃ is. This is indeed the
case: For r > k, we suggest to choose analog to (4)

ν(r)+ :=
r

∑
i=1
λiνi, where λ = F (x0)

+d (27)

The following discussion gives a relation between ν(r)+ and ν+ for non-boundary
points x for the case that the νi’s are orthonormal: It is

ν+ = J+(x)d = J(x)T (J(x)J(x)T )−1d (28)

and

λ = F (x)+d =V T J(x)T (J(x)VV T︸︷︷︸
I

J(x)T )−1d

=V T J(x)T (J(x)J(x)T )−1d︸ ︷︷ ︸
ν+

=V Tν+
(29)

and hence

ν(r)+ =
r

∑
i=1
λiνi =

r

∑
i=1
〈νi,ν+〉νi (30)

For instance, when choosing νi = e ji , Equation (30) gets simplified:

ν(r)+ =
r

∑
i=1

ν+, ji e ji , (31)

i.e., ν(r)+ has only r entries which are identical to the corresponding entries of ν+.

In both cases ν(r)+ gets closer to ν+ with increasing number r and for r = n it is

ν(r)+ = ν+.

Remark 2 We would like to stress that this approach is intended for multi-objective
optimization problems (i.e., k > 1). For the special (and important) case of scalar
optimization (i.e., k = 1), the present approach is of very limited value as the fol-
lowing discussion shows: For r = k = 1, Equation (13) reads as

〈∇ f (x),ν1〉λ = d (32)

Concrete values for the desired direction d in image space are hard to find. If it
is e.g. desired to obtain improvements of the objective f , one may choose (after
normalization) d = −1. Assuming that 〈∇ f (x),ν1〉 
= 0, Equation (32) leads then
(again after normalization) to
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λ =

{
−1 if 〈∇ f (x),ν1〉> 0

1 if 〈∇ f (x),ν1〉< 0
(33)

and thus to ν ∈ {ν1,−ν1}. However, this does not bring any new insight: It is well-
known that the descent cone of f at x is given by

C(x) := {ν ∈�n : 〈∇ f (x),ν〉 < 0}, (34)

and hence, it is under the above assumption on ν1 either ν1 ∈C(x) or −ν1 ∈C(x).

Finally, we state the Discrete Directed Search (DDS) which is simply a line search

along the search direction ν(r)+ (see Algorithm 1). For an efficient step size control
we refer to [15].

Algorithm 1 Discrete Directed Search (DDS)
Require: Initial solutions x0,x1, . . .xr ∈�n

Ensure: New candidate solution xnew

1: compute ν(r)+ as in Eq. (27).
2: compute t ∈�+

3: xnew := x0 + tν(r)+

4 Integration of DDS into MOEA/D

Here we show the potential of the DDS as local search engine within the state-
of-the-art method MOEA/D [24]. The philosophy behind this MOEA consists of
employing a decomposition approach, to convert the problem of approximating the
Pareto front into a certain number of scalar optimization problems (SOPs). We stress
that MOEA/D is indeed particularly attractive to be combined with the DDS proce-
dure. Two important reasons for this are (a) MOEA/D has an implicit neighborhood
structure, imposed by the particular decomposed problems, and (b) there is a weight
vector associated to each subproblem, and to each individual.

In this sense, DDS can take advantage of (a) to avoid the computation of the

neighbors used to estimate the search direction ν(r)+ ; also, no extra function eval-
uations are necessary, which makes the computation of the search direction an ef-
fortless procedure—in terms of function evaluations. In other words, given a point
x ∈�n, if some neighbors of x1, . . . ,xr are already evaluated, the computation can
be done without any additional function evaluations. In general, memetic MOEAs
which use gradient-based information have already proven their efficacy on several
MOPs [14, 3], but the cost of estimating the first order information has been always
an issue.

From a practical point of view, the reason (b) allows us to automatically identify
which is the individual with the best fitness associated with each subproblem; and
establishing, in this manner, a relationship with the corresponding weight vector
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for the movement performed by DDS. Furthermore, DDS also takes advantage that
MOEA/D already has a computed reference point for the decomposed problems. In
this sense, once the individual p is chosen to be affected by the local search, the
values for di in the DDS are already set for p (according with its corresponding
decomposed MOEA/D subproblem).

How to apply the local search is one of the main issues when designing memetic
algorithms. Two important parameters have been identified [8, 13] as crucial when
controlling the local search application on memetic MOEAs. They are:

(i) The frequency kls for application of the local search along the total amount of
generations.

(ii) The number of elements hls, from the population, to which the local search is
applied each generation.

Algorithm 2 describes the coupling of DDS and MOEA/D. The notation regarding
MOEA/D procedures and parameters is consistent with the one presented in [24].
The SOP regarding the decomposition was, in this case, taken by the Tchebycheff
approach as:

minimize gte(x|λ ,z∗) = max
1≤i≤m

{λi| fi(x)− z∗i } (35)

where z∗, such that z∗i = min{ fi(x)|x ∈ P0}, is the reference point; and the direction
di for the application of DDS to the individual xi is set as di = λi− z∗.

Algorithm 2 MOEA/D/DDS
1: Set the weight vectors λi and the neighborhoods B(i) = {i1, . . . , iT } for each

decomposed problem (λi1 , . . . ,λiT are the T closest weight vectors to λi).
2: Initialize an initial population P0 = {x1, . . .xN}.
3: Initialize the reference point z∗, EP = /0, gen = 1.
4: repeat
5: for i = 1, . . . ,N do
6: Select two indexes k, l from B(i) and generate, using genetic operators, a new

solution y from xk and xl .
7: Apply the subproblem improvement heuristic for each y in order to get y′

(Eq. 35).
8: if mod(gen,kls) == 0 and mod(i,hls) == 0 then
9: Apply DDS to y′, in order to get y′′.

10: Set y′ ← y′′.
11: end if
12: Update the reference point z∗.
13: Remove from EP all the vectors dominated by y′ and add it if no vectors in EP

dominate y′.
14: end for
15: gen = gen+1.
16: until Stopping criteria is satisfied
17: report EP.
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5 Numerical Results

In this section we show some results of the MOEA/D/DDS for the computation of
Pareto fronts as well as of the DS in the context of a particular control problem.

5.1 Comparison MOEA/D and MOEA/D/DDS

Since we have chosen MOEA/D as base MOEA, it seems reasonable to test over
the CEC09 benchmark [27]. For this, we adapted the available code from a specific
version of MOEA/D [25], which was tested for performance with remarkable results
over this particular test suite [26]. Differences of this code and the MOEA/D original
version are that this modification allows the computational effort to be distributed
among the subproblems based on an utility function πi defined for each subproblem.

The main parameters for MOEA/D were set according to Table 1, and for the
DDS we have chosen r = 5. We stop the computations after 30,000 function eval-
uations, which represents the 10% of the budget originally allowed by the compe-
tition. Figure 1 presents plots that show that the Pareto front has been reached, by
the MOEA/D/DDS using this reduced budget. Finally, the parameters related to the
control for application of the local search are presented in Table 2. As performance
indicators to compare the results of the different algorithms we have chosen to take
the Generational Distance (GD, see [23]), the Inverted Generational Distance (IGD,
see [5]), the averaged Hausdorff Distance Δ1 (see [19, 20]) which is in fact the max-
imum of the GD and the IGD value, and the Hypervolume indicator (HV, see [28]).
From Figure 1 and Table 3 it becomes clear that the new hybrid is outperforming its
base MOEA in three out of four cases. For UF2, the indicator values of MOEA/D
are slightly better, however, there is no clear winner.

Table 1 Parameters setting for MOEA/D in this experiments

Identifier Value Description
N 600 The number of subproblems considered
T 0.1 N Size of the neighborhood
Pm 1/n Mutation rate
EP 100 Number of final solutions (external population)

Table 2 Parameters setting for the memetic part

Identifier Value Description
kls (0.15) tg Local search application frequency;

tg is the total number of generations.
hls (0.1) N Percentage of the population over which the

local search is applied.
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Fig. 1 Numerical results for MOEA/D (crosses) and MOEA/D/DDS (circles) on the bench-
mark models UF1 to UF4 (compare also to Table 3). The true Pareto fronts are indicated by
the dotted lines.

Table 3 Indicator values obtained by MOEA/D and MOEA/D/DDS on the benchmark mod-
els UF1 to UF4. The budget for the function evaluations was set to 30,000. The information
was gathered by 10 independent runs.

Indicators
Problems GD IGD Δ1 HV

UF1
MOEA/D
MOEA/D/DDS

0.0696046570
0.0415884479

0.0709107497
0.0400041235

0.0736649773
0.0422788829

0.9431136545
0.9619027643

UF2
MOEA/D
MOEA/D/DDS

0.0261457333
0.0323564751

0.0195839746
0.0151025484

0.0261457333
0.0323564751

0.9757865917
0.9645998451

UF3
MOEA/D
MOEA/D/DDS

0.1459679411
0.0552610854

0.1307335754
0.0537723289

0.1520909424
0.0616385221

0.8604675543
0.9608503276

UF4
MOEA/D
MOEA/D/DDS

0.0823081769
0.0472797997

0.0871159952
0.0472797997

0.0871159952
0.0478409975

0.9206159284
0.9498433991
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5.2 A Control Problem

The skill of the DS is to steer the search into any direction in objective space. This
can be used for Pareto front computations as seen above, however, may also have
other applications as the following discussion shows. In [1], robustness of optimal
solutions to MOPs subject to physical deterioration has been addressed. The prob-
lem posed in that study involves the need to steer the decorated performances (due
to undesired changes in some design parameters) as close as possible to the origi-
nal performances. In order to elucidate this demand for robustness, consider a two
parameter bi-objective design space (i.e., n = k = 2). Assume Figure 2 shows four
optimal solutions, and that the performance vector designated by the bold circle is
the decision makers selected solution (denote by x∗). Now suppose that due to wear,
one of the design parameters associated with that solution, changes (say x1). This
will cause the performances to deteriorate (see the triangle in both panels). Now sup-
pose that there is a way to actively change the remaining parameter x2 by actively
controlling its value. If this is done properly, the performances might be improved
to new performance vectors (designated in the figures by squares). The way the de-
teriorated performances are steered (controlled) as close as possible to the original
location, has been termed in [1] as ‘control in objective space’. In [1] the control

0 1 2 3 4 5 6
0

1

2

3

4

5

6

x
1

x 2

(a) Parameter space

0 1 2 3 4 5 6
0

1

2

3

4

5

6

f
1

f 2

(b) Image space

Fig. 2 Hypothetical two dimensional bi-objective design problem

problem has been defined as a regulative control problem, and a proportional con-
troller has been used to update the optimal solution in time. Note, however, that
since optimality is defined in objective space, the DS (or DDS) can be used to ac-
complish this task: The direction di is simply the difference of performance of the
desired solution and the performance of the actual performance at the (deteriorated)
point xi, i.e., di = F(x∗)−F(xi).



The Gradient Free Directed Search Method 165

To illustrate the performance of the suggested control scheme, we choose the
quadratic bi-objective problem

F :�15 →�2

F(x) = (‖x− a1‖2
2,‖x− a2‖2

2),
(36)

where a1 = (1, . . . ,1) and a2 = (−1, . . . ,−1). For the decision space we choose
n = 15 whereof three parameters deteriorate (x1, x2, and x3) and the rest can be con-
trolled. The results for the handling of the DDS controller with the above problem
are depicted in Figure 3 (a). The solid line represents the initial Pareto front. The
circle is the performance of the initial design. The performance after deterioration
occurs is marked with triangles. Since some design variables have deteriorated, the
Pareto front has changes in time. The deteriorated Pareto front in every time step
is marked with a dashed line. The final state of the DDS controlled performance
is marked with a black square, while the trajectory is marked with smaller gray
squares. Note that the trajectory is going along the Pareto optimal front, and stops
when the error is minimal. Figure 3 (b) depicts the performance of the deteriorated
product with and without the DDS controller. The uncontrolled performance is de-
scribed with triangles and the controlled one with squares.

We note that this result has been obtained by using the classical DS, however,
from this we conclude that the DDS might be an alternative choice for models where
no gradient information is at hand. We leave this for future research.
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Fig. 3 Result of the DS approach to the control problem
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6 Conclusions

In this paper, we have modified the Directed Search Method, a point-wise iterative
search procedure that allows to steer the search into any direction given in objective
space of a given MOP. The resulting algorithm, DDS, allows to perform similar iter-
ations as its original, however, without using gradient information but by exploiting
the neighborhood information in order to find a suitable search direction. The latter
makes the new algorithm in particular interesting for set oriented search procedures
such as MOEAs. Here, we have made a first attempt to demonstrate this by inte-
grating the DDS into MOEA/D. Comparisons on some benchmark functions have
shown the benefit of such a hybridization.

For future work, the development of more efficient memetic strategies as the one
proposed in this paper is an interesting topic which will call for a more sophisticated
interplay of local and global search. Also, the adaption of the DDS to higher dimen-
sional problems seems to be very interesting. Note that the choice of the number of
test points near a solution x0 that have to be chosen in order to find a search direction
merely depends on the number of objectives involved in the MOP, and not on the
dimension of the parameter space. Finally, we intend to utilize the DS/DDS in other
applications, e.g., in the context of changing market demands as described in [2].
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18. Schäffler, S., Schultz, R., Weinzierl, K.: A stochastic method for the solution of un-

constrained vector optimization problems. Journal of Optimization Theory and Applica-
tions 114(1), 209–222 (2002)

19. Schuetze, O., Equivel, X., Lara, A., Coello Coello, C.A.: Some comments on GD and
IGD and relations to the Hausdorff distance. In: GECCO 2010: Proceedings of the 12th
Annual Conference Comp. on Genetic and Evolutionary Computation, pp. 1971–1974.
ACM, New York (2010)

20. Schütze, O., Esquivel, X., Lara, A., Coello Coello, C.A.: Using the averaged Hausdorff
distance as a performance measure in evolutionary multi-objective optimization. IEEE
Transactions on Evolutionary Computation (2012), doi:10.1109/TEVC.2011.2161872

21. Schütze, O., Lara, A., Coello Coello, C.A.: The directed search method for unconstrained
multi-objective optimization problems. In: Proceedings of the EVOLVE – A Bridge Be-
tween Probability, Set Oriented Numerics, and Evolutionary Computation (2011)

22. Vasile, M.: A behavior-based meta-heuristic for robust global trajectory optimization. In:
IEEE Congress on Evolutionary Computing, vol. 2, pp. 494–497 (2007)

23. Van Veldhuizen, D.A.: Multiobjective Evolutionary Algorithms: Classifications,
Analyses, and New Innovations. PhD thesis, Department of Electrical and Computer En-
gineering. Graduate School of Engineering. Air Force Institute of Technology, Wright-
Patterson AFB, Ohio (May 1999)

24. Zhang, Q., Li, H.: MOEA/D: A multi-objective evolutionary algorithm based on decom-
position. multi-objective evolutionary algorithm based on decomposition 11(6), 712–731
(2007)



168 A. Lara et al.

25. Zhang, Q., Liu, W., Li, H.: The performance of a new version of moea/d on cec09 un-
constrained mop test instances. In: IEEE Congress on Evolutionary Computation, CEC
2009, pp. 203–208. IEEE (2009)

26. Zhang, Q., Suganthan, P.N.: Final report on CEC09 MOEA competition. In: Congress
on Evolutionary Computation, CEC 2009 (2009)

27. Zhang, Q., Zhou, A., Zhao, S., Suganthan, P.N., Liu, W., Tiwari, S.: Multiobjective op-
timization test instances for the cec 2009 special session and competition. University of
Essex, Technical Report (2008)

28. Zitzler, E., Thiele, L.: Multiobjective evolutionary algorithms: a comparative case study
and the strength Pareto approach. IEEE Transactions on Evolutionary Computation 3(4),
257–271 (1999)



Part IV
Combinatorial Optimization



A Hyperheuristic Approach for Guiding
Enumeration in Constraint Solving

Broderick Crawford, Carlos Castro, Eric Monfroy, Ricardo Soto,
Wenceslao Palma, and Fernando Paredes

Abstract. In this paper we design and evaluate a dynamic selection mechanism of
enumeration strategies based on the information of the solving process. Unlike pre-
vious research works we focus in reacting on the fly, allowing an early replacement
of bad-performance strategies without waiting the entire solution process or an ex-
haustive analysis of a given class of problems. Our approach uses a hyperheuristic
approach that operates at a higher level of abstraction than the Constraint Satis-
faction Problems solver. The hyperheuristic has no problem-specific knowledge. It
manages a portfolio of enumeration strategies. At any given time the hyperheuristic
must choose which enumeration strategy to call. The experimental results show the
effectiveness of our approach where our combination of strategies outperforms the
use of individual strategies.

1 Introduction

Constraint Programming (CP) is a powerful software technology devoted to the
efficient resolution of constraint-based problems. Currently, CP is largely used in
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different application domains, for instance, in computer graphics, natural language
processing, database systems, electrical engineering, and even for sequencing the
DNA in molecular biology.

In CP, the selection of an enumeration strategy is crucial for the performance of
the resolution process, where a correct selection can dramatically reduce the compu-
tational cost of finding a solution. However, it is well-known that deciding a priori
the correct heuristic is quite difficult, as the effects of the strategy can be unpre-
dictable. In recent years, different efforts have been done to determine good strate-
gies based on the information generated through the resolution process. However,
deciding what information must be measured and how to redirect the search is an
ongoing research direction.

There exist various studies about enumeration strategies [2, 5], some centered
in defining general criteria, e.g., the smallest domain for variable selection, and its
minimum, maximum, or a random value for value selection. As opposed to this idea,
some research works have proposed strategies for a given class of problems, e.g., for
job shop scheduling [14], as well as for configuration design [6]. We can also find
research focused on determining the best strategy based on some criterion [15], i.e.,
the selection heuristic is determined only once before starting the resolution process,
remaining unchangeable during the whole process. However, deciding a priori the
correct heuristics is quite hard, as the effects of the strategy can be unpredictable. In
recent years, multiple efforts have been done to determine good strategies based on
the information generated through the resolution process.

Cowling et al. first introduced the term hyperheuristic [7]. In their words, a hy-
perheuristic is an “approach that operates at a higher level of abstraction than meta-
heuristics and manages the choice of which low-level heuristic method should be
applied at any given time, depending upon the characteristics of the region of the
solution space currently under exploration.”. This means that the hyperheuristic it-
self does not search for a better solution to the problem, instead, it selects at each
step of the solution process the most promising simple low-level heuristic (or com-
bination of heuristics) which is potentially able to improve the solution. On the other
hand, if there is no improvement, i.e., a locally optimal solution is found, the hy-
perheuristic diversifies the search to another area of the solution space by selecting
appropriate heuristics from the given set.

Low-level heuristics usually represent the simple local search neighborhoods
or the rules used by human experts for constructing solutions. However, it is also
possible that more complex heuristics such as metaheuristics can be considered at a
lower level. All domain-specific information is concentrated in the set of low-level
heuristics and the objective function. Hyperheuristics do not require knowledge of
how each low-level heuristic works or the contents of the objective function of the
problem (other than the value returned). It only needs to know the direction of the
optimization process (maximizing or minimizing) and analyzes the value of one
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or more objective functions and, sometimes, the amount of CPU time required to
perturb the solution, which are returned by the low-level heuristic after its call.

Considering the aforementioned concerns, we are interested in making good
choices for enumeration, i.e., selection of a variable and a value. However, unlike
previous research works we focus our research in reacting on the fly, allowing an
early replacement of bad-performance strategies without waiting the entire solution
process or an exhaustive analysis of a given class of problems. Regarding this issue,
we use Autonomous Search (AS) principles [9] where a system should be able to
change its internal components when exposed to changing external forces and op-
portunities, in order to obtain better results. More precisely, we use a hyperheuristic
approach that operates at a higher level of abstraction than the CSP solver. The hy-
perheuristic has no problem-specific knowledge. It manages a portfolio of enumera-
tion strategies. At any given time the hyperheuristic must choose which enumeration
strategy to call. Our approach exploits search process features to dynamically adapt
a CP solver changing the enumeration strategy in use when another strategy looks
more promising in order to solve the CSP at hand.

The contributions of this paper are the following:

• We propose a hyperheuristic approach to decide which enumeration strategy
to apply at each decision step during the search.

• We define a choice function which adaptively ranks the enumeration strategies
allowing our approach be able to detect a poor search performance and, as
a result, replace the enumeration strategy with a better one. The problem of
determining the best set of parameters of the choice function is tackled using a
Genetic Algorithm (GA). Thus,

• We identify and measure a set of indicators which allows the classification
of the execution process state such that we are able to determine if the cur-
rent strategy exhibits a poor performance. We perform a correlation analysis
in order to detect indicators that are not useful because they behave as another
indicator.

The rest of this paper is organized as follows. In Section 2 we present our approach
to meet the challenge of dynamic selecting enumeration strategies for solving CSPs.
Section 3 presents the benchmark problems and the experiments settings. We then
present the experiments and the analysis of results. Finally, in Section 5 we conclude
and highlight future directions of research.

2 A Hyperheuristic Approach for Dynamic Selection
of Enumeration Strategies

One of the main goals of using hyperheuristics is the aim of achieving robust-
ness in terms of good-enough, cheap-enough, soon-enough solutions across a wide
range of problems and domains. A hyperheuristic itself is a heuristic that drives the
search process at a high level by controlling a set of low level heuristics. These low
level heuristics can be perturbative or constructive. However it would be difficult



174 B. Crawford et al.

to achieve its main goals without a certain level of learning ability, which might be
needed in order for the hyperheuristic to solve different problems in an effective
manner.

In this section we present a hyperheuristic approach which decides which enu-
meration strategy to apply at each decision step during the search. Then, we present
the details of the proposal including the indicators used to measure the solving pro-
cess, a Choice Function that determines the performance of a given enumeration
strategy in a given amount of time through a set of indicators and control parame-
ters. Finally, we present a GA used to tune the parameters of the choice function.

Fig. 1 Hyperheuristic framework based on a choice function

2.1 The Hyperheuristic Approach

Hyperheuristic systems employ one of two approaches in deciding on which con-
structive heuristic to apply next. The first either identifies or adapts an existing
heuristic to be applied at each stage of the construction process, while the second
approach optimizes a search space of heuristic combinations, i.e., list of low-level
heuristics. The study presented in this work focuses on the second approach taken by
hyperheuristic systems, i.e., the generation of combinations of low-level heuristics.
To allow the hyperheuristic to operate, we define a Choice Function which adap-
tively ranks the enumeration strategies [8]. The Choice Function provides guidance
to the hyperheuristic (see Figure 1) by indicating which enumeration strategy should
be applied next based upon the information of the search process (it should be cap-
tured through some indicators). The Choice Function is defined as a weighted sum
of indicators (a linear combination) expressing the recent improvement produced by
the enumeration strategy called.
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2.2 Measuring the Solving Process: Indicators

An indicator provides information that will enable us to know the state of progress
in the solution process for a problem. Indicators can be divided into base indicators
and calculated indicators (from the base indicators), see Table 5 and 6 respectively.

2.2.1 Indicators for the Search-Tree Process Cost

The cost measures allow us to decide when one strategy performs better than another
[3]. While the comparison with other techniques may be done once the resolution
of the problem has ended, some of these indicators could be used in intermediate
stages of the process to assess the performance of resolution process at a specific
time. Example of this kind of indicators are:

• Number of backtracks (Backtracks) [3, 4, 13, 15]: Counts the number of times
the resolution process goes back from a variable x j to its predecessor xi after
having proved that none of the extensions of x j can be extended to a solution.
In terms of the search tree, it counts the number of times the search goes up in
the tree from a node u to its predecessor after having exhausted the last child
of u. The condition for a node u to be counted as a backtrack node is that it has
some children which have been visited, and that none of them was successful.

• Number of nodes (Nodes) [3]: Counts the number of visited nodes.
• Runtime/CPU time [4, 13]: Measures the time required in solution process of

a problem.

Collecting the indicators and using all of them in the choice function is a costly task
(it is a combinatorial problem by itself). We thus use correlation analysis to detect
indicators that are not useful because they behave as another indicator. A correlation
analysis was performed to detect pairs or sets of highly related indicators, and thus
equivalent. We use the Pearson Correlation Coefficient, which is sensitive to a linear
relationship between two variables. The criteria used to detect pairs of indicators
highly related was an absolute value of correlation coefficient at least of 0,9. We
identified the indicators highly related (see Table 1), then we will use only one of
them (one per row) in our Choice Functions. Thus, for example, we will use VF (the
number of fixed variables) and not d (the current depth in the search tree) since they
are highly related, and thus redundant.

Table 1 Indicators highly related (group by row)

Positive Linear
Relationship

1 B N TAVFES TSB PTAVFES DB
2 VF d
3 VFPS PVFPS
4 d pr Thrash

Negative Linear
Relationship

1 VU VF
2 VU d
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2.3 Choice Function

As mentioned above, our hyperheuristic is based upon a choice function, which
adaptively ranks the enumeration strategies. The choice function value of each enu-
meration strategy is determined based on information with regards to performance
indicators. The choice function attempts to capture the correspondence between the
historical performance of each enumeration strategy and the decision point currently
being investigated. Here, a decision point or step is performed every time the solver
is invoked to fix a variable by enumeration.

The choice function is used to rank and choose between different enumeration
strategies at each step. For any enumeration strategy S j, the choice function f in step
n for S j is defined by Equation 1, where l is the number of indicators considered and
α is a parameter to control the relevance of the indicator within the choice function.

fn(S j) =
l

∑
i=1

αi fin(S j) (1)

Additionaly, to control the relevance of an indicator i for a strategy S j in a period
of time, we use a popular statistical technique for producing smoothed time series
called exponential smoothing. The idea is to associate greater importance to recent
performance by exponentially decreasing weights to older observations. The ex-
ponential smoothing is applied to the computation of fin(S j), which is defined by
equations 2 and 3, where vi1 is the value of the indicator i for the strategy S j in time
1, n is a given step of the process, β is the smoothing factor, and 0 < β < 1.

fi1(S j) = vi1 (2)

fin(S j) = vin +βi fin−1(S j) (3)

Then the exponentially smoothed moving average for step n is given by

fin(S j) = vin +βivin−1 +β
2
i vin−2 +β

3
i vin−3 + ........ (4)

Let us note that the speed at which the older observations are smoothed (dampened)
depends on β . When β is close to 0, dampening is quick, and when it is close to 1,
dampening is slow.

2.4 Choice Function Tuning with a Multilevel Structure

The search for the best tuning of parameters αi of the CSP solver (based on the
Choice Function) may be formulated as an optimization problem. Hence, this
meta-optimization approach may be performed by a metaheuristic. This approach
is composed of two levels [16]: the meta-level and the base level. At the meta-level,
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a metaheuristic operates on solutions representing the parameters of the metaheuris-
tic to optimize. A solution X at the meta-level will represent all the parameters we
want to optimize. At the meta-level, the objective function fm associated with a so-
lution X is a performance indicator of the metaheuristic using the parameters speci-
fied by the solution X . Hence, to each solution X of the meta-level will correspond
an independent metaheuristic in the base level. The metaheuristic of the base level
operates on solutions that encode solutions of the original problem. The objective
function fb used by the metaheuristics of the base level is associated with the tar-
get problem. The study presented in this work at the meta-level employs a Genetic
Algorithm to search the heuristic space of choice functions of the base level (see
Figure 2).

Then, in order to determine the most appropriate set of parameters αi for the
choice function we use a multilevel approach. The parameters are fine-tuned by a
GA which trains the choice function carrying out a sampling phase. Sampling occurs
during an initial information gathering phase where the search is run repeatedly until
a fix cutoff (i.e., until a fixed number of variables instantiated, number of visited
nodes, number of backtracks or number of steps). After sampling, the problem is
solved with the most promising set of parameter values for the choice function.

The upper-level GA simulates, evaluates and evolves different combinations of
parameters, relieving the task of manual parameterization. Each member of the pop-
ulation encodes the parameters of a choice function, then these individuals are used
in order to create a choice function instance. Each choice function instantiated (i.e.
each chromosome) is evaluated in a sampling phase trying to solve partially the
problem at hand. An indicator of process performance is used as a fitness value
for the chromosome, (number of visited nodes, number of backtracks or number of
steps). After each chromosome of the population is evaluated, selection, crossover
and mutation are used to breed a new population of choice functions. As noted
above, the multilevel approach is used to tune the choice function, the resulting
choice function is applied to solve the entire CSP problem.

Fig. 2 Multilevel parameterization
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3 Experimental Evaluation

In this Section, we provide a performance evaluation of our approach. We have im-
plemented a solver using ECLiPSe Constraint Programming System version 5.10
and java with NetBeans IDE 6.7.1. Tests have been performed on a 2.33GHZ In-
tel Core2 Duo with 2GB RAM running Windows XP. We describe the benchmark
problems used to test our approach. We then evaluate our proposal using the bench-
mark problems and we analyze the results. The problems used to test our approach
were the following: N-queens (NQ), Magic square (MS) and Sudoku.

The variable selection heuristics used in the experiments are:

• input order: the first entry in the list is selected.
• anti first fail: the entry with the largest domain size is selected.
• first fail: the entry with the smallest domain size is selected (also known as min-

imun remaining values).
• occurrence: the entry with the largest number of attached constraints is selected.

The value selection heuristics used are:

• indomain(Var,min): it starts with the smallest element and upon backtracking
tries successive elements until the entire domain has been explored

• indomain(Var,max): it starts the enumeration from the largest value downwards

The combination of variable and value selection heuristics generates eight enumer-
ation strategies as shown in Table 2.

Table 2 Enumeration strategies used

S1 = input order+indomain(Var,min)
S2 = anti first fail+indomain(Var,min)
S3 = first fail+indomain(Var,min)
S4 = occurrence+indomain(Var,min)
S5 = input order+indomain(Var,max)
S6 = anti first fail+indomain(Var,max)
S7 = first fail+indomain(Var,max)
S8 = occurrence+indomain(Var,max)

Considering the correlation analysis of the indicators we considered the following
combinations of them in order to test some different choice functions (see Table 3).

The genetic algorithm used to obtain the best weigths (α’s) of the choice func-
tions was implemented using the parameters showed in Table 4. The GA was imple-
mented using the Java Genetic Algorithm Package 1(JGAP) version 3.5. The basic
behavior of a GA implemented using JGAP contains three main steps: a setup phase,
the creation of the initial population and the evolution of the population.

As mentioned above, our main goal is to determine if the current strategy exhibits
a poor performance and whether it is necessary to replace it with a better one. We
are thus concerned to apply a combination of strategies rather than only one. Our

1 http://jgap.sourceforge.net
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Table 3 Choice functions used in the experiments

CF1: α1B+α2V F +α3V FPS+α4T hrash CF13: α1N +α2d+α3V FPS+α4T hrash
CF2: α1B+α2V F +α3V FPS+α4d pr CF14: α1N +α2d+α3V FPS+α4d pr
CF3: α1B+α2V F +α3PV FPS+α4T hrash CF15: α1N +α2d+α3PV FPS+α4T hrash
CF4: α1B+α2V F +α3PV FPS+α4d pr CF16: α1N +α2d+α3PV FPS+α4d pr
CF5: α1B+α2d+α3V FPS+α4T hrash CF17: α1B+α2VU +α3V FPS+α4T hrash
CF6: α1B+α2d+α3V FPS+α4d pr CF18: α1B+α2VU +α3V FPS+α4d pr
CF7: α1B+α2d+α3PV FPS+α4T hrash CF19: α1B+α2VU +α3PV FPS+α4T hrash
CF8: α1B+α2d+α3PV FPS+α4d pr CF20: α1B+α2VU +α3PV FPS+α4d pr
CF9: α1N +α2V F +α3V FPS+α4T hrash CF21: α1N +α2VU +α3V FPS+α4T hrash
CF10: α1N +α2V F +α3V FPS+α4d pr CF22: α1N +α2VU +α3V FPS+α4d pr
CF11: α1N +α2V F +α3PV FPS+α4T hrash CF23: α1N +α2VU +α3PV FPS+α4T hrash
CF12: α1N +α2V F +α3PV FPS+α4d pr CF24: α1N +α2VU +α3PV FPS+α4d pr

Table 4 GA parameters

Parameter Value

Number of generations 20
Population size 30
Crossover type Uniform crossover
Crossover rate 0.4

Mask probability 0.5
Mutation rate 0.025

Selector tournament size 3
Tournament selector parameter (p) 0.75

Fitness number of visited nodes

solver uses a single strategy at a time, but when a strategy is judged (by the choice
function) to have a poor behaviour, it is replaced by another one in order to explore
differently the search tree.

For comparison with our choice function approach (using the portfolio of 8 enu-
meration strategies), we considered 8 enumeration strategies used solely (F+ID,
AMRV + ID, MRV + ID, O + ID, F + IDM, AMRV + IDM, MRV + IDM, and O +
IDM), and a random selection. In the experiments with Random and Choice Func-
tion approaches we show min (the minimum value) , avg (the average obtained of
the experiments where a solution was found before the timeout of 65535 steps), sd
(the standard deviation), max (the maximum value) and [%] (the percentage of the
experiments performed before the timeout is reached).

3.1 Results

For each measurement, the results were obtained over 30 experiments. Tables 7, 8
and 9 present the results measured in terms of number of backtracks. More pre-
cisely, Table 7 shows the results related to the N-Queens problem. Tables 8 and 9
show the results related to the problems Magic square and Sudoku. Table 10 presents
the ranking of the competing approaches w.r.t N-Queens, Magic square and Sudoku
respectively.



180 B. Crawford et al.

Ta
bl

e
5

B
as

e
In

di
ca

to
rs

C
od

e
N

am
e

(B
as

e
In

di
ca

-
to

rs
)

D
es

cr
ip

ti
on

C
al

cu
la

te
R

ef
er

en
ce

s

St
ep

N
um

be
r

of
M

ea
su

re
-

m
en

ts
E

ve
ry

ti
m

e
th

e
ch

oi
ce

fu
nc

ti
on

is
us

ed
St

ep
+

+

T
V

To
ta

l
N

um
be

r
of

V
ar

i-
ab

le
s

To
ta

lN
um

be
ro

fV
ar

ia
bl

es
in

th
e

Pr
ob

le
m

.I
ti

s
an

in
di

-
ca

to
r

in
re

la
ti

on
w

it
h

th
e

ch
ar

ac
te

ri
st

ic
of

th
e

pr
ob

le
m

,
ra

th
er

th
an

th
e

so
lv

in
g

pr
oc

es
s.

It
s

va
lu

e
is

co
ns

ta
nt

du
ri

ng
th

e
pr

oc
es

s

le
ng

th
(A

ll
V

ar
s,

N
)

V
U

V
ar

ia
bl

es
U

nfi
xe

d
N

um
be

r
of

V
ar

ia
bl

es
U

nfi
xe

d
va

r
co

un
t(

R
es

t,
V

U
).

C
on

ce
pt

ua
ll

y
co

rr
e-

sp
on

ds
to

le
ng

th
(R

es
t,N

)
-

V
t1

.W
he

re
“V

t1
”

is
th

e
nu

m
be

r
of

va
ri

ab
le

s
w

it
h

do
m

ai
n

si
ze

eq
ua

l
to

1
in

th
e

V
ar

ia
bl

es
U

nfi
xe

d
se

t.
N

ot
e

th
at

“V
t1

”
is

eq
ua

lt
o

V
FP

S
(s

ee
Ta

bl
e

6)
.

SB
Sh

al
lo

w
B

ac
kt

ra
ck

s
W

he
n

w
e

tr
y

to
as

si
gn

a
va

lu
e

to
th

e
cu

rr
en

t
va

ri
-

ab
le

,
th

e
co

ns
tr

ai
nt

pr
op

ag
at

io
n

pr
oc

es
s

is
au

to
m

at
i-

ca
ll

y
tr

ig
ge

re
d.

If
it

yi
el

ds
a

fa
il

ur
e,

th
e

ne
xt

va
lu

e
is

tr
ie

d.

[1
]

SS
Se

ar
ch

Sp
ac

e
C

ur
re

nt
Se

ar
ch

Sp
ac

e
∏
(D

om
i)

t
[1

3]
SS

pr
Pr

ev
io

us
Se

ar
ch

Sp
ac

e
Pr

ev
io

us
Se

ar
ch

Sp
ac

e
∏
(D

om
i)

t−
1

[1
3]

B
B

ac
kt

ra
ck

s
If

th
e

C
ur

re
nt

V
ar

ia
bl

e
ca

us
es

a
D

ea
d-

E
nd

(P
ro

pa
ga

-
ti

on
th

at
pr

od
uc

es
an

E
m

pt
y

D
om

ai
n)

th
en

th
e

A
lg

o-
ri

th
m

B
ac

kt
ra

ck
s

to
th

e
Pr

ev
io

us
ly

In
st

an
ti

at
ed

V
ar

i-
ab

le

E
ve

ry
T

im
e

yo
u

T
ry

to
Pe

rf
or

m
a

B
.A

co
un

te
r

is
se

tt
o

in
cr

ea
se

by
on

e
[3

,4
,1

0,
11

,1
3,

15
]

N
N

od
es

N
um

be
r

of
N

od
es

V
is

it
ed

A
co

un
te

r
is

se
t

to
in

cr
ea

se
by

on
e

ev
er

y
ti

m
e

yo
u

vi
si

ta
no

de
[3

]



A Hyperheuristic Approach for Guiding Enumeration in Constraint Solving 181

Ta
bl

e
6

C
al

cu
la

te
d

In
di

ca
to

rs

C
od

e
N

am
e

(C
al

cu
la

te
d

In
di

ca
to

rs
)

D
es

cr
ip

ti
on

C
al

cu
la

te
R

ef
er

en
ce

s

V
F

V
ar

ia
bl

es
Fi

xe
d

N
um

be
r

of
V

ar
ia

bl
es

Fi
xe

d
by

E
nu

m
er

at
io

n
an

d
Pr

op
ag

at
io

n
(T

V
−

V
U
)

[5
,1

0]
V

FE
S

V
ar

ia
bl

es
Fi

xe
d

by
E

nu
m

er
at

io
n

in
ea

ch
St

ep
N

um
be

r
of

V
ar

ia
bl

es
Fi

xe
d

by
E

nu
m

er
at

io
n

in
ea

ch
St

ep
.I

tm
ak

es
se

ns
e

w
he

n
th

e
nu

m
be

r
of

st
ep

s
is

gr
ea

te
r

th
an

1
1

[5
,1

3]

TA
V

FE
S

To
ta

l
A

cc
um

ul
at

ed
of

V
ar

ia
bl

es
Fi

xe
d

by
E

nu
m

er
at

io
n

in
ea

ch
St

ep
N

um
be

r
of

To
ta

l
A

cc
um

ul
at

ed
V

ar
ia

bl
es

Fi
xe

d
by

E
nu

m
er

at
io

n
in

ea
ch

St
ep

∑
(V

F
E

S)
[5

,1
3]

V
FP

S
V

ar
ia

bl
es

Fi
xe

d
by

Pr
op

ag
at

io
n

in
ea

ch
St

ep
N

um
be

r
of

V
ar

ia
bl

es
Fi

xe
d

by
Pr

op
ag

at
io

n
in

ea
ch

St
ep

.N
ot

e
th

at
V

FP
S

is
eq

ua
lt

o
“V

t1
”

(s
ee

Ta
bl

e
5)

le
ng

th
(R

es
t,

N
)
−

V
U

[1
3]

TA
V

FP
S

To
ta

l
A

cc
um

ul
at

ed
of

V
ar

ia
bl

es
Fi

xe
d

by
Pr

op
ag

at
io

n
in

ea
ch

St
ep

N
um

be
r

of
To

ta
l

A
cc

um
ul

at
ed

V
ar

ia
bl

es
Fi

xe
d

by
Pr

op
ag

at
io

n
in

ea
ch

St
ep

∑
(V

F
P

S)
[1

3]

T
SB

To
ta

lS
ha

ll
ow

B
ac

kt
ra

ck
s

A
cc

um
ul

at
ed

N
um

be
r

of
Sh

al
lo

w
B

ac
kt

ra
ck

s
∑
(S

B
)

[1
]

d
pr

Pr
ev

io
us

D
ep

th
Pr

ev
io

us
D

ep
th

of
th

e
cu

rr
en

t
no

de
in

th
e

Se
ar

ch
T

re
e

[1
3]

d
D

ep
th

C
ur

re
nt

D
ep

th
of

th
e

cu
rr

en
tn

od
e

in
th

e
Se

ar
ch

T
re

e
[5

,1
3]

dm
ax

M
ax

im
um

D
ep

th
C

ur
re

nt
M

ax
im

um
D

ep
th

R
ea

ch
ed

in
th

e
Se

ar
ch

T
re

e
d

m
ax

is
d

,i
f

d
≥

d
m

ax
pr

[1
3]

d
m

ax
pr

Pr
ev

io
us

M
ax

im
um

D
ep

th
Pr

ev
io

us
M

ax
im

um
D

ep
th

R
ea

ch
ed

in
th

e
Se

ar
ch

T
re

e
M

A
X
(d

m
ax
) n
−

1
[1

3]
In

1
C

ur
re

nt
M

ax
im

um
D

ep
th

-P
re

vi
ou

s
M

ax
-

im
um

D
ep

th
R

ep
re

se
nt

s
a

V
ar

ia
ti

on
of

th
e

M
ax

im
um

D
ep

th
.

(d
m

ax
−

d
m

ax
pr
)

[1
3]

In
2

C
ur

re
nt

D
ep

th
-

Pr
ev

io
us

D
ep

th
Po

si
tiv

e
m

ea
ns

,
th

at
th

e
C

ur
re

nt
N

od
e

is
D

ee
pe

r
th

an
th

e
on

e
E

x-
pl

or
ed

at
th

e
Pr

ev
io

us
St

ep
.

(d
t
−

d t
−

1)
[1

3]

In
3

R
ed

uc
ti

on
Se

ar
ch

Sp
ac

e
If

Po
si

tiv
e,

T
he

C
ur

re
nt

Se
ar

ch
Sp

ac
e

is
Sm

al
le

r
th

an
th

e
on

e
at

Pr
ev

io
us

Sn
ap

sh
ot

.
((
(S

S t
−

1
−

SS
t)
/S

S t
−

1)
∗1

00
)

[1
3]

PV
FE

S
Pe

rc
en

ta
ge

of
V

ar
ia

bl
es

Fi
xe

d
by

E
nu

m
er

-
at

io
n

in
ea

ch
St

ep
It

m
ak

es
se

ns
e

w
he

n
th

e
nu

m
be

r
of

st
ep

s
is

gr
ea

te
r

th
an

1
((

V
F

E
S/

T
V
)
∗1

00
)

[5
]

PT
A

V
FE

S
Pe

rc
en

ta
ge

of
To

ta
lA

cc
um

ul
at

ed
of

V
ar

i-
ab

le
s

Fi
xe

d
by

E
nu

m
er

at
io

n
in

ea
ch

St
ep

((
T

AV
F

E
S/

T
V
)
∗1

00
)

[5
]

PV
FP

S
Pe

rc
en

ta
ge

of
V

ar
ia

bl
es

Fi
xe

d
by

Pr
op

a-
ga

ti
on

in
ea

ch
St

ep
((

V
F

P
S/

T
V
)
∗1

00
)

[5
]

PT
A

V
FP

S
Pe

rc
en

ta
ge

of
To

ta
l

N
um

be
r

of
V

ar
ia

bl
es

Fi
xe

d
by

Pr
op

ag
at

io
n

in
ea

ch
St

ep
((

P
T

AV
F

P
S/

T
V
)
∗1

00
)

[5
]

T
hr

as
h

T
hr

as
hi

ng
T

he
So

lv
in

g
Pr

oc
es

s
al

te
rn

at
es

E
nu

m
er

at
io

ns
an

d
B

ac
kt

ra
ck

s
on

a
fe

w
N

um
be

r
of

V
ar

ia
bl

es
w

it
ho

ut
Su

cc
ee

di
ng

in
ha

vi
ng

a
St

ro
ng

O
ri

en
ta

ti
on

.

(d
t−

1
−

V
F

P
S t
−

1)
[5

]

D
B

D
ep

th
B

ac
k

If
a

ba
ck

tr
ac

k
is

pe
rf

or
m

ed
.

C
ou

nt
ho

w
m

an
y

le
ve

ls
ba

ck
w

ar
d

in
th

e
D

ep
th

If
D
−

d
p
r
=

0,
th

en
ad

d
1.

If
D
<

d
p
r,

th
en

in
cr

ea
se

s
in

(d
p
r−

D
)
+

1.
In

an
ot

he
r

ca
se

m
ai

nt
ai

n
co

ns
ta

nt

[5
]



182 B. Crawford et al.

Ta
bl

e
7

N
um

be
r

of
B

ac
kt

ra
ck

s
so

lv
in

g
N

-Q
ue

en
s

pr
ob

le
m

w
it

h
di

ff
er

en
ts

tr
at

eg
ie

s

St
ra

te
gy

N
Q

N
Q

N
Q

N
Q

N
Q

n=
8

n=
9

n=
10

n=
11

n=
12

S 1
10

2
6

2
15

S 2
11

2
12

39
11

S 3
10

2
4

5
16

S 4
10

2
6

2
15

S 5
10

2
6

2
15

S 6
11

2
12

39
11

S 7
10

2
4

5
16

S 8
10

2
6

2
15

(m
in

)
av

g
±

sd
(m

ax
)

[%
]

(m
in

)
av

g
±

sd
(m

ax
)

[%
]

(m
in

)
av

g
±

sd
(m

ax
)

[%
]

(m
in

)
av

g
±

sd
(m

ax
)

[%
]

(m
in

)
av

g
±

sd
(m

ax
)

[%
]

R
an

do
m

(4
)

7,
5
±

2,
2

(1
2)

[1
00

]
(1

)
5,

3
±

3,
6

(1
1)

[1
00

]
(2

)
9,

5
±

5,
3

(2
1)

[1
00

]
(0

)
15

,5
±

8,
6

(3
3)

[1
00

]
(2

)
16

,4
±

11
,7

(3
9)

[1
00

]
C

F 1
(4

)
5,

7
±

2,
2

(1
0)

[1
00

]
(1

)
4,

5
±

3,
6

(1
1)

[1
00

]
(4

)
7,

1
±

2
(1

1)
[1

00
]

(0
)

5,
1
±

6,
4

(2
1)

[1
00

]
(1

)
14

,9
±

9,
8

(4
8)

[1
00

]
C

F 2
(4

)
6,

3
±

2,
5

(1
0)

[1
00

]
(1

)
3,

8
±

3,
4

(1
0)

[1
00

]
(4

)
6,

4
±

1,
5

(9
)

[1
00

]
(0

)
5,

1
±

8,
3

(3
8)

[1
00

]
(0

)
16

,5
±

13
,4

(4
6)

[1
00

]
C

F 3
(4

)
6,

4
±

2,
2

(1
0)

[1
00

]
(1

)
4
±

3,
2

(1
0)

[1
00

]
(2

)
6,

4
±

1,
9

(1
0)

[1
00

]
(0

)
5,

9
±

7,
5

(2
7)

[1
00

]
(0

)
11

,5
±

10
,4

(4
8)

[1
00

]
C

F 4
(4

)
6,

4
±

2,
2

(1
0)

[1
00

]
(1

)
4,

4
±

3
(1

0)
[1

00
]

(4
)

7
±

1,
6

(1
0)

[1
00

]
(0

)
4
±

5,
1

(2
0)

[1
00

]
(0

)
13

,8
±

7,
9

(2
5)

[1
00

]
C

F 5
(4

)
5,

6
±

2,
2

(1
0)

[1
00

]
(1

)
4,

2
±

3,
5

(1
0)

[1
00

]
(4

)
6,

5
±

1,
5

(1
0)

[1
00

]
(0

)
4,

7
±

7,
8

(3
4)

[1
00

]
(0

)
14

,2
±

10
,6

(4
7)

[1
00

]
C

F 6
(4

)
5,

8
±

2,
1

(1
0)

[1
00

]
(1

)
4,

8
±

3,
9

(1
0)

[1
00

]
(4

)
6,

4
±

1,
4

(1
1)

[1
00

]
(0

)
4,

1
±

5
(1

6)
[1

00
]

(2
)

13
,9
±

8
(3

0)
[1

00
]

C
F 7

(4
)

6,
2
±

2,
2

(1
0)

[1
00

]
(1

)
3,

9
±

3,
2

(1
0)

[1
00

]
(5

)
6,

6
±

1,
3

(1
0)

[1
00

]
(0

)
4,

4
±

6,
8

(3
5)

[1
00

]
(0

)
12
±

8,
8

(2
9)

[1
00

]
C

F 8
(4

)
5,

7
±

2
(1

0)
[1

00
]

(1
)

4,
4
±

3,
7

(1
0)

[1
00

]
(4

)
6,

8
±

1,
4

(1
0)

[1
00

]
(0

)
6,

5
±

9,
9

(3
7)

[1
00

]
(3

)
16

,7
±

13
(5

0)
[1

00
]

C
F 9

(4
)

6
±

2
(1

0)
[1

00
]

(1
)

4,
5
±

3,
5

(1
1)

[1
00

]
(5

)
7,

3
±

2
(1

2)
[1

00
]

(0
)

5,
2
±

6,
2

(1
9)

[1
00

]
(0

)
9,

9
±

8,
8

(3
1)

[1
00

]
C

F 1
0

(4
)

5,
1
±

1,
7

(1
0)

[1
00

]
(1

)
4,

3
±

3,
5

(1
0)

[1
00

]
(4

)
6,

6
±

1,
6

(1
2)

[1
00

]
(0

)
5,

4
±

7,
5

(3
1)

[1
00

]
(1

)
13

,6
±

9,
7

(4
5)

[1
00

]
C

F 1
1

(4
)

6,
2
±

2,
3

(1
0)

[1
00

]
(1

)
4,

2
±

3,
3

(1
0)

[1
00

]
(4

)
6,

7
±

1,
2

(1
0)

[1
00

]
(0

)
6,

6
±

9
(3

2)
[1

00
]

(2
)

12
,4
±

8,
4

(3
9)

[1
00

]
C

F 1
2

(4
)

6,
3
±

2,
1

(1
0)

[1
00

]
(1

)
4,

2
±

3,
4

(1
1)

[1
00

]
(4

)
6,

9
±

1,
9

(1
2)

[1
00

]
(0

)
3,

2
±

4,
9

(2
0)

[1
00

]
(0

)
14

,2
±

10
,8

(4
5)

[1
00

]
C

F 1
3

(4
)

6,
2
±

2,
2

(1
0)

[1
00

]
(1

)
4,

5
±

3,
6

(1
1)

[1
00

]
(4

)
6,

6
±

1,
6

(1
0)

[1
00

]
(0

)
4,

9
±

6
(1

7)
[1

00
]

(0
)

15
,2
±

10
,3

(4
4)

[1
00

]
C

F 1
4

(4
)

5,
7
±

2,
1

(1
0)

[1
00

]
(1

)
5,

1
±

3,
7

(1
1)

[1
00

]
(5

)
7,

2
±

1,
4

(1
1)

[1
00

]
(0

)
6,

7
±

8,
7

(3
4)

[1
00

]
(0

)
13

,5
±

10
,8

(4
7)

[1
00

]
C

F 1
5

(4
)

5,
9
±

1,
9

(1
0)

[1
00

]
(1

)
4,

3
±

3,
6

(1
0)

[1
00

]
(4

)
6,

9
±

1,
6

(1
1)

[1
00

]
(0

)
4,

7
±

6,
1

(2
1)

[1
00

]
(0

)
9,

5
±

6,
6

(2
1)

[1
00

]
C

F 1
6

(4
)

6,
5
±

2,
3

(1
0)

[1
00

]
(1

)
4,

3
±

3,
4

(1
0)

[1
00

]
(4

)
6,

8
±

1,
6

(1
0)

[1
00

]
(0

)
2,

9
±

4,
4

(1
6)

[1
00

]
(1

)
13

,8
±

7,
9

(3
0)

[1
00

]
C

F 1
7

(4
)

6,
8
±

2,
4

(1
0)

[1
00

]
(1

)
4,

1
±

3,
6

(1
0)

[1
00

]
(2

)
6,

4
±

2,
1

(1
3)

[1
00

]
(0

)
5,

4
±

8,
5

(4
1)

[1
00

]
(1

)
15

,5
±

9,
9

(3
7)

[1
00

]
C

F 1
8

(4
)

6,
7
±

1,
9

(1
0)

[1
00

]
(1

)
3,

5
±

3,
4

(1
1)

[1
00

]
(4

)
6,

5
±

1,
7

(1
1)

[1
00

]
(0

)
8
±

8,
9

(3
2)

[1
00

]
(1

)
13

,9
±

12
,5

(4
5)

[1
00

]
C

F 1
9

(4
)

6,
4
±

1,
9

(1
0)

[1
00

]
(1

)
3,

3
±

3
(1

1)
[1

00
]

(4
)

6,
9
±

2,
4

(1
6)

[1
00

]
(1

)
6,

2
±

7,
8

(3
4)

[1
00

]
(1

)
12

,7
±

10
(4

7)
[1

00
]

C
F 2

0
(4

)
7,

1
±

2,
5

(1
0)

[1
00

]
(1

)
5,

1
±

3,
8

(1
1)

[1
00

]
(2

)
6,

2
±

2
(1

0)
[1

00
]

(0
)

7,
9
±

9,
6

(3
5)

[1
00

]
(0

)
15

,8
±

10
,1

(5
0)

[1
00

]
C

F 2
1

(4
)

5,
9
±

2,
1

(1
0)

[1
00

]
(1

)
4,

5
±

3,
4

(1
0)

[1
00

]
(4

)
6,

8
±

1,
7

(1
1)

[1
00

]
(1

)
6,

3
±

10
,1

(3
5)

[1
00

]
(0

)
15

,4
±

11
,3

(4
5)

[1
00

]
C

F 2
2

(4
)

6
±

2,
1

(1
0)

[1
00

]
(1

)
3,

9
±

3,
5

(1
0)

[1
00

]
(4

)
6,

7
±

1,
4

(1
0)

[1
00

]
(0

)
5,

1
±

6,
7

(3
1)

[1
00

]
(0

)
14
±

8,
1

(2
7)

[1
00

]
C

F 2
3

(4
)

6,
4
±

2,
4

(1
0)

[1
00

]
(1

)
3,

6
±

3,
2

(1
0)

[1
00

]
(4

)
6,

7
±

2,
1

(1
3)

[1
00

]
(0

)
2,

8
±

4,
1

(1
6)

[1
00

]
(1

)
14

,6
±

7,
5

(3
6)

[1
00

]
C

F 2
4

(4
)

6
±

2
(1

0)
[1

00
]

(1
)

4,
5
±

3,
6

(1
1)

[1
00

]
(2

)
6,

7
±

2,
6

(1
1)

[1
00

]
(0

)
5,

1
±

6,
6

(2
8)

[1
00

]
(0

)
14

,6
±

11
,5

(5
0)

[1
00

]



A Hyperheuristic Approach for Guiding Enumeration in Constraint Solving 183

Table 8 Number of Backtracks solving Magic Square problem with different strategies

Strategy MS MS MS
n=3 n=4 n=5

S1 0 12 910
S2 4 1191 >46675
S3 0 3 185
S4 0 10 5231
S5 1 51 >47748
S6 0 42 >44157
S7 1 97 >47935
S8 1 29 >39008

(min) avg ± sd (max) [%] (min) avg ± sd (max) [%] (min) avg ± sd (max) [%]
Random (0) 0,7 ± 1,2 (4) [100] (0) 31,1 ± 43,9 (184) [100] (1) 3831 ± 8402,7 (37986) [66,7]

CF1 (0) 0,7 ± 1 (4) [100] (0) 51,8 ± 67,3 (181) [100] (0) 1615,5 ± 4447,1 (19640) [70]
CF2 (0) 0,5 ± 0,8 (4) [100] (0) 51,9 ± 74,8 (182) [100] (0) 976,9 ± 3246,3 (13113) [53,3]
CF3 (0) 0,7 ± 1,2 (4) [100] (0) 38,3 ± 50,3 (181) [100] (0) 1502,5 ± 4562,7 (19633) [80]
CF4 (0) 1,1 ± 1,5 (4) [100] (0) 38,4 ± 50,8 (181) [100] (0) 734,9 ± 2683,9 (12906) [76,7]
CF5 (0) 0,5 ± 0,8 (4) [100] (0) 45,3 ± 62,4 (181) [100] (0) 892,6 ± 1689,4 (6346) [80]
CF6 (0) 0,8 ± 1 (4) [100] (0) 54,6 ± 58,2 (193) [100] (0) 586,4 ± 1424,8 (6656) [83,3]
CF7 (0) 0,8 ± 1,2 (4) [100] (0) 69,9 ± 74,4 (181) [100] (3) 1716,4 ± 3276,2 (12918) [76,7]
CF8 (0) 0,8 ± 1,2 (4) [100] (0) 45,2 ± 65,4 (181) [100] (0) 219,9 ± 346,4 (1441) [70]
CF9 (0) 0,9 ± 1,5 (4) [100] (0) 35,7 ± 46,8 (149) [100] (0) 683,1 ± 2464 (12906) [90]
CF10 (0) 0,5 ± 0,8 (4) [100] (0) 43,9 ± 52,8 (181) [100] (0) 1047,6 ± 2846,9 (12906) [76,7]
CF11 (0) 0,9 ± 1,3 (4) [100] (0) 49,3 ± 62,2 (181) [100] (4) 1233,3 ± 3421,4 (14823) [63,3]
CF12 (0) 0,4 ± 0,8 (4) [100] (0) 34,3 ± 52,6 (181) [100] (0) 2253,5 ± 5095,7 (19632) [70]
CF13 (0) 1,2 ± 1,6 (4) [100] (0) 51,3 ± 59,7 (181) [100] (15) 1149,2 ± 3289,8 (14823) [70]
CF14 (0) 0,8 ± 1,2 (4) [100] (0) 25,3 ± 33,5 (111) [100] (0) 993,4 ± 2015,2 (6988) [56,7]
CF15 (0) 1,1 ± 1,4 (4) [100] (0) 40,1 ± 53,7 (174) [100] (0) 1435,5 ± 3721,6 (14823) [53,3]
CF16 (0) 0,9 ± 1,3 (4) [100] (0) 60,1 ± 57,2 (181) [100] (0) 1007,2 ± 3280 (14827) [66,7]
CF17 (0) 0,5 ± 0,8 (4) [100] (2) 56,4 ± 69,1 (181) [100] (11) 729 ± 1028 (3138) [53,3]
CF18 (0) 1 ± 1,3 (4) [100] (0) 35,1 ± 54,4 (179) [100] (1) 2962,9 ± 8011,8 (33285) [66,7]
CF19 (0) 1 ± 1,3 (4) [100] (0) 36 ± 52,4 (181) [100] (3) 5152,6 ± 8489,5 (23598) [50]
CF20 (0) 0,7 ± 1,2 (4) [100] (1) 35,4 ± 48,6 (160) [100] (1) 753,6 ± 1206,1 (4576) [56,7]
CF21 (0) 1,1 ± 1,6 (4) [100] (0) 40 ± 62,8 (181) [100] (0) 582,8 ± 989,6 (3638) [46,7]
CF22 (0) 0,9 ± 1,2 (4) [100] (0) 37,5 ± 59,6 (181) [100] (0) 397,6 ± 912,5 (4061) [70]
CF23 (0) 0,8 ± 1,4 (4) [100] (0) 60,8 ± 76,1 (181) [100] (0) 652,8 ± 969,2 (3208) [60]
CF24 (0) 0,7 ± 1 (4) [100] (0) 33,8 ± 52,9 (181) [100] (18) 913,3 ± 1655,8 (6933) [66,7]
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Table 9 Number of Backtracks solving Sudoku problem with different strategies

Strategy Sud Sud
2 12

S1 18 0
S2 10439 1
S3 4 2
S4 18 0
S5 2 3
S6 6541 3
S7 9 1
S8 2 3

(min) avg ± sd (max) [%] (min) avg ± sd (max) [%]
Random (3) 101,2 ± 71,9 (261) [100] (0) 1,8 ± 1,2 (4) [100]

CF1 (0) 5,5 ± 5,7 (23) [100] (0) 1,4 ± 0,9 (3) [100]
CF2 (0) 41,6 ± 184,8 (1019) [100] (0) 0,8 ± 0,9 (2) [100]
CF3 (1) 8,2 ± 16,1 (81) [100] (0) 1,2 ± 0,9 (3) [100]
CF4 (0) 12,9 ± 36,4 (203) [100] (0) 1 ± 0,9 (2) [100]
CF5 (0) 10,5 ± 20 (107) [100] (0) 1,3 ± 0,8 (2) [100]
CF6 (2) 6,1 ± 8,4 (45) [100] (0) 1 ± 0,8 (2) [100]
CF7 (0) 18,6 ± 34,3 (154) [100] (0) 1,4 ± 0,9 (3) [100]
CF8 (0) 8,1 ± 11,5 (58) [100] (0) 1,3 ± 1 (3) [100]
CF9 (1) 8,3 ± 13,6 (59) [100] (0) 0,9 ± 0,9 (2) [100]
CF10 (0) 7,4 ± 15 (82) [100] (0) 1,4 ± 0,9 (3) [100]
CF11 (0) 4,8 ± 5 (18) [100] (0) 1,2 ± 1 (3) [100]
CF12 (2) 11,5 ± 17,5 (74) [100] (0) 1,2 ± 1 (3) [100]
CF13 (0) 7,6 ± 16,5 (92) [100] (0) 1,2 ± 0,9 (2) [100]
CF14 (2) 43,8 ± 208,6 (1148) [100] (0) 1,4 ± 1 (3) [100]
CF15 (0) 10,1 ± 17,6 (86) [100] (0) 1,4 ± 0,9 (3) [93,3]
CF16 (0) 9,5 ± 16,2 (68) [100] (0) 1,2 ± 0,9 (3) [100]
CF17 (2) 23,9 ± 58,5 (322) [100] (0) 1,1 ± 1,1 (3) [100]
CF18 (0) 50,5 ± 209,9 (1158) [100] (0) 1,4 ± 0,8 (3) [100]
CF19 (1) 14,2 ± 19,4 (81) [100] (0) 1,3 ± 0,9 (3) [100]
CF20 (2) 7,8 ± 7,1 (25) [100] (0) 1,2 ± 0,9 (2) [100]
CF21 (1) 13,4 ± 23,5 (75) [100] (0) 1,4 ± 1 (3) [100]
CF22 (2) 120,8 ± 595,4 (3272) [100] (0) 1,4 ± 0,9 (3) [100]
CF23 (2) 12,5 ± 16,4 (67) [100] (0) 1,3 ± 0,8 (2) [100]
CF24 (1) 11,2 ± 18,9 (85) [100] (0) 1,1 ± 1 (3) [100]
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Our results agree with previous works showing good performance for strategies
following the first-fail principle for variable selection (starting with those variables
more difficult to assign values), strategies S3 and S7 in our work. Our decision-
making proposal is a structured process and the research shows that its results are,
on average, clearly better than the random selection of enumeration strategies. For
all the problems one of our choice functions was at least in top-3 ranking, finding
effective dynamic ways to improve the conmutation of enumeration strategies dur-
ing the search. This shows the ability of our approach to adapt itself to a different
problem and that it could adapt itself and converge to an efficient strategy for the
problem at hand. A global view of the search process can be obtained, by measur-
ing its performance by means of some indicators, but such techniques do not take
into account all the possible features. Many other features could be considered, but
they interact in such unpredictable ways that it is often difficult to specify an ad-
equate form of combining them. Our approach was able to combine dynamically
some basic enumeration strategies using the information of some few indicators of
the search.

The minimun value of backtracks reached in many experiments using our ap-
proach was zero (see min in Tables 7, 8, and 9. This demostrates that it is possible
to design “the best strategy” (or combination of enumeration strategies) for a spe-
cific problem.

4 Conclusions

In this paper we design a dynamic selection mechanism of enumeration strategies
based on the information of the solving process. We did not focus on improving the
resolution of a single problem, but we were interested in finding solutions good on
average for a set of problems. The experimental results show that our proposal is
able to consistently satisfy our requirements (of finding good solutions on average
for a set of problems). We are at least in top-3 ranking finding good dynamic ways
to solve many problems using a combination of enumeration strategies.

Among the main contributions of this work we can state the design and imple-
mentation of a solver that is able to measure the search process (using some basic
indicators) in order to perform an on-the-fly replacement of enumeration strategies
(using a portfolio of basic enumeration strategies). The solver is based on enumer-
ation strategies of different natures (based on the size of variable domains, on the
number of occurrences of the variables in the constraints) and some indicators on
the resolution progress (backtracks, visited nodes, variables fixed, shallow back-
tracks, deep of the search tree, ....). These basic components work properly together
using our framework. On the other hand, we have shown the developement of a
hybrid solver. In our approach the replacement of the enumeration strategies is per-
formed depending on a quality rank (priority), which is computed by means of a
choice function based hyperheuristic and its parameters are fine-tuned by a genetic
algorithm. This tuning is a form of search too. We were focused on a general meta-
level tuning of the adaptation mechanism. This could be seen as the resolution of an
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optimization problem whose solution would contain the optimal configuration of
the choice function.

The correct tuning of the choice function weights has a crucial effect on the
ability of the solver to properly solve specific problems. This setting is required
because every problem has different characteristics. Parameter (choice function
weights) tuning was difficult to achieve because the parameters are problem de-
pendent and the best values of parameters are not stable along the search. Therefore
static weights lead to sub-optimal searchs [12]. Moreover, parameters usually inter-
act in a complex way, so a single parameter will have a different effect depending
on the value of the others [12]. Then, combining the indicators in other form (non
linear) could be an extension of this work. Additionaly, this work may be extended
implementing other choice functions and tuning their parameters with other meta-
heuristics, benefiting from the addition of restarting, considering constraint propa-
gation and tackling optimization problems.
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Maximum Parsimony Phylogenetic Inference
Using Simulated Annealing

Jean-Michel Richer, Eduardo Rodriguez-Tello, and Karla E. Vazquez-Ortiz

Abstract. The Maximum Parsimony (MP) problem aims at reconstructing a phy-
logenetic tree from DNA sequences while minimizing the total number of genetic
transformations. In this paper we propose a carefully devised simulated annealing
implementation, called SAMPARS (Simulated Annealing for Maximum PARSi-
mony), for finding near-optimal solutions for the MP problem. Different possibili-
ties for its key components and input parameter values were carefully analyzed and
tunned in order to find the combination of them offering the best quality solutions to
the problem at a reasonable computational effort. Its performance is investigated
through extensive experimentation over well known benchmark instances show-
ing that our SAMPARS algorithm is able to improve some previous best-known
solutions.

Keywords: Maximum Parsimony, Phylogenetic Trees, Simulated Annealing.

1 Introduction

One of the main problems in Comparative Biology consists in establishing ancestral
relationships between a group of n species or homologous genes in populations of
different species, designated as taxa. These ancestral relationships are usually rep-
resented by a binary rooted tree, which is called a phylogenetic tree or a phylogeny
[19].

In the past phylogenetic trees were inferred by using morphologic characteris-
tics like color, size, number of legs, etc. Nowadays, they are reconstructed using the
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information from biologic macromolecules like DNA (deoxyribonucleic acid), RNA
(ribonucleic acid) and proteins. The problem of reconstructing molecular phyloge-
netic trees has become an important field of study in Bioinformatics and has many
practical applications in population genetics, whole genome analysis, and the search
for genetic predictors of disease [20, 35].

Given a set S = {S1,S2, . . . ,Sn} composed by n sequences of length k over a
predefined alphabet A (operational taxa previously aligned). A binary rooted phy-
logenetic tree T = (V,E) is used to represent their ancestral relationships, it consists
of a set of nodes V = {v1, . . . ,vr} and a set of edges E ⊆V ×V = {{u,v}|u,v∈V}.
The set of nodes V (|V | = (2n− 1)) is partitioned into two subsets: I, containing
n−1 internal nodes (hypothetical ancestors) each one having 2 descendants; and L,
composed of n leaves, i.e., nodes with no descendant.

The parsimony sequence Pw = {z1, · · · ,zk} for each internal node Iw ∈ I, whose
descendants are Su = {x1, · · · ,xk} and Sv = {y1, · · · ,yk}, is calculated with the fol-
lowing expression:

∀i,1 ≤ i≤ k,zi =

{
xi∪ yi, if xi∩ yi = /0
xi∩ yi, otherwise

. (1)

Then, the parsimony cost of the sequence Pw is defined as follows:

φ(Pw) =
k

∑
i=1

Ci where Ci =

{
1, if xi∩ yi = /0
0, otherwise

, (2)

and the parsimony cost for the tree T is obtained as follows:

φ(T ) = ∑
∀w∈I

φ(Pw) . (3)

Thus, the Maximum Parsimony (MP) problem consists in finding a tree topology
T ∗ for which φ(T ∗) is minimum, i.e.,

φ(T ∗) = min{φ(T ) : T ∈ T } , (4)

where T is the set composed by all the possible tree topologies (the search space of
the problem).

There exist many different methods reported in the literature, to solve the problem
of reconstructing phylogenetic trees. These can be classified in three main different
approaches. Distance methods [13, 32], Probabilistic methods [12, 33] and Cladistic
methods [11, 7]. In this paper we focus our attention in a cladistic method based on
the Maximum Parsimony (MP) criterion, which is considered in the literature as one
of the most suitable evaluation criterion for phylogenies [24, 34].

It has been demonstrated that the MP problem is NP-complete [17], since it is
equivalent to the combinatorial optimization problem known as the Steiner tree
problem on hypercubes, which is proven to be NP-complete [14].
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The MP problem has been exactly solved for very small instances (n≤ 10) using
a branch & bound algorithm (B&B) originally proposed by Hendy and Penny [18].
However, this algorithm becomes impractical when the number of studied species n
increases, since the size of the search space suffers a combinatorial explosion. The-
refore, there is a need for heuristic methods to address the MP problem in reasonable
time.

Andreatta and Ribeiro [4] compared three greedy algorithms of different com-
plexity: 1stRotuGbr, Gstep wR and Grstep. They concluded from their experiments
that, Gstep wR was more efficient than 1stRotuGbr, but expending more computa-
tional time. Grstep achieved good results only when it was combined with a local
search method. Even when these methods attained good quality solutions, they were
still far away from the optimal solutions.

In 2003, Barker proposed a software, called LVB, which implemented a multi-
start simulated annealing algorithm for solving the MP problem [5]. Later, an up-
dated version of LVB was released in 2010 [6]. This new version adds a hill-climbing
phase at the end of each simulated annealing search and a new stop condition.

Ribeiro and Viana [26] in 2005 applied a greedy randomized adaptive search
procedure (GRASP) for solving the MP problem and showed that this algorithm
had the best performance with respect to the state-of-the-art algorithms. Different
evolutionary algorithms were also reported for the MP problem. Among them we
found GA+PR+LS, a genetic algorithm hybridized with local search which employs
path-relinking to implement a progressive crossover operator [27]. More recently
Richer, Goëffon and Hao [28] introduced a memetic algorithm called Hydra which
yields the best-known solutions for a set of 20 benchmark instances proposed in
[25].

This paper aims at developing a new simulated annealing (SA) algorithm imple-
mentation (hereafter called SAMPARS) for finding near-optimal solutions for the
MP problem under the Fitch’s criterion. To achieve this, different possibilities for
its key components were carefully designed and evaluated. The SAMPARS input
parameter values yielding the best quality solutions to the problem at a reasonable
computational effort were determined by employing a tunning methodology based
on Combinatorial Interaction Testing. The performance of the new proposed im-
plementation is investigated through extensive experimentation over 20 well known
benchmark instances and compared with other existing state-of-the-art algorithms,
showing that our algorithm is able to improve some previous best-known solutions.

The rest of this paper is organized as follows. In Section 2 the components of
our SAMPARS implementation are discussed in detail. Then, three computational
experiments are presented in Sect. 3 devoted to determine the best parameter settings
for SAMPARS and to compare its performance with respect to LVB, an existing
SA implementation [5, 6] and two other representative state-of-the-art algorithms:
GA+PR+LS [27] and Hydra [15]. Finally, the last section summarizes the main
contributions of this work and presents some possible directions for future research.
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2 An Improved Implementation of a Simulated Annealing
Algorithm

Simulated Annealing (SA) is a general-purpose stochastic optimization technique
that has proved to be an effective tool for approximating globally optimal solutions
to many NP-hard optimization problems. However, it is well known that develop-
ing an effective SA algorithm requires a careful implementation of some essential
components and an appropriate tuning of the parameters used [21, 22].

In this section we present an improved implementation of a SA algorithm (Algo-
rithm 1), that we called SAMPARS, for finding tree topologies (phylogenies) with
near-optimal parsimony costs under the Fitch’s criterion. The main difference of our
implementation, with respect to LVB [5, 6], occurs in the neighborhood function
(line 7) which has been tailored to fit the specificity of the MP problem. SAMPARS
employs a composed neighborhood function combining standard neighborhood re-
lations for trees with a stochastic descent algorithm on the current solution (see Sect.
2.4), while LVB randomly selects a neighbor T ′ ∈ T of the current solution T .

Algorithm 1 SAMPARS algorithm
input: N , φ , ti, CL, α, β
T ← GenerateInitialSolution()
T ∗ ← T
j ← 0
t j ← ti
repeat

c← 0
while c <CL do

c← c+1
T ′ ← GenerateNeighbor(T,c,N )
Δφ ← φ(T ′)−φ(T )
Generate a random u ∈ [0,1]

if (Δφ < 0) or (e−Δφ/t > u) then
T ← T ′

if φ(T ′)< φ(T ∗) then T ∗ ← T ′

j ← j+1
t j ← UpdateCurrentTemperature(t j−1)

until < stop condition >
return T ∗

Next all the implementation details of the proposed SAMPARS algorithm are
presented. For some of these components different possibilities were analyzed
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(see Sect. 3.2) in order to find the combination of them which offers the best quality
solutions at a reasonable computational effort.

2.1 Internal Representation and Search Space

Let T be a potential solution in the search space T , that is a phylogenetic tree
representing the ancestral relationships of a group of n operational taxa, each one of
length k over a predefined alphabet A . Then T is represented as a binary rooted tree
composed of n− 1 internal nodes and n leaves. The size of the search space |T |,
i.e., the number of rooted tree topologies is given by the following expression [40]:

|T |= (2n− 3)!/2n−2(n− 2)! (5)

2.2 Evaluation Function

The evaluation function is one of the key elements for the successful implementation
of metaheuristic algorithms because it is in charge of guiding the search process
toward good solutions in a combinatorial search space.

Previously reported metaheuristic methods for solving the MP problem have
commonly evaluated the quality of a potential solution, φ(T ), using the parsimony
cost depicted in (3) [4, 5, 26, 27, 28]. In our SAMPARS implementation this evalu-
ation function was also used.

2.3 Initial Solution

The initial solution is the starting phylogenetic tree used for the algorithm to begin
the search of better configurations in the search space T .

In the existing SA implementation for the MP problem [5, 6] the initial solution
is randomly generated. In contrast, SAMPARS creates the starting solution using
a greedy procedure that guarantees a better quality initial solution. The proposed
procedure can be described as follows.

First, it generates a random permutation of the studied taxa, which is used to
indicate the order in which the leaves (taxa) will be processed. Then, the root node
of the tree is created and the first and second taxa in the permutation are binded
to it. The rest of the taxa in the permutation are appended to the tree one by one.
Each time a new taxon is added to the partial tree, the algorithm analyzes all the
possible insertion positions in order to select the one that minimizes the increase in
the tree’s parsimony cost. This process is iterated until all the remaining taxa in the
permutation are processed.



194 J-M. Richer, E. Rodriguez-Tello, and K.E. Vazquez-Ortiz

2.4 Neighborhood Functions

The most common practice in the reported metaheuristics for the MP problem [4, 26,
27] is employing one of the following three neighborhood functions. The first one,
called Nearest Neighbor Interchange (NNI), was proposed by Waterman and Smith
[39]. It exchanges two subtrees separated by an internal node. Given that each tree
has n− 3 internal nodes and two possibles moves by branch, then there exist 2n−
6 NNI neighboring solutions [29]. The second one, is known as Subtree Pruning
and Regrafting (SPR) [36]. It cuts a branch of the tree and reinserts the resulting
subtree elsewhere generating a new internal node. For each tree there exist 2(n−
3)(2n− 7) possible SPR neighboring solutions [3]. Finally, the Tree Bisection and
Reconnection (TBR) [36] consists in dividing the tree into two subtrees that will be
reconnected from one of their branches. From a given tree, the TBR neighborhood
induces at most (2n− 3)(n− 3)2 neighboring trees [3].

LVB, the existing SA implementation for the MP problem [5, 6] alternates the use
of the NNI and SPR neighborhood functions at each iteration of the search process.
In the case of our SAMPARS algorithm both the SPR and the TBR neighborhood
relations are implemented. However, from our preliminary experiments it has been
observed that the separated use of these neighborhood functions is not sufficient to
reach the best-known solutions, because both of them are highly disruptive. In or-
der to achieve a better performance for SAMPARS, we have decided to use a third
complementary neighborhood structure. It is based on a stochastic descent algo-
rithm with a best-improve scheme which is occasionally applied to the neighboring
solution T ′ prior to returning it. Our compound neighborhood function is inspired
by the ideas reported in [23], where the advantage of using this approach is well
documented.

Algorithm 2 GenerateNeighbor
input: T, c, N
randomly select T ′ ∈N (T ) // A SPR or TBR neighboring solution
if c is a multiple of 15 then

T ′ ← Descent(T ′)

return T ′

2.5 Cooling Schedule

A cooling schedule is defined by the following parameters: an initial temperature, a
final temperature or a stopping criterion, the maximum number of neighboring so-
lutions that can be generated at each temperature (Markov chain length), and a rule
for decrementing the temperature. The cooling schedule governs the convergence of
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the SA algorithm. At the beginning of the search, when the temperature is large, the
probability of accepting solutions of worse quality than the current solution (uphill
moves) is high. It allows the algorithm to escape from local minima. The probability
to accept such moves is gradually decreased as the temperature goes to zero.

The literature offers a number of different cooling schedules, see for instance
[1, 37, 2, 30]. They can be divided into two main categories: static and dynamic.
In a static cooling schedule, the parameters are fixed and cannot be changed during
the execution of the algorithm. With a dynamic cooling schedule the parameters are
adaptively changed during the execution.

In our SAMPARS implementation we preferred a geometrical cooling scheme
(static) mainly for its simplicity. It starts at an initial temperature ti that can ei-
ther be defined by the user or automatically computed using the following formula:
(k+ n)(1.0/3.3) which generates values under 6.0 for most of the tested benchmark
instances. Then, this temperature is decremented at each round by a factor α = 0.99
using the relation t j = αt j−1. A reheat mechanism has also been implemented. If
the best-so-far solution is not improved during maxNIT D = 50 consecutive temper-
ature decrements, the current temperature t j is increased by a factor β = 1.4 using
the function t j = β t j−1. In our implementation this reheat mechanism can be applied
at most maxReheat = 3 times, since it represents a good trade-off between efficiency
and quality of solution found.

For each temperature t j, the maximum number of visited neighboring solutions
is CL. It depends directly on the parameters n and k of the studied instance, since we
have observed that more moves are required for bigger trees [38]. Next, we present
the three different values that CL can take.

• small: CL = 15(n+ k)
• medium: CL = 23(n+ k)
• large: CL = 40(n+ k)

The parameter values presented in this section were chosen based on the results
obtained in a preliminary experimentation. For the reason of space limitation we
did not present here these experiments.

2.6 Stop Condition

The SAMPARS algorithm stops if it ceases to make progress. In our implementation
a lack of progress exists if after ω = 40 (frozen factor) consecutive temperature
decrements the best-so-far solution is not improved.

We will see later that thanks to the main features presented in this section, our
SAMPARS algorithm reaches good quality results, which are sometimes better than
the best-known solutions reported in the literature [15, 27].
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3 Computational Experiments

In this section three main experiments were accomplished to evaluate the
performance of the proposed SAMPARS algorithm and some of its components
are presented. The objective of the first experiment is to determine both a compo-
nent combination, and a set of parameter values which permit SAMPARS to attain
the best trade-off between solution quality and computational effort. The purpose
of the second experiment is to carry out a performance comparison of SAMPARS
with respect to an existing SA algorithm called LVB [5, 6]. The third experiment is
devoted to asses the performance of SAMPARS with respect to two representative
state-of-the-art procedures: Hydra [15] and GA+PR+LS [27].

For these experiments SAMPARS was coded in C++ and compiled with g++
using the optimization flag -O3. It was run sequentially into a CPU Xeon X5650 at
2.66 GHz, 2 GB of RAM with Linux operating system. Due to the non-deterministic
nature of the studied algorithms, 30 independent runs were executed for each of the
selected benchmark instances in each experiment presented in this section.

3.1 Benchmark Instances and Performance Assessment

The test-suite that we have used in our experiments is the same proposed by Ribeiro
and Vianna [26] and later employed in other works [15, 27]. It consists of 20 ran-
domly generated instances with a number of sequences (n) ranging from 45 to 75
whose length (k) varies from 61 to 159.

For all the experiments, 30 independent executions were performed. The criteria
used for evaluating the performance of the algorithms are the same as those used in
the literature: the best parsimony cost found for each instance (smaller values are
better) and the expended CPU time in seconds.

3.2 Components and Parameters Tunning

Optimizing parameter settings is an important task in the context of algorithm de-
sign. Different procedures have been proposed in the literature to find the most suit-
able combination of parameter values [10, 16]. In this paper we employ a tunning
methodology based on Combinatorial Interaction Testing (CIT) [8]. We have de-
cided to use CIT, because it allows to significantly reduce the number of tests (ex-
periments) needed to determine the best parameter settings of an algorithm. Instead
of exhaustive testing all the parameter value combinations of the algorithm, it only
analyzes the interactions of t (or fewer) input parameters by creating interaction test-
suites that include at least once all the t-way combinations between these parameters
and their values.
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Table 1 Input parameters of the SAMPARS algorithm and their selected values

IS α ti N CL

Greedy 0.99 6.0 SPR 15(n+ k)
Random 0.85 (k+n)(1.0/3.3) TBR 23(n+ k)

- - - - 40(n+ k)

Covering arrays (CAs) are combinatorial designs which are extensively used to
represent those interaction test-suites. A covering array, CA(N;t,k,v), of size N,
strength t, degree k, and order v is an N × k array on v symbols such that every
N× t sub-array includes, at least once, all the ordered subsets from v symbols of
size t (t-tuples) [9]. The minimum N for which a CA(N;t,k,v) exists is the covering
array number and it is defined according to the following expression: CAN(t,k,v) =
min{N : ∃CA(N;t,k,v)}.

CAs are used to represent an interaction test-suite as follows. In an algorithm
we have k input parameters. Each of these has v values or levels. An interaction
test-suite is an N× k array where each row is a test case. Each column represents
an input parameter and a value in the column is the particular configuration. This
test-suite allows to cover all the t-way combinations of input parameter values at
least once. Thus, the costs of tunning the algorithm can be substantially reduced by
minimizing the number of test cases N in the covering array.

In practice, algorithms’ input parameters do not have exactly the same number
of values (levels). To overcome this limitation of CAs, mixed level covering arrays
(MCAs) are used. A MCA(N;t,k,(v1,v2, · · · ,vk)) is an N × k array on v symbols
(v = ∑k

i=1 vi), where each column i (1 ≤ i ≤ k) of this array contains only elements
from a set Si, with |Si|= vi. This array has the property that the rows of each N× t
sub-array cover all t-tuples of values from the t columns at least once. Next, we
present the details of the tunning process, based on CIT, for the particular case of
our SAMPARS algorithm.

First, we have identified k = 5 input parameters used for SAMPARS: initial so-
lution procedure IS, cooling factor α , initial temperature ti, neighborhood function
N and maximum number of visited neighboring solutions CL. Based on some pre-
liminary experiments, certain reasonable values were selected for each one of those
input parameters (shown in Table 1).

The smallest possible mixed level covering array MCA(24;4,5,(2,2,2,2,3)),
shown (transposed) in Table 2, was obtained by using the Memetic Algorithm re-
ported in [31]. This covering array can be easily mapped into an interaction test-
suite by replacing each symbol from each column to its corresponding parameter
value. For instance, we can map 0 in the first column (the first line in Table 2) to
Greedy and 1 to Random. The resulting interaction test-suite contains, thus, 24 test
cases (parameter settings) which include at least once all the 4-way combinations
between SAMPARS’s input parameters and their values1.

Each one of those 24 test cases was used to executed 30 times the SAMPARS
algorithm over the 20 instances of the test-suite described in Sect. 3.1. The data

1 In contrast, with an exhaustive testing which contains 3(24) = 48 test cases.
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Table 2 Mixed level covering array MCA(24;4,5,(2,2,2,2,3)) representing an interaction
test-suite for tunning SAMPARS (transposed)

1 0 1 1 1 0 0 0 1 0 1 1 0 1 0 1 0 0 0 0 1 0 1 1
1 0 0 0 1 0 0 1 0 0 1 0 1 0 1 0 0 1 0 1 1 1 1 1
1 1 0 1 0 1 0 1 1 0 1 1 1 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 1 1 1 0 1 0 0 1 1 0 0 1 0 1 0 1
1 2 1 1 1 0 0 0 2 1 0 0 2 2 2 0 2 1 1 1 2 0 0 2

Table 3 Results from the 5 best parameter test cases in the tuning experiment

Num. Test case Avg. parsimony Avg. CPU time

17 00012 1004.06 3512.51
14 10002 1004.14 3511.35
10 00011 1005.00 2058.93

3 10001 1005.02 2047.52
9 10112 1005.29 3136.40

Fig. 1 Average results obtained in the tuning experiments using 24 test cases over 20 standard
benchmark instances

generated by these 14400 executions is summarized in Fig. 1, which depicts the
average cost reached over the selected instances by each test case.

From this graphic we have selected the 5 test cases which yield the best results.
Their average parsimony cost and the average CPU time in seconds are presented in
Table 3. This table allowed us to observe that the parameter setting giving the best
trade-off between solution quality and computational effort corresponds to the test
case number 17 (shown in bold). The best average parsimony cost with an accept-
able speed is thus reached with the following input parameter values: initial solution
procedure IS = Greedy, cooling factor α = 0.99, initial temperature ti = 6.0, neigh-
borhood function N = TBR and maximum number of visited neighboring solutions
CL = 40(n+ k). These values are thus used in the experimentation reported next.
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3.3 Comparing SAMPARS with an Existing SA Implementation

For this experiment a subset of six representative benchmark instances, taken from
the test-suite described in Sect. 3.1, was selected (comparable results were obtained
with all the other tested instances). Then, the last version of LVB was obtained,
compiled and executed in our computational platform using the input parameters
suggested by their authors [6]. SAMPARS were also executed over the same six
instances.

Table 4 displays the detailed computational results produced by this experiment.
The first three columns in the table indicate the name of the instance as well as
its number of taxa (n) and length (k). For each compared algorithm the best (B),
average (Avg.), and standard deviation (Dev.) of the parsimony cost attained in 30
independent executions and its average CPU time in seconds are listed in columns
4 to 11. A statistical significance analysis was performed for this experiment. First,
D’Agostino-Pearson’s omnibus K2 test was used to evaluate the normality of data
distributions. For normally distributed data, either ANOVA or the Welch’s t paramet-
ric tests were used depending on whether the variances across the samples were
homogeneous (homoskedasticity) or not. This was investigated using the Bartlett’s
test. For non-normal data, the nonparametric Kruskal-Wallis test was adopted. A
significance level of 0.05 has been considered. The resulting P-value is presented
in Column 12. Last column shows a “+” symbol if there exists a statistically sig-
nificant increase in performance achieved by SAMPARS with regard to LVB, the
existing SA Implementation.

Table 4 Comparison between SAMPARS and LVB (an existing SA implementation [5, 6])
over a subset of six selected instances

LVB SAMPARS

Instance n k B Avg. Dev. T B Avg. Dev. T P-value SS

tst01 45 61 549 553.87 2.47 85.57 545 545.83 0.87 295.80 1.80E-11 +
tst02 47 151 1367 1375.33 4.77 23.63 1354 1356.13 1.33 479.50 5.08E-21 +
tst03 49 111 840 850.83 4.86 68.02 833 834.00 1.05 577.12 1.38E-18 +
tst08 57 119 867 879.80 5.01 922.61 852 854.53 2.37 665.50 2.12E-11 +
tst09 59 93 1153 1160.77 4.60 58.53 1143 1145.50 1.11 719.24 3.48E-18 +
tst10 60 71 727 738.00 5.59 570.62 720 721.27 0.78 500.28 1.89E-16 +

Avg. 917.17 926.43 4.55 288.16 907.83 909.54 1.25 539.57

From Table 4 we can observe that SAMPARS is the most time-consuming al-
gorithm, since it uses an average of 539.57 seconds for solving these six instances.
On the contrary, LVB employs only 288.16 seconds. However, we can also remark
that SAMPARS can take advantage of its longer executions. Indeed it is able to
consistently improve the best results found by LVB, obtaining in certain instances,
like tst08, an important decrease in the parsimony cost (up to −15 = 852− 867).
Furthermore, the solution cost found by SAMPARS presents a relatively small stan-
dard deviation (see Column Dev.). It is an indicator of the algorithm’s precision and
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robustness since it shows that in average the performance of SAMPARS does not
present important fluctuations.

The statistical analysis presented in the last two columns of Table 4 confirms that
there exists a statistically significant increase in performance achieved by SAM-
PARS with regard to LVB on the six studied instances. Thus, we can conclude that
SAMPARS is more effective than the existing SA algorithm reported in [5, 6]. Be-
low, we will present more computational results obtained from a performance com-
parison carried out between SAMPARS and some state-of-the-art procedures.

3.4 Comparing SAMPARS with the State-of-the-Art Procedures

In this experiment a performance comparison of the best solutions achieved by
SAMPARS with respect to those produced by GA+PR+LS [27] and Hydra [15]
was carried out over the test-suite described in Sect. 3.1. The results from this ex-
periment are depicted in Table 5. Columns 1 to 3 indicate the instance and its size
in terms of taxa (n) and length (k). The best solutions found by GA+PR+LS and
Hydra, in terms of parsimony cost Φ are listed in the next two columns. Columns
6 to 9 present the best (B), average (Avg.), and standard deviation (Dev.) of the par-
simony cost attained by SAMPARS in 30 independent executions, as well as its
average CPU time in seconds. Finally, the difference (δ ) between the best result
produced by our SAMPARS algorithm and the best-known solution produced by
either GA+PR+LS or Hydra is shown in the last column.

Table 5 Performance comparison among SAMPARS, GA+PR+LS [27] and Hydra [15] over
20 standard benchmark instances

SAMPARS

Instance n k GA+PR+LS Hydra B Avg. Dev. T δ

tst01 45 61 547 545 545 545.13 0.43 1407.57 0
tst02 47 151 1361 1354 1354 1355.30 0.97 1938.23 0
tst03 49 111 837 833 833 833.43 0.56 2506.30 0
tst04 50 97 590 588 587 588.23 0.80 1341.17 -1
tst05 52 75 792 789 789 789.00 0.00 2007.90 0
tst06 54 65 603 596 596 596.57 0.56 1164.27 0
tst07 56 143 1274 1269 1269 1270.83 1.63 4063.80 0
tst08 57 119 862 852 852 853.33 1.27 2884.73 0
tst09 59 93 1150 1144 1141 1144.73 1.09 3237.53 -3
tst10 60 71 722 721 720 720.80 0.70 2288.00 -1
tst11 62 63 547 542 541 542.21 0.72 3807.79 -1
tst12 64 147 1225 1211 1208 1215.27 2.76 3668.40 -3
tst13 65 113 1524 1515 1515 1517.77 1.91 2514.20 0
tst14 67 99 1171 1160 1160 1163.03 1.82 2847.13 0
tst15 69 77 758 752 752 753.90 1.11 4808.63 0
tst16 70 69 537 529 529 531.00 1.23 3268.20 0
tst17 71 159 2469 2453 2450 2456.00 2.63 8020.23 -3
tst18 73 117 1531 1522 1521 1525.67 3.96 4451.37 -1
tst19 74 95 1024 1013 1012 1016.23 2.14 6875.30 -1
tst20 75 79 671 661 659 662.82 1.44 7149.43 -2

Avg. 1009.75 1002.45 1001.65 1004.06 1.39 3512.51
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The analysis of the data presented in Table 5 lead us to the following observa-
tions.First,weclearly remark that theprocedureGA+PR+LS[27]consistently returns
poorer quality solutions than Hydra and SAMPARS. Second, the best solution quality
attained by the proposed SAMPARS algorithm is very competitive with respect to that
produced by the existing state-of-the-art procedure called Hydra [15], since in average
SAMPARS provides solutions whose parsimony costs are smaller (compare Columns
5 and 6). In fact, it is able to improve on 9 previous best-known solutions produced by
Hydra and to equal these results for the other 11 benchmark instances.

Thus, as this experiment confirms, our SAMPARS algorithm is an effective al-
ternative for solving the MP problem, compared with the two more representative
state-of-the-art algorithms: GA+PR+LS [27] and Hydra [15].

4 Conclusions

In this paper we have presented an improved simulated annealing algorithm (SAM-
PARS) for finding near-optimal solutions for the MP problem under the Fitch’s cri-
terion. SAMPARS’s components and parameter values were carefully determined,
through the use of a tunning methodology based on Combinatorial Interaction Test-
ing [8], to yield the best solution quality in a reasonable computational time.

Extensive experimentation was conducted to investigate the performance of
SAMPARS over a set of 20 well known benchmark instances. In these experiments
our algorithm was carefully compared with an existing simulated annealing imple-
mentation (LVB) [5, 6], and other two state-of-the-art algorithms. The results show
that there exists a statistically significant increase in performance achieved by SAM-
PARS with respect to LVB. SAMPARS is in fact able to consistently improve the
best results produced by LVB, obtaining in certain instances important reductions in
the parsimony cost. Regarding GA+PR+LS [27], we have observed that in average
this algorithm returns worse quality solutions than SAMPARS. Compared with the
state-of-the-art algorithm called Hydra [15], our SAMPARS algorithm was able to
improve on 9 previous best-known solutions and to equal these results on the other
11 selected benchmark instances. Furthermore, it was observed that the solution cost
found by SAMPARS presents a relatively small standard deviation, which indicates
the precision and robustness of the proposed approach. These experimental results
confirm the practical advantages of using our algorithm for solving the MP problem.

Finding near-optimal solutions for the MP problem is a very challenging prob-
lem. However, the introduction of SAMPARS opens up an exciting range of possi-
bilities for future research. One fruitful possibility is to analyze the use of different
cooling schedules, stop conditions and mechanism for adapting the maximum num-
ber of visited neighboring solutions at each temperature depending on the behavior
of the search process.
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A Bayesian Network Based Critical
Infrastructure Risk Model

Thomas Schaberreiter, Pascal Bouvry, Juha Röning, and Djamel Khadraoui

Abstract. Critical infrastructures (CIs) provide important services to society and
economy, like electricity, or communication networks to enable telephone calls and
internet access. CI services are expected to provide safety and security features like
data Confidentiality and Integrity as well as to ensure service Availability (CIA).
The complexity and interdependency of CI services makes it hard for CI providers
to guarantee those features or even to be able to monitor the CIA risk by taking into
account that an incident in one CI service can cascade to another CI service due to
a dependency.

CI security modelling tries to address some of the problems by providing a model
for on-line risk monitoring. The model displays risk on the CI service level and can
capture the dependencies to other CI services and include them in risk estimation.
In this work Bayesian networks (BNs) are introduced to the CI security model to
provide a method to derive CI service risk and allow features like risk prediction
and handling of interdependencies. To the best of our knowledge this is the first
time that BNs are used for on-line risk estimation in CIs.

1 Introduction

Critical infrastructure (CI) security has become an important research topic in the
last years. CIs are service providers, the services they provide are so vital to the
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social and economic well-being of a society that a disruption or destruction of the
infrastructure would have severe consequences. CI sectors include, amongst others,
the telecommunication, electricity and transport infrastructures.

Security in CIs can be seen from many viewpoints. In this work, the term CI
security (or CI risk) is used to define the risk of a breach of confidentiality, the
risk of a breach of integrity and the risk of degrading availability (CIA) of a CI or
CI service. During our research some key factors that influence CI security were
identified: First of all, the complexity of CIs makes security complex. CIs are large
organizations and their security is influenced by technical, social and organizational
factors both at a national and international level. This complexity makes it hard to
identify the most critical parts of a CI and their interactions which influence CI
security. Secondly, the dependencies and interdependencies between CIs and CI
services influence the security of CIs. CIs can be dependent on the service of other
CIs and a security incident in one CI or CI service can cascade and cause an incident
in another CI or CI service. Interdependencies exist when an incident cascades back
to the initial service through dependent services. Thirdly, the diversity of CI sectors
makes it hard to have a holistic view on CI security, e.g. by including dependencies
to other CI sectors in CI risk estimation.

CI security modelling ([2], [1]) was introduced to address those problems and
provide a CI model for on-line risk monitoring. The main entities of the CI secu-
rity model are CI services and dependencies between CI services. The model can
estimate the CI service risk after a security incident (observed by system measure-
ments) and distribute this estimate to dependent CI services which in turn can use
this information to update their risk estimate. The estimated CI service risk level
is represented by a risk value between one (no risk) and five (maximum risk). The
strong points of the CI security model are that by using CI service risk as the model
output, uniform and comparable data is created that is valid for all CI sectors, and
that dependencies can be included in CI service risk estimation.

In this work, for the first time, Bayesian networks (BNs) are introduced to the
CI security model. BNs in this context provide a way to estimate risk from system
measurements and dependent CI service risk, providing a more sophisticated way
to model risk as well as some advanced features like risk prediction and handling of
interdependencies using Dynamic Bayesian networks (DBNs).

2 Related Work

The concept of CI security modelling relates to several research areas: CI modelling
and simulation, CI (inter)dependency identification and risk estimation in CIs. Iden-
tifying the various kinds of dependencies among CIs has been subject to previous re-
search. In [11] Rinaldi et al. provide an excellent overview on the dimensions where
interdependencies can occur. Several publications propose CI models based on
various different modelling techniques. For example, conceptual modelling is used
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in [15] by Sokolowski et al. to represent an abstract and simplified view of CIs. In
[9] Panzieri et al. utilise the complex adaptive systems (CAS) approach for CI mod-
elling. The model is derived by modelling the mutually dependent sub-systems of
the infrastructure. Risk models for CIs were proposed by some authors. For exam-
ple, in [8] Haslum et al. use continuous-time hidden Markov models for real-time
risk calculation and estimation. In [3] Baiardi et al. propose a risk management strat-
egy based on a hyper-graph model to detect complex attacks as well as to support
risk mitigation. In [7] Haimes et al. propose an eight step risk ranking and filter-
ing framework based on risk scenarios, using hierarchical holographic modelling.
Bayes theorem is used to estimate the likelihood of risk scenarios. In general, previ-
ously published CI models and CI risk models vary greatly in their purpose and the
extent to which they were implemented. The models are usually too high-level and
therefore lack practical relevance or they are focused on a specific CI and therefore
lack generality.

The idea of the CI security modelling differs greatly from the models previously
published. It tries to establish abstract models of CIs that can be compared with
each other while maintaining generality by enabling it to be applied to all kinds
of CI sectors. CI security modelling is ongoing research, the first publications date
from 2010 ([2], [1], [12]). The intend of those publications was to introduce the
service based notion of CIs and to illustrate the dependence of services amongst an-
other. The need of a common modelling entity to address the diversity of different
CI sectors was introduced by using a risk-based CI model. Risk is estimated from
system measurements using a weighted-sum method. One of the shortcomings of
this original model is that it relies heavily on expert assessment. Despite evaluating
the structure and dependencies of a CI, experts also assess the importance (weight)
of each system measurement to a service in order to be able to calculate risk us-
ing a weighted sum. In this work BNs are introduced to the CI security model to
provide a more sophisticated yet more convenient way of representing risk which
allows to address shortcomings of the original proposal. Using this approach, system
measurements do not need to be weighted for their importance which reduces the
dependence on expert knowledge. Using BNs and their temporal extension, DBNs,
as a modelling base also allows to include some features that were not covered by
the original proposal, like risk prediction or a way to model interdependencies.

To address the complexity of CIs and to reduce the dependence on expert assess-
ment in determining the structure of the CI security model, a CI analysis method
based on dependency analysis was presented in [14]. The idea is to utilize different
information sources on different organizational levels and to combine social as well
as technical sources to get a holistic view on the investigated CI and to identify crit-
ical services, dependencies between critical services and system measurements to
determine CI service states.

In [13] a set of indicators is presented that allow to evaluate the correctness of
calculated service risk in form of an assurance indicator and in [4] the risk indicators
received from dependent services are evaluated based on the estimated trust in those
services.
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3 Introduction to Bayesian Networks

BNs provide a way to model the probability of an event, given the state of events it
depends on. BNs are directed acyclic graphs where the nodes represent event vari-
ables and the directed arcs represent the relationships or dependencies between the
variables. Nodes in a BN are only dependent on their parent nodes, not on any other
ancestors (conditional independence). In other words, conditional independence is
given if a node is independent of it’s ancestors given the state of it’s parents. Each
node in the BN has a conditional probability table (CPT) assigned to it containing
the probabilities of the node being in a certain state, given the state of the parent
nodes. Each possible combination of each state of the parent nodes has to be evalu-
ated. It can be easily seen that the CPTs for notes with a significant amount of parent
nodes with multiple states are quite complex. The size of a CPT grows exponentially
with the number of parent nodes.

For illustrative reasons, Figure 1 represents a small abstract example of a BN.
Let’s assume three boolean variables A,B,C, where the state of C depends on A and
B. In this simple example boolean variables are used, but BNs can handle multi-state
or continuous variables as well. The aim of this simple model is to determine the
state of the node C given the states of the nodes A and B (P(C | AB)). The structure
of the CPT for the variable C can be seen in Table 1. It contains all the possible
combinations of the states of all involved nodes. The probabilities can either be
learned from recorded data samples or assigned by an expert (assuming the expert
has enough expertise and experience for the assessment). It can be seen that the sum
of the probabilities over all the states of C has to be 1 for each combination of parent
states.

The CPTs of variables without a parent (like variables A and B) only contain the
probabilities of the variable being in each state (marginal probabilities P(A) and
P(B)). Those probabilities represent how likely it is for node A or B to be in state
“true” or “false”.

Table 1 Conditional probability table of variable C

A true false
B true false true false

C
true p1 p2 p3 p4
false (1-p1) (1-p2) (1-p3) (1-p4)

In this work the main objective of the BN is to be used as a classifier. In this
case, one is interested in the most probable state of a variable given a combination
of states of the parent variables. For example, it is observed that variable A is in state
“true” and variable B is in state “false”. What is the most probable state of variable
C?
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Fig. 1 Simple Bayesian network structure

In the context of modelling dependencies in CIs, BN classifiers provide a very
natural and intuitive modelling approach.

Dynamic Bayesian networks (DBNs) are an extension of BNs to allow to model
changing temporal relationships between variables. Both dependencies between
variables and conditional probabilities can change over time. DBNs can model this
by representing each time frame t by a separate BN and linking the time slices in
the direction of the time flow.

4 BN Based Critical Infrastructure Security Model

Several reasons lead to using BNs for this model. First of all, the graphical struc-
ture of BNs is very intuitive and easy to interpret for people not familiar with the
modelling domain, no model specific aspects need to be considered. Secondly, BNs
have the capability of learning probabilities from data as well as being able to be
assigned by experts. It is assumed that it is essential in the CI field, where sophisti-
cated expert knowledge is available, experts will evaluate probabilities that can not
be learned from data or re-evaluate probabilities that were learned from insufficient
data. Furthermore, BNs provide a very natural way to model dependencies. One of
the main goals of BNs is to capture the relationships and dependencies between
events, as does the CI security model.

However, it is not easy to model complex interacting systems like CIs using BNs.
The first problem is to find the right structure of the BN. The main difficulty is to
tackle the complexity of CIs and to find the most critical systems and their depen-
dencies. Also, having in mind the dependencies between CI sectors and the diversity
of different CI sectors, it is hard to find a common ground for modelling. The CI
model should output data that operators in all CI sectors can easily interpret and
exchange. Using risk as a modelling objective provides a good common entity that
concerns providers from each CI sector. The approach for finding the BN structure
for CI security modelling will be described in Section 4.1.
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Another aspect of the CI security model is to capture risk not only in the moment
an incident happens (short-term effects), but also to model (or predict) the risk that
this incident poses in the mid-term and long-term. In BNs this can be achieved using
DBNs. This approach will be introduced in Section 4.3.

One of the shortcomings of using BN model for this work that it is not trivial to
model directed cycles in BNs. Critical infrastructures can be interdependent. That
means that an incident in CI A can cause an incident in CI B which in turn effects CI
A. In a BN this represents a directed cycle. An approach to circumvent this problem
using DBNs is presented in Section 4.4.

4.1 Structure for Bayesian Network

When building a model of complex systems, understanding the structure of the sys-
tem and the interaction between components and other external systems is crucial.
It is equally important to understand the purpose of the model to be able to map the
real system to the abstract entities of the model.

In the CI security model the central modelling entities are CI services and the
interactions (or dependencies) between services. A CI service is provided by a CI
either to customers or to other CI services as a dependency. The main objective is
to model CI service risk by observing system measurements that define the service
state and by observing dependent CI service risk. The mapping between real-world
observations and abstract risk estimates is done by the Bayesian classifier.

The main concern when building a CI model is complexity. Is it feasible
to identify the critical services and dependencies that adequately represent the
structure in a complex system like a CI and to represent them in a model? In
an attempt to address this question a CI analysis method based on dependency
analysis was proposed in previous work ([14]). This method adapts the PROTOS-
MATINE dependency analysis method ([6], [10]) to be used to find the structure
for the CI security model and to identify the modelling entities used in the CI
security model (critical services, dependencies and system measurements). The
method is based on the assumption that in order to get a holistic view of a
complex system, all available information sources (e.g. documentation, manuals,
interviews, contracts, ...) on all levels in an organization (management, process,
technical) need to be combined. The outcome of this method is a graph that
contains the critical services as nodes and their dependencies as edges. System
measurements that define a CI service state can be seen as dependencies of this
service. An example for the structure of a CI security model can be seen in
Figure 2. The nodes SA to SD represent critical services, the nodes M1 to M7
represent system measurements. The edges represent a dependency between ser-
vices (e.g. the availability of SA depends on SB) or between a service and a system
measurement (e.g. the availability of SA depends on the state of M1). The grey cycles
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CI A and CI B do not have any purpose in the model, they should illustrate that
dependent services can also belong to different critical infrastructures (e.g. SB of CI
A is needed to ensure availability of SC in CI B).

Fig. 2 Example CI security model structure

It is assumed that structure learning in this work is done using the above men-
tioned method. Automatic BN structure learning algorithms (like K2 presented
in [5]) are available, but it is assumed that in the context of CIs it will be hard
to capture the complex social, technical and organizational relationships using un-
supervised structure learning. The system is not defined by a known set of variables
where the problem is to find the optimal set of dependencies between them. In this
context, the main problem is to identify an abstract set of services which might not
be directly visible from observing data and to identify the relationships (or depen-
dencies) between them. Structure learning is out of scope of this research, however
it is not impossible that BN structure learning algorithms can be useful for this
model, especially on the purely technical side of CIs where system behaviour can
be determined exclusively from data records.

4.2 Conditional Probability Tables

After evaluating the structure of the BN, the next step is to evaluate the CPTs for
each node. As mentioned before, the BN is used as a classifier and the main interest
is in determining the most probable state of a node for each combination of states
of the parent nodes.

The following list contains a summary of definitions and pre-conditions to be
able to learn the conditional probability tables for the nodes in the context of the CI
security model:
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(i) The state of a CI service node represents risk (for example, C, I or A). The
risk value is limited to 5 discrete states, with 1 representing lowest risk and 5
representing highest risk.

(ii) System measurement usually represent continuous measurements. In order to
be more easily processed, they are pre-processed to 5 discrete values with
1 representing a measurement during normal system operation and 5 repre-
senting a maximum allowed deviation from normal operation. Boolean-type
measurements will only have the states 1 (normal operation) and 5 (abnormal
operation).

(iii) System measurements need to be observable and it is assumed that their values
can be recorded over time and can be combined with a time stamp.

(iv) Each CPT represents the probabilities for one risk indicator (either C, I or A).
If more than one risk indicator is interesting for a CI service, probabilities for
each indicator have to be estimated separately.

For learning CPTs, 3 different types of nodes have to be distinguished: System mea-
surement nodes, CI service nodes without dependencies to other services and CI
service nodes with dependencies to other services.

System measurements can be seen as nodes without parents (M1 −M7 in
Figure 2), the CPT of those nodes will contain the probabilities of the system mea-
surement being in a certain state, which can be easily learned from recorded data
samples.

Learning nodes that have only base measurements as parents (services with no
dependencies to other services, like SB and SC in Figure 2) is a matter of mapping the
state combinations of the service node to a service risk level. Since the service risk
is an abstract concept that can not be directly measured, an expert has to evaluate
the risk a service experienced during the time period used to learn the probabilities
(for example, an expert estimates that from time x to time y the service faced an
incident that can be classified confidentiality risk level 3). With this information,
the probabilities with respect to the states of the parent nodes can be learned from
recorded data samples.

Learning nodes with dependencies to other services (like SA and SD in Figure 2)
is similar to learning nodes without dependencies to other services, with the differ-
ence that the data used to learn the probabilities does not only come from system
measurements, but also contains abstract service risk from dependent services. This
does not make a difference for the BN since different types of information can be
used to learn probabilities, but service risk estimates for the dependent services (like
described in the previous paragraph) need to be available for the time period that is
used to learn the probabilities.

Probabilities that can not be learned from data samples because of incomplete
data (state combinations that never happened or only rarely happened) can be sup-
plemented by experts. This can be a burden since CPTs might be complex (CPTs
grow exponentially with the number of parents of a node). Since the BN in this work
is used as classifier and only the most probable state of a parent state combination
is of interest, this burden can be reduced. An interesting aspect in the validation
phase of the model will be to evaluate the burden for a CI expert in the assessment
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of a real-world CIs. For example, how many nodes and dependencies can be in the
model so that an expert who has to validate the model still feels comfortable in pro-
viding input. Also, how complex can CPTs be so that an expert feels comfortable to
validate and estimate probabilities in the CPT.

4.3 Risk Prediction

In the previous chapter the learned probabilities only capture the current risk of a
service (if there is a certain combination of parent node states, what is the most
probable risk of the service). In practice companies are usually also interested in
the evolution of risk over time after an event occurred. One way of representing this
is to estimate the short-term (e.g. hours after an event) mid-term (e.g. weeks after
an event) and long-term (e.g. months after an event) effects of an event or incident.
In the BN model this can be represented using DBNs. The basic idea is to separate
the data that is used to learn the BN into time frames after an event happened. A
CPT can be learned (or estimated by an expert) for each time frame. This will give
an estimate of the most probable state of a service in each time frame, e.g. if an
incident happens, what is the risk the service faces in the next hours, the next weeks
and the next months.

Using DBN for risk prediction makes learning the CPTs considerably more com-
plex. More CPTs need to be considered since each node has a separate CPT in each
time frame and the amount of data needed to learn grows in terms of the time that
has to be considered as well as the amount of recorded incidents to be able to cap-
ture all possible states in each time frame. Furthermore, if a time frame of weeks or
months is considered, it might not be easy to distinguish the effects of the original
incident with effects of a possible later incident. CPTs for mid- and long-term pre-
diction are assumed to be used primarily in services that represent the management
and business level of a CI, not on services that represent the risk of day to day op-
erations. It will depend on the CI the model is applied to, but the primary source of
data for learning the CPTs for mid- and long term will not be recorded data samples,
but expert knowledge.

4.4 Interdependencies - Directed Cycles in Bayesian Networks

One of the shortcomings of BN models is that it is not easily possible to model
directed cycles. In the context of the CI security model this is a problem, since one
of the main goals of the work is to model interdependencies between CI services.
Interdependencies exist when an incident in one CI service effects the same service
again through dependent services. An illustration of this behaviour can be seen in
Figure 3, where the dependency cycle is SA → SB → SC → SD → SA. The nodes
M1,M2,M3,M4 represent system measurements that can change the state of the
service nodes.
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In the BN this is represented by a directed cycle. The reason why the CPT prob-
abilities can not be learned using classical BNs is that in a directed cycle the con-
ditional independence condition is broken, nodes in the cycle do not only depend
on the state of their parents, but also on other ancestors (in this particular case a
node also depends on itself). In practice this means that it can not be distinguished
if the effects of an incident originates from a CI service or secondary effects of a
previous incident are experienced through a loop-back. The resulting probabilities
for CI service risk might not reflect reality.

One way to address the shortcoming of BNs for this scenario is to use DBNs.
The idea is to estimate the time (t) it takes for an incident to loop back to a service
through a dependent service. This time is taken as the time frame to build the DBN.
The CPT in the first time frame represents the probabilities for CI service risk given
an event without the loop-back effect, the CPT in the second time frame would
represent the probabilities of service risk under the assumption that the effects of
the original event loop back during this time frame. The CPTs of the third, fourth
and n-th time frame represent the probabilities of service risk after the second, third
and (n-1)th loop, respectively.

Fig. 3 Example of cycle in BN

It is assumed that in the context of CI service risk, the main influences of the
interdependency will be in the lower order loop-backs. This means that after an
event increased the service risk and this increased risk looped back the first time,
usually the influence of the interdependency will be covered already and higher
order loop-backs will not result in a changed service risk.

As in the previous sections, the probabilities for the CPTs can be learned from
data or they can be estimated by experts. Depending on the time interval of a loop,
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it can be hard to learn the probabilities from records. An event that takes minutes
or hours to loop back will be easier to learn than an event that takes months to loop
back. Expert estimation will again be a necessary addition to estimate the probabil-
ities that can not be learned from data.

5 Conclusions and Future Work

In this article a novel CI risk modelling approach for CI risk monitoring based on
Bayesian networks was presented. The idea is to represent CIs as services they pro-
vide and the dependencies between the services. Risk is estimated based on observ-
ing system measurements that represent the CI service state as well as on observing
risk of other CI services the service depends on. This model is represented as a
BN where the nodes represent CI services and system measurements, and the edges
represent dependencies between nodes. The probabilities in the CPT represent the
most likely CI service risk, considering the state of the parent nodes (system mea-
surements or CI services). Those probabilities can be learned from data records as
well as being assigned by experts based on their experience with CI operation.

BNs were chosen for this model because some characteristics of BNs are seen as
an advantage for the CI security model. The graphical structure of the BN is a direct
representation of the modelled system which makes it easier for people not coming
from the system modelling domain to visualize the resulting system model. Other
advantages are that it is easy to combine data records and expert knowledge and
BNs allow to combine evidence that represents diverse information which makes
it easy to combine dependent system risk and system measurements to determine
service risk.

Using a Bayesian approach for the CI security model allow some advanced fea-
tures which were presented in this work. One feature is risk prediction. The idea is
to estimate the risk not only right after an incident or service state change happened,
but also estimate the mid- and long-term consequences of this event. Using DBNs it
is possible to use BNs to estimate the effects of an incident in the short-term, mid-
term and long-term. Another feature is the ability to model CI interdependencies.
Effects of an incident in a CI service can loop back to the service through other
services. This represents a directed cycle in BNs, which is not trivial to model. In
this work DBNs are used to estimate the service risk with no loop-back effect, first
order loop-back effect, ..., n-order loop-back effect.

Future work will focus on evaluation of the model in the context of a case study.
The first part of the evaluation process will investigate the feasibility of CI analysis.
The main question in this phase is if it is possible to extract critical CI services,
system measurements and dependencies from complex systems. The second part of
evaluation concerns CPT learning. The main questions in this phase will be if the
BN approach will be manageable or if there will be too many evidence variables and
therefore too complex CPTs, if the probabilities can be sufficiently learned from data
and if expert estimation of probabilities is feasible. In the last phase of the validation
the usefulness of a CI risk monitor will be evaluated with CI operators.
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Adequate Variance Maintenance in a Normal
EDA via the Potential-Selection Method

P.S. Ivvan Valdez, Arturo Hernández-Aguirre, and Salvador Botello

Abstract. It is a known issue that Estimation of Distribution Algorithms (EDAs)
tend to converge prematurely. There exist various articles which report that they
are incapable of determining the adequate variance, getting trapped even in regions
which does not contain any global neither local minimum. In this vein, several
proposals intend to insert and to preserve diversity. The proposal range is from modi-
fying the probability distribution by inserting artificial variance, to mutating individ-
uals or the search distribution. This work presents a novel selection method which
is used to estimate a weighted covariance matrix equipped with adequate magni-
tude and directions. The covariance matrix is directly related with the information
acquired from the current population, hence no artificial artifacts are inserted. By
comparing with state of the art EDAs using test problems and graphical and statis-
tical measures, we evidence that our proposal avoids premature convergence, and
solves difficult problems -in the sense of variance preservation-, without the need of
complex models, mutation, or explicit variance scaling.

1 Introduction

Estimation of Distribution Algorithms (EDAs) are based on estimating and sam-
pling probability distributions. The aim is that the EDA, eventually, samples the
optimum. The optimum is considered unknown, thus at the end of the search pro-
cess we expect to have an accurate approximation to the optimum position as well
as certain confidence about this approximation.

Indeed, from the point of view of the authors, the goals of an EDA are not only
related with sampling the optimum, additionally, the search process must fulfill the
following:
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(i) to sample intensively the most promising regions, assuming that one of such
promising regions contains the optimum,

(ii) to sample all the promising regions in the search space. Avoiding a promising
region (a region which contain an attractor) could mean to avoid the region
where the optimum is. This can be achieved by preserving and/or to computing
adequate variance parameters, and,

(iii) to converge to the elite individual. The EDA search process must lead the prob-
ability distribution to converge to the optimum, or at least to its best known ap-
proximation. Convergence to the best approximation intends to ensure the de-
sired accuracy of the optimum estimator, by choosing the best approximation
of several closest neighboring solutions. Furthermore, convergence provides
a stopping criterion based on an exploration measure, instead of an arbitrary
user given or expert given parameter such as the number of generations.

Our proposal aim is to fulfill these goals, they are discussed in the following sub-
sections in order to support our approach.

1.1 Sampling Intensively the Most Promising Regions

An ideal EDA must sample with the greatest intensity the optimum region, and
eventually converge to it. A probability function which behaves according inequality
1, could ensure the ideas just stated.

∫
X

p(x, t) f (x)dx >
∫

X
p(x, t− 1) f (x)dx. (1)

Where f (x) is the objective function (for maximization), and p(x, t− 1), p(x, t) are
the search probability functions in any two consecutive generations. As f (x) does
not change with t, thus p(x, t) must be increased around the maximum regions of
f (x) and eventually must converge to the maximum. This idea can be simply stated
as: if the expected value of the objective function is increased each generation and
a unique maximum exits in the search space, then the EDA with infinite population
will converge to the optimum. A deeper analysis and mathematical proofs of this
argument can be found in [16].

Some theoretical probability functions can be used to tackle this problem, The
characteristics needed to achieve this behavior for an ideal EDA are listed and con-
trasted with practical suggestions as follows:

• For ideal EDAS the better the objective function is in certain region, the greater
the probability associated to it. For practical EDAs this could not be achieved for
all the promising regions in the search space, due to the model of the parametric
search distribution. On the other hand, we can easily set the maximum probability
in the containing region of the best approximation to the optimum we known (the
elite individual).
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• In ideal EDAs the unique probability greater than 0 must be the corresponding to
the optimum (considering an infinite sized population and unique optimum), for
a large number of generations. On the other hand, to guarantee convergence for
practical EDAS, the mean estimator of the objective values of the population,
must be bounded by a non-decreasing sequence, consequently, if the objective
function is bounded above, the finite sized population EDA will converge to the
elite individual.

An ideal EDA which uses a distribution with the characteristics given above cer-
tainly, converges to the optimum [16]. The algorithm proposed in this article intends
to follow the corresponding suggestions.

1.2 Preserving and/or Computing Adequate Variance Parameters
in Order to Maintain the Exploration Capacity

The EDAs premature convergence problem has been a main subject of research.
Since the early days of this field, researchers have noticed important lacks about
variance and diversity preservation. By instance, studies determine that maximum
likelihood base EDAs will never find the optimum unless the population grows ex-
ponentially [12]. In addition, researchers advise that maximum likelihood-based
EDAs must integrate a variance scaling or a diversity preservation mechanism [7] in
order to perform adequately. The proposals for improving EDAs exploration cover a
wide range: from scaling the variance [2, 8], clustering [15], niching with diversity
preservation mechanisms [5], to mutation [9]. Although they have been applied with
different success ratio and cover different kinds of search spaces, they share some
interesting characteristics:

• All of them state that maximum likelihood estimation is not the adequate method
for computing the search distribution in EDAs.

• Most of them do not use directly the information into the population to determine
the variance. Instead, they insert artificial information for increasing the variance
such as mutation or crossover-like operators.

• All of them claim evident improvements when diversity is introduced in EDAs.
• The continuous cases work by analyzing and/or modifying the covariance matrix

of a Normal (or Normal mixture) distribution.
• According to researchers, in continuous search spaces [7, 2, 8, 5, 15], the Rosen-

brock function is the suitable test for this kind of proposals, and it can not be
solved by continuous EDAs without variance scaling [2].

This work proposes a new selection-estimation method which captures enough in-
formation from the population which is sufficient to compute an adequate covari-
ance matrix. The proposal is tested in (but no limited to) a continuous search space
with a Normal search distribution model.

The article is presented as follows: this section introduces the main problem and
ideas developed in it. Section 2 discusses about selection methods and the proposed
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one which is the main subject of the paper. Section 3, presents an EDA based on the
Normal distribution equipped with the proposed selection method.

Section 3 presents a set of experiments in order to contrast the novel proposal
with state of the art algorithms, additionally, we present graphical and statistical
analysis of the algorithm. Finally, Section 5 presents the main conclusions and per-
spectives of future work.

2 Selection Method

The goal of the selection method introduced in this section is two-fold: a) firstly, we
ensure convergence to the elite individual, by using a truncation method which guar-
antees such convergence; b) secondly, we use a weighted selection method [14, 13],
to insert the function landscape information and information about the coverage of
the interest region into the parameter computation. The complete selection method
can be seen as a weighted selection, where the selected set computed with the trunca-
tion method have a weight different than 0, and 0 otherwise. The truncation method
which ensures converge to the elite individual, is presented in Algorithm 1.

Algorithm 1 Truncation method to ensure increasing mean of the objective
function and convergence to the elite individual. Maximization case.

Input:
F vector of objective function values of size N;
θ t a threshold;
ÎS ← sort(F ,decreasing,return index);
ÎS ← ÎS

1:(N/2);

IS ← ÎS
i for all i ∈ ÎS such that FIS

i
≥ θ ;

M ← sizeof(IS);
θ t+1 ← IS

M ;
Output:
IS vector of indexes of selected individuals of size M;
θ t+1 threshold for the next selection;

In Algorithm 1 the first threshold θ 0 is the worst objective value of the first gen-
eration, from the second generation in advance the others thresholds are computed
inside the algorithm. Algorithm 1 ensures convergence and covering of the most
promising solutions.

Notice that: a) if we have captured the optimal region, then, we just have to pre-
serve it. b) All the individuals in the selected set are “good” individuals in the sense
that all of them are better (in average) than those in the previous generation. c) If
all individuals represent a promising region, the elite individual represents the best
knowledge we have about the optimum position, but the farthest individual (to the
elite) in the selected set is the most informative about the coverage of the region, and
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also of the improvement direction. Hence, we can insert information or a probabil-
ity in the covariance matrix estimator which indicates that the farthest individual
to the elite is as important as the elite, this provides the adequate magnitude and
direction in the covariance matrix to cover the interest region. For this purpose we
propose a potential function as shown in Equation (2). It indicates that individuals
are important because its objective function value as well as its distance to the op-
timum, considering that the farthest individual in the selected set is one of the most
important ones for determining the promising region coverage. It is named a poten-
tial function recalling the functions used in physics for modeling forces in particle
interactions, the forces among particles usually are related with the distances among
them.

p(xi) =
p̂(xi)

∑i p̂(xi)
, for i in the selected set. (2)

Where:

p̂(xi) = max(pd(xi), p f (xi)), pd(xi) =
p̂d(xi)−min(p̂d(xi)))

max(p̂d(xi))−min(p̂d(xi))
, (3)

p f (xi) =
f (xi)−min( f (xi))

max( f (xi))−min( f (xi))
, and p̂d(xi) =

√
n

∑
j=1

(xi, j− xbest, j)2. (4)

f (xi) is the objective function of the individual xi, and n the number of variables.
The potential function in Equation (2) returns the greatest value for the elite as
well as for the farthest individual to the elite. This normalized potential can be
used as probability, similarly to the probabilities used in [14], in order to compute a
weighted estimator of the covariance matrix.

A brief Comment on the Potential Function. Potential functions are used in
molecular mechanics to model interaction forces among molecules or particles (they
are used also for proteins as particles). One of the applications is for simulating the
transition of a configuration of particles to a stable state. Usually particle veloc-
ities and positions are computed via Newton formulae, using forces that become
from different phenomena, one of such forces is given by a potential function which
model the repulsion and attraction forces (Pauli repulsion and van der Walls attrac-
tion) among particles. Some cases, the potential function is truncated at a cut-off
distance, considering that beyond such distance the effect of other particles is zero.

Even though our potential function is inspired in this phenomenon, the complete
idea has a different meaning. Firstly the cut-off distance is given by the truncation
selection, thus, particles (individuals) beyond such cut-off have a zero potential.
Secondly, the potential function proposed here has the greatest values for the closest
individuals to the elite in the objective function space (attraction in the objective
function space), and the farthest individuals to the elite in the decision space (re-
pulsion in the decision space). Thirdly, we intend to estimate a probability function
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that fits the potential function instead of updating a particle configuration. In conse-
quence, the desired density of particles (individuals) is proportional to the potential
function. It is easy to say, we want to sample intensively individuals close to the
elite in the function space and far away in the decision space.

The truncation and potential function are used to compute the covariance matrix
in order to regulate the exploration. On the other hand, we use the mean estimator
to ensure that the region around the most promising solution be the most intensively
sampled, by simply setting the mean of the Normal distribution at the position of
the elite individual, as stated in Equation (5).

μ = xbest (5)

The next Section introduces a Normal based EDA using the proposed potential func-
tion. We call our algorithm: Potential Selection based EDA (PS-EDA).

3 Potential Selection Based EDA

This section introduces a Normal EDA similar to those studied in [6]. All of them
share the same basic framework, they use a multivariate Normal model. The pro-
posal of this article is in Algorithm 2. In Algorithm 2 xbest is the elite individual.
The covariance matrix computation is performed in lines 7 and 15. Notice that the
proposal not only have similar cost of the covariance matrix computation than the
standard approaches, furthermore, it avoids the use of complex models and opera-
tions. Another important advantage is that it only requires one user-given parame-
ter, that is the population size. Even though it also requires a minimum norm of the
covariance matrix as stopping criterion, it is considered input data related with the
desired accuracy in the solution.

The example in Figure 1 shows the algorithm performance in a 2-dimension
search space, the purpose is that the reader elucidates the behavior in higher di-
mensions. Figure 1 shows the Rosenbrock function (contour plot) and a population
of 30 individuals asymmetrically initialized. In the first generation, the population is
posed far away from the optimum, the elite individual is around the position (0,−1),
and the remaining population is in the left-bottom corner. Even though the popula-
tion is confined to that corner, the potential forces the variance to cover the farthest
selected individual to the elite, and, due to the symmetry of the Normal model, the
variance, represented by the ellipse (level curve at 95% of probability), must be in-
creased in the direction of the farthest individual to the optimum as well as to the
opposite direction, resulting in a great gain in the exploration capacity of the algo-
rithm. Notice that this way of computing the covariance matrix does not diminishes
the convergence of the algorithm as is shown in Figure 1. As the covariance is upper
bounded by the distance of the farthest individual in the selected set to the elite, it
can not be arbitrarily enlarged.
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Algorithm 2 Normal multivariate EDA based on the Potential-Selection.
Input:

Problem parameters:
xin f ,xsup vectors of inferior and superior limits respectively
εtol Minimum covariance matrix norm, for stopping criterion.
nvar Number of variables
User given parameters:
N Population size

X ← uniform(N,xin f ,xsup);
F ← evaluation(X);
/* Truncation selection according Algorithm 1. */

IS ← selection(F);
/* Potential of the selected set, Eq. (2). */

p[IS]← potential(F [IS]);
μ ← xbest ;
/* Covariance matrix computation */
for i = 1..nvar do

for j = 1..nvar do

Σi, j =
∑k∈IS(xk,i−μi)(xk, j−μ j)pk

∑k∈IS pk

while |Σ |> εtol do
X ← Normal(N,Σ ,μ,xin f ,xsup);
F ← evaluation(X);
IS ← selection(F);
p[IS]← potential(F [IS]);
μ ← xbest ;
for i = 1..nvar do

for j = 1..nvar do

Σi, j =
∑k∈IS (xk,i−μi)(xk, j−μ j)pk

∑k∈IS pk

Output:
xbest Best optimum approximation.

4 Experiments and Results Discussion

In this Section we present a set of experiments to show the performance of the
algorithm based on the potential-selection. The experiments use the test problems
in Table 1.

The experiments are divided in subsections according to the results in the lit-
erature we are comparing with. For this comparisons we take into account several
points: a) The comparing results are taken as they are reported in the literature,
in order to avoid a bias of the comparison given by the implementation. In con-
sequence, the parameters used for the algorithms we are comparing with can be
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Fig. 1 The potential-selection based Normal EDA for the Rosenbrock function

consulted in the corresponding reference. The parameter used in our approach is re-
ported below for each particular experiment. b) The algorithms are compared with
results reported numerically. Some researchers report graphical and qualitative re-
sults, and no sufficient numerical information is provided to replicate such graphs,
hence, some graphical results of our proposal are presented for completeness, but
they are not compared. In addition, in many cases, no sufficient statistics to perform
hypothesis test are provided c) The comparisons are divided by article we are com-
paring with, due to the different conditions of the reported results, such as: stopping
criteria, number of runs, measures reported, test problems, etc. We intend to perform
a comparison as fair as possible following the criteria of the source article.
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Table 1 Test problems used in comparisons

Name Definition Domain
Rosenbrock ∑n−1

i=1

(
100(xi−x2

i+1)
2 +(xi−1)2

)
x ∈ {−5.19,5.19}n for
test 1 and 3 and x ∈
{−10,5}n for test 2

Shifted Sum Can-
cellation

f (x) =
1

10−5 +∑n
i=1 |yi|

where

yi = ∑i
k=1(xk− s)

x ∈ {−0.16,0.16}n

Sphere f (x) = ∑n
i=1 x2

i x ∈ {−10,5}n

Ellipsoid f (x) = ∑n
i=1 106 i−1

n−1 x2
i x ∈ {−10,5}n

Cigar f (x) = x2
1 +∑

n
i=2 106x2

i x ∈ {−10,5}n

Tablet f (x) = 106x2
1 +∑

n
i=2 x2

i x ∈ {−10,5}n

Cigar Tablet f (x) = x2
1 +∑

n−1
i=2 104x2

i +108x2
n x ∈ {−10,5}n

Two Axes f (x) = ∑n/2
i=1 106x2

i +∑
n
i=n/2+1 x2

i x ∈ {−10,5}n

Different Powers f (x) = ∑n
i=1 102+10 i−1

n−1 |x2
i | x ∈ {−10,5}n

This section uses three articles of the specialized literature in order to compare
the following:

• The first experiment compares the Potential-selection based EDA (PS-EDA) [4]
versus algorithms that intend to capture sufficient fitness landscape information,
through a complex structure of the search probability distribution. Thus, we com-
pare our proposal which uses a single multivariate Normal distribution with sev-
eral algorithms based on Gaussian mixtures. The purpose is to show that even a
simple model with adequate position and variance could outperform complex and
computationally-expensive models based on the classical EDA point of view of
estimating best-fitted parameters from the selected set. Additionally, we shown
that the PS-EDA can detect the promising regions, at least, with the same efficacy
than Normal mixture models.

• The second experiment is a comparison with the first reported variance scaling
scheme in multivariate Normal EDAs by Grahl et al.[8, 2]. This is one of the
most impacting studies about diversity issues in Normal EDAs, and an obligated
reference for the problem. The authors report coefficients of a log-log regres-
sion related to the computational cost and algorithm scaling. The purpose of this
comparison is to show that our proposal can adequately solve and converge to
the optimum with the desired precision (10−10), in spite of the high exploration
capacity.

• The third experiment, is a comparison with another CVS scheme. Researchers
notice that the CVS scheme proposed by Grahl fails to find the optimum when it
is not positioned in the center of the search space (similar to asymmetrical initial-
ization). Thus, our proposal is compared for this kind of problem, in effectiveness
(optimum approximation) and efficiency (evaluations). With this experiment we
shown that our approach solves a problem that the original CVS fails to solve,
additionally, it is competitive with a CVS algorithm which solves the problem.
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4.1 Comparison with MIDEA, MBOA, and EDA with vbICA-MM

Cho and Zhang proposed an EDA with the variational Bayesian indepen- dent
component analyzers mixture model named vbICA-MM [4]. The goal is to cap-
ture the structure of the data better than other simpler approaches. The algorithm
was compared with the MIDEA [1] and MBOA [11] with the Rosenbrock function
(the Fletcher-Powell function is also used but it uses random coefficients, thus the
comparison could delivered inexact results). The Rosenbrock function has an small
gradient and area of improvement close to the optimum, thus, many algorithms con-
verge prematurely. We reproduce the comparison settings as follows:

Comparison Settings: 10 variables were used for the Rosenbrock function, and
10e6 function evaluations as stopping criterion. Mean and standard deviation of 20
independent runs are reported.

Potential Selection Based EDA Settings: Population size of 1000, the minimum
norm of the covariance matrix (stopping criterion) was set in 10e− 35.

Table 2 Comparison among several EDAs in [4] for a 10-dimension Rosenbrock function

Algorithm Mean and St. D. of f (xbest
PS-EDA 0±0
MBOA 2.886×10−2 ±0.0314

EDA with vbICA-MM 3.954±1.501
MIDEA 7.538±0.049

Results Discussion: As can be notice in Table 2, our proposal clearly outperform
other EDAs. In [4] 106 function evaluations were performed to obtain the cited
results, in our case, the algorithm was stopped before by the minimum norm of
the covariance matrix, thus the proposed algorithm does not perform 106 function
evaluations, instead the mean and standard deviation of function evaluations for
this problem were 292100± 7426.12, which which is around the 30% percent of
the evaluations used by other algorithms. This experiment suggest that it does not
matter how complex is the search distribution model, the variance reduces faster
than required for an adequate exploration.

4.2 Comparison with Adaptive Variance Scaling (Grahl et al.)

Grahl, Bosman and Rothlauf [8, 2] have presented two similar proposals for variance
scaling in Normal EDAs named CVS-IDEA and SDR-CVS-IDEA. They enlarge the
covariance matrix, after detecting the need of more variance. The functions used for
testing the algorithms are not quite difficult to solve for Normal EDAs, because all of
them are convex and most of them do not present high correlation among variables.
On the other hand, some functions have interesting characteristics, several variables
have a quite different impact than other in the objective function, then, most EDAs
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usually tend to minimize the most important variables at first, and if the variance
is reduced for all variables at the same time, they converge prematurely, which is
the case of the Different Powers function. In order to solve this function the algo-
rithm must maintain different convergence ratios or variances for the variables. As
can be seen in the experiment, our algorithm successfully solve this kind of prob-
lem. The main comparison is performed with coefficients of a log-log regression.
Such coefficients can be seen as an empirical order of the algorithms, they intend
to measure how much the function evaluations grows related with the dimension
of the problem. Nevertheless this kind of problem (convex with low correlation)
is not the main niche of our proposal which is intended to solve harder ones. We
present this comparison for completeness, and because the variance scaling pro-
posal is consider one of the most promising and important proposals for solving the
premature convergence issue in EDAs. β and α are computed by fitting the models:
log(neval) = β log(ndim) + β0 log(npop) = α log(ndim) +α0, for npop =population
size, neval =number of evaluations and, ndim =number of variables. Thus β is an ex-
ponent related to order of evaluation versus variables, and α is an exponent related
to the order of the population size versus the number of variables.

Comparison Settings: We compare the success of 30 independent runs in {2, 4, 8,
10, 20, 40, 80} dimensions for the following test problems: Sphere, Ellipsoid, Cigar,
Tablet, Cigar Tablet, Two Axes, Different Powers and Rosenbrock. The Parabolic
Ridge and Sharp Ridge reported in the original reference were not tested because
they have the optimum in an infinity value, a rule for maintaining the population in
the search space must be applied for this case, but setting and arbitrary criterion for
this purpose could lead to an unfair comparison.

Potential Selection Based EDA Settings: For the dimensions {2, 4, 8, 10, 20, 40,
80}, the population sizes are: {80, 120, 160, 160, 500, 2000, 8000}, for all test
problems except for the ellipsoid and Rosenbrock problems, for these problems the
populations sizes are: {80, 120, 160, 160, 500, 2000, 8500}. The maximum norm
of the covariance matrices are: {1e−19, 1e−22, 1e−22, 1e−22, 1e−24, 1e−24,
1e−26} for all problems except for the different powers, ellipsoid and Rosenbrock.
For the ellipsoid and Rosenbrock they are: {1e− 19, 1e− 22, 1e− 22, 1e− 22,
1e− 24, 1e− 24, 1e− 27}. For the different powers they are: {1e− 5,1e− 6,1e−
8,1e− 10,1e− 12,1e−14,1e−18}.
Results Discussion: As noticed in Table 3 the PS-EDA has a greater empirical order
than the other EDAs in the comparison, the positive fact is that it can solve all the
problems in the test with the required accuracy. The β coefficient is an order related
with the number of evaluation, and α with the population size, the numbers reported
show that the evalutions grows fater than the population size, this is important for
memory aspects. As mentioned most of these problems are easy to solve for well
performed EDAs, because their convexity, the next subsection will provide evidence
about the PS-EDA in problems that the AVS-IDEA fails to solve.
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Table 3 Comparison on the empirical order for number of evaluations and population sizes.
PS-EDA= Potential Selection based EDA.

Function Algorithm α β Function Algorithm α β
Cigar IDEA 0.5052 1.1865 Cigar Tablet IDEA 0.4521 1.1142

AVS-IDEA 0.2125 1.6976 AVS-IDEA 0.1879 1.7155
CMA-ES 0.000 1.5183 CMA-ES 0.0000 1.2431
PS-EDA 2.4171 1.2575 PS-EDA 2.3723 1.2575

Different Powers IDEA 0.9355 1.4983 Ellipsoid IDEA 0.6119 1.2171
AVS-IDEA 0.8419 1.1692 AVS-IDEA 0.1870 1.6870
CMA-ES 0.0000 1.5845 CMA-ES 0.0000 1.5183
PS-EDA 2.6314 1.2575 PS-EDA 2.4158 1.26989

Rosenbrock IDEA not solved Sphere IDEA 0.5541 1.1635
AVS-IDEA 0.7475 1.9154 AVS-IDEA 0.1994 1.6563
CMA-ES 0.6885 1.4872 CMA-ES 0.0000 0.9601
PS-EDA 2.4032 1.26989 PS-EDA 2.4152 1.2575

Tablet IDEA 0.4398 1.0860 Two Axes IDEA 0.6603 1.2854
AVS-IDEA 0.2066 1.6397 AVS-IDEA 0.2177 1.6551
CMA-ES 0.0000 1.4178 CMA-ES 0.0000 1.7208
PS-EDA 2.3476 1.2575 PS-EDA 2.4098 1.2575

4.3 Comparison with Adaptive Variance Scaling Schemes
(Yungpeng et al.)

In [3], a failure in the adaptive variance scaling scheme [8] is detected, and a pro-
posal to solve it is presented. They compare their proposal EMNA-CEAVS with the
standard EMNA [10] and other variance scaling algorithm the EMNA-AVS [8]. The
comparison is made by using the Shifted Sum Cancellation problem in Table 1. The
reported results as well as the comparison with our proposal are show in Table 4.
Notice that when s = 0 in the Shifted Sum Cancellation, it is equal to the widely
used Sum Cancellation Problem.

Comparison Settings: 10 variables were used for the Shifted Sum Cancellation
function. The comparing algorithms were stopped when they found an optimum
approximation with an error less than 10−10 for 20 independent runs. The algorithm
parameters were set in order of finding 95 % of successful runs and the average of
functions evaluation is reported. When the algorithm does not solved successfully
the problem, the mean of the error in the objective function space is reported.

Potential Selection Based EDA Settings: Population size of 300, the minimum
norm of the covariance matrix (stopping criterion) was set in 10e− 42, in order to
find the desired precision.

Results Discussion: The results in Table 4 shows that our proposal is capable of
solving problems which require high precision. Nevertheless the number of function
evaluations are more than the best performed algorithm for several cases, our pro-
posal does not seem to be conditioned by the s parameter of the objective function.
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Table 4 Comparison among several EDAs in [3] for a 10-dimension Shifted Sum Cancella-
tion function. Mean of function evaluations when the optimum is approximated with an error
less than 1010, otherwise the error mean is presented in brackets, for 20 independent runs.
EDA-PS= EDA based on potential selection.

s EMNA EMNA-AVS EMNA-CEAVS EDA-PS
0 43020 45810 30930 134745±2909.056

0.01 172830 [4e−8] 30930 130455±6463.865
0.04 185197 [2e−7] 59507 124890±3003.314
0.16 280510 [8e−7] 60872 122970±4978.173
0.64 [1e−6] [3e−6] 64037 118995±4339.698

4 [1+5] [1.9e−5] 209000 115920±5814.284
64 [1e5] [3.8e−4] 206673 118875±8419.643

For all the experiments the PS-EDA found the optimum with the desired precision,
and it worth to notice that the number of evaluations are quite similar for all the
experiments in the table, while for the EMNA-CEAVS it is increased with the s pa-
rameters, The other algorithms in the comparison are not successful in solving the
problem for all cases, thus the objective function mean and variance is reported. Re-
call that adaptive variance requires the computation of several statistical measures,
while the potential calculation is quite simple.

5 Conclusions

This article presents a novel approach for continuous optimization using a Normal
Estimation of Distribution Algorithm. Most (Normal) EDAs suffer of the prema-
ture convergence problem. The variance is reduced even if there is evidence about
adequate search directions or regions. Our approach, called the Potential Selection,
is a method to circumvent the mentioned issue. The potential selection computes
weights which can be seen as a priori probabilities. Then, they are used to compute
weighted estimator of the covariance matrix equipped with adequate magnitude and
search direction. In this work we argue that the greatest probability must be po-
sitioned at the best known point. For the Normal distribution this is quite easy to
achieve, because the maximum probability is defined by the means vector. The ade-
quate pose of the probability mass improves the search capacity by sampling inten-
sively the most promising regions, and the potential selection maintains the adequate
variance. Additionally, convergence of the Normal EDA based on the potential se-
lection is guaranteed, hence there is no need of an arbitrary stopping criterion. The
covariance matrix norm can be used as stopping criterion according to the desired
precision of the optimum approximation. The results are very promissory, the EDA
is capable of solving all the test problems used in the comparisons which are taken
from the specialized literature on EDAs with diversity enhancement methods.

As mentioned, it is desirable in EDAs to find an accurate optimum estimator as
well as to have certain confidence about it. Our algorithm guarantees convergence
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to the optimum estimator (elite individual), hence, the last populations are sampled
in a close region around it, in consequence, implicitly we have evidence that our
optimum estimator is the best found in a small neighborhood.

Our proposal intends to show that EDAs can be enhanced by simple procedures
derived from conceptual work. In this proposal, we avoid the use complex search
distribution models, instead, we are focused on positioning the probability mass in
the right region, and using the information in the population to determine the ade-
quate direction and magnitude of the covariance matrix. We have shown that such
information is actually present in the population. Also, we have provided arguments
to elucidate that Estimation of Distribution Algorithms must not be focused on es-
timating an accurate distribution from data or to fit complex models via maximum
likelihood. We conclude from our work and experiments that: a) EDAs must ensure
that the regions with the highest objective values be intensively sampled, b) that all
detected regions with a high objective function value must be explored, and finally
c) must lead the population to converge around the best optimum estimator found.

Future work contemplate using the potential selection on discrete search spaces,
and to investigate other potential functions which could outperform the approach
presented here, possibly by reducing the number of function evaluations.
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Linkage Learning Using Graphical Markov
Model Structure: An Experimental Study

Eunice Esther Ponce-de-Leon-Senti and Elva Diaz-Diaz

Abstract. Linkage learning to identify the interaction structure of an optimization
problem helps the evolutionary algorithms to search the optimal solution. Learning
the structure of a distribution representing the interactions of the optimization prob-
lem is equivalent to learning the variables of the problem linkage. The objective
of this paper is to test the efficiency of an EDA that use Boltzmann selection and
a cliqued Gibbs sampler (named Adaptive Extended Tree Cliqued - EDA (AETC-
EDA)) to learn the linkage of the problem and generate samples. Some optimization
problems difficult for the Genetic Algorithms are used to test the proposed algo-
rithm. As results of the experiment is to emphasize that the difficulty of the opti-
mization, as assessed by the number of evaluations, is proportional to the sizes of
the cliques of the learned models, that in time, is proportional to the structure of the
test problem.

1 Introduction

In genetics, linkage is the tendency for alleles of different genes to be passed to-
gether from one generation to the next [20]. For the evolutionary algorithms is in-
teresting to detect linkage groups for the underlying structure of the optimization
problem. If the linkage groups are not known in advance they must be detected
during the algorithm execution. This question of linkage learning was proposed by
Holland [8]. He noted that the complexity of the adaptive systems comes from the
interactions of alleles that reflects the adaptation of the genotype to the environ-
ment. This adaptation requires most of the time a nonlinear structure that changes
with the change of the simultaneous appearance of groups of variable alleles (epis-
tasis - some phenotype appears only with an exact combination of alleles). One of

Eunice Esther Ponce-de-Leon · Elva Diaz-Diaz
Autonomous University of Aguascalientes, Ave. Universidad 940,
Colonia Ciudad Universitaria, CP 20131, Aguascalientes, Mexico
e-mail: {eponce,ediazd}@correo.uaa.mx

O. Schütze et al. (Eds.): EVOLVE – A Bridge between Probability, AISC 175, pp. 237–249.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013

{eponce,ediazd}@correo.uaa.mx


238 E.E. Ponce-de-Leon-Senti and E. Diaz-Diaz

the formal models proposed by Holland to reflect this property is the discrete prob-
abilistic model defined over the space of all the possible combinations of alleles.
Specifically a Discrete Graphical Markov Model (DGMM) lends his structure of
interactions to represent the linkage. Learning the structure of the graphical model
is equivalent to linkage learning. The DGMM are a type of hierarchic log linear
probabilistic graphical models [11]

In the course of optimization the algorithm iteratively obtains the structure of a
graphical model (linkage learning) and use this information to construct a cliqued
Gibbs sampler. The evaluation of each solution generated by the cliqued Gibbs sam-
pler and the new structure obtained at each step orients the search to the global
optimum. The cliqued Gibbs sampler uses a Boltzmann selection procedure [7].

In this paper the algorithm is tested with three non-overlapping functions and
one overlapping function. The overlapping function is the more challenging because
not only has linkage whiting blocks, but the blocks are overlapping so, there exists
linking between blocks. This additional difficulty is represented and manipulated by
the cliques of the unrestricted graphical models employed.

Some of the frequently used estimation of distribution algorithms (EDAs) [14]
are, the univariate marginal distribution algorithm (UMDA) [12], the bivariate
marginal distribution algorithm (BMDA) [17], and the bayesian optimization al-
gorithm [16]. In the mentioned papers a list of problems challenge the algorithms to
learn the linkage. Some of the test problems used in this paper, were selected from
these cited papers.

In this paper the power and sensibility of a linkage learning algorithm is ana-
lyzed. First its power to help the search of the solutions space and to find the best
solution is tested with 4 test benchmark problems, and second, the sensibility to
learn the structure of the graphical model that can describe the optimization func-
tion is assessed.

In section two some definitions and concept needed to describe the algorithm
are given. In section three the algorithm pseudocodes are described and explained.
In section 4, the test functions are described. In section 5, the experiments are de-
scribed, the parameters explained and the results are presented. In section 6, the
results are discussed and the conclusion presented.

2 Definitions and Concepts

The fundamental definitions and concepts needed to construct and explain the al-
gorithms are detailed in order to make the paper self contained. More explanation
about the AETC–EDA can be consulted in [18].

Let S= {s1,s2, ...,sv} be a set of sites and let G = {Gs,s∈ S} be the neighborhood
system for S, meaning it any collection of subset of S for which

1) s /∈ Gs and
2) s ∈ Gr ⇔ r ∈ Gs.
Gs is the set of neighbors of s, and the pair {S,G } is a graph.
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Definition 1 A subset C⊂ S is a clique if every pair of distinct sites in C are neigh-
bors. C = {C} denotes the set of cliques. Let X = {xs,s ∈ S} denotes any family
of random binary variables indexed by S. Let Ω be the set of all possible values of
X, that is, Ω = {w = (x1,x2, ...,xv) : xi ∈ {0,1}} is the sample space of all possible
realizations of X.

Definition 2 X is a Markov random field (MRF) with respect to G if

P(X = w)> 0 for all w ∈Ω (1)

and

P(Xs = xs|Xr = xr,r 
= s)=P(Xs = xs|Xr = xr,r ∈Gs) for every s∈ S and w∈Ω (2)

where X denotes the random variable and w denotes the values that this variable
can take.

Definition 3 A Gibbs distribution relative to {S,G } is a probability measure π on
Ω with the following representation

π(w) =
1
Z

e−U(w)/T (3)

where Z and T are constants. U is called the energy function and has the form

U(w) = ∑
c∈C

Vc(w) (4)

Each Vc is a function on Ω that only depends on the coordinates xs of w for which
s ∈C, and C ⊂ S.

Definition 4 The family {Vc,c ∈ C } is called a potential and the constant

Z =∑
w

e−U(w)/T (5)

is called the partition function. The constant T is named temperature and it controls
the degree of ”peaking” in the density π .

Theorem 1 (Equivalence theorem) Let G be a neighborhood system. Then X is a
MRF with respect to G if and only if π(w) = P(X = w) is a Gibbs distribution with
respect to G .

A more extensive treatment can be seen in [7], [3], [9].

Definition 5 Gibbs Sampling is a Markovian updating scheme that works as

follows. Given an arbitrary starting set of values x(0) = (x(0)1 ,x(0)2 , ...,x(0)v ) ∈ Ω ,
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one value x(0)i is drawn from the conditional distribution

P(xi|x(0)1 , ...,x(0)i−1,x
(0)
i+1, ...,x

(0)
v ) for each i = 1, ...,v, where v is the number of

variables. So, each variable is visited in the natural order until v. After that a new

individual x(1) = (x(1)1 ,x(1)2 , ...,x(1)v ) is obtained.

Geman and Geman [7] demostrated that for

t → ∞, x(t)→ x

where x = (x1,x2, ...,xv) and t is the parameter of the process (if the process is
an algorithm, t is an iteration). This sampling schema required v random variate
generations, one for each state i of the schema.

As a component of the cliqued Gibbs sampler, the generator part, a selection
procedure is used.

Definition 6 Let xi be a solution and f (xi) be the function of xi to optimize, then the
Bolztmann selection procedure evaluates a solution xi

P(xi) =
exp(− f (xi))

E(xm)
(6)

where E(xm) =∑ j f (x j)p(x j) is the expected value of all the elements in the current
population.

P(xi) is not invariant to scaling but is invariant to translation [5].

Given the state i of the schema x(t), for the value P[xi|x(t)1 , ...,x(t)i−1,x
(t)
i+1, ...,x

(t)
v ] a

value for x(t+1)
i is obtained selecting as follows: if p(x(t+1)

i ) > p(x(t)i ) select x(t+1)
i ,

else calculate

q =
p(x(t+1)

i )

p(x(t)i )
, (7)

and if a random number uniformly generated in the interval [0,1] is less that q, select

x(t+1)
i .

Definition 7 The K-L divergence from the probability model M to the data x is
given by the Kullback-Leibler information [1]

G2(M,x) = log(L(m̂M
n (x)) =−2

k

∑
i=1

xi log2(
m̂M

i

xi
) . (8)

where k is the sample number of different individuals, n is the total number of indi-
viduals, and m̂M

n is the maximum-likelihood parameter estimator of mM
n .

The K-L divergence is also known as relative entropy, and can be interpreted as
the amount of information in the sample x not explained by the model M, or the
deviation from the model M to the data x. This K-L divergence is used to calculate
SMCI (Definition 9) and in time EMUBI (Definition 10) in the next paragraphs.



Linkage Learning Using Graphical Markov Model Structure 241

Definition 8 The mutual information measure IXiXj for all Xi,Xj ∈ X is defined
as

IXiXj = I(Xi,Xj) = ∑
xi,x j

P(xi,x j) log
P(xi,x j)

P(xi)P(x j)
. (9)

where P(xi,x j) = P(Xi = xi,Xj = x j).

As a part of a strategy to learn a graphical Markov model, a statistical model com-
plexity index (SMCI) is defined and tested by Diaz et al. [6]. Based on this index
it is possible to obtain an evaluation of the sample complexity and to prognose the
graphical model to explain the information contained in the sample.

The model representing the uniform distribution is denoted by M0, and the model
represented by a tree is denoted by MT . If a sample is generated by a model M
containing more edges than a tree, the information about the model M contained in
this sample and not explained, when the model structure is approximated by a tree,
may be assessed by the index defined as follows.

Definition 9 Let x be a sample generated by a model M. The statistical model com-
plexity index (SMCI) of the model M [6] is defined by the quantitative expression

SMCI(M,x |MT ) =
G2(MT ,x)−G2(M,x)

G2(M0,x)
. (10)

This index can be named sample complexity index, because it is assessed by the
quantity of information contained in the sample generated by the model M.

Definition 10 Let G be the graph of the model M, and let v be the number of ver-
tices, let MNE(v) be the maximum number of edges formed with v vertices. The
edge missing upper bound index (EMUBI) (see [6]) is defined by

EMUBIτ(M,x |MT ) = τ(MNE(v)− v+ 1)SMCI(M,x |MT ) . (11)

where τ is the window allowing a proportion of variability in the sample to get into
the model [6]. This coefficient is a filter that allows the sample relevant information
for the model structure construction.

This index is used to prognose the number of edges to add to a tree in order to
approximate the complexity of the sample using the graphical model, in this case it
is an unrestricted graphical Markov model.

The next two definitions are used to assess the similarity of the linkage structure
learned by the algorithm and the linkage structure of the optimization problem.

Definition 11 Given the learned graph G1, and the generator graph G2, a graph
similarity index of G1 respect to G2, GSI(G1,G2) is given by the number of common
edges divided by the number of edges in the generator graph G2 [6]. Denote by E1

the set of edges from G1 and by E2 the set of edges from G2, then the similarity index
is given by:

GSI(G1,G2) =
|E1∩E2|
|E2|

, (12)
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where |C| denotes the number of elements in the set C.

Definition 12 Let L = {li} the learned graph, and G =
{

g j
}

the generator graph
given by their cliques li and g j respectively

a. If for all j there exists i such that li ⊃ g j then it is said that L overlearns G .
b. If for some (but not all) j there exists i such that li ⊃ g j then it is said that L

partially learns G , and
c. The proportion of cliques learned is the number of g j cliques contained in some

li cliques, divided by |G |, is named index of learned cliques.

The generator graph in this paper is the graph given by the variable blocks of the ob-
jective function. To calculate the index of learned cliques the following pseudocode
is used.

Algorithm 1 Index of learned cliques algorithm
Input: L and G
Calculate |L | and |G |
count ← 0
Learning index← 0
for i = 1 to |G | do

for j = 1 to |L | do
if g j ⊂ li then

count ← count +1

Output: Learning index← count
|G |

To apply the learning index it is necessary to note that a graphical model is con-
structed over hypergraphs [2] that are formed by subsets of a given set. Graphical
models are a particular type of hypergraphs whose maximal subsets correspond to
cliques of a graph. So, it makes sense to compare cliques as subsets.

3 The Adaptive Extended Tree Cliqued - EDA (AETC-EDA)

The CL algorithm (Chow and Liu algorithm) [4] obtains the maximum weight span-
ning tree using the Kruskal algorithm [10] and the mutual information values IXiXj

(Definition 8) for the random variables. The tree obtained by this algorithm is de-
noted by MT (CL).

The CL-algorithm calculates for the number of variables v, v(v−1)
2 mutual infor-

mations. If each variable takes two values then the CL-algorithm has complexity
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Algorithm 2 CL algorithm
Input: Distribution P over the random vector X = (X1,X2, ...,Xv)
Compute marginal distributions PXi , PXiXj , for all Xi,Xj ∈ X .
Compute mutual information values (Definition 8) IXiXj for all Xi,Xj ∈ X .
Order the values from high to low (w.r.t.) mutual information.
Obtain the maximum weight spanning tree MT (CL) by the Kruskal algorithm [10].
Output: The maximum weight spanning tree MT (CL)

Algorithm 3 The extended tree adaptive learning algorithm (ETreeAL)
Input: Distribution P over the random vector X = (X1,X2, ...,Xv)
Call CL Algorithm in order to obtain the maximum spanning tree using the mutual
information measure IXiXj (Definition 8) as weight edges.
Calculate the edge missing upper bound prediction index (EMUBIτ(M,x |MT (CL))).
Add to MT (CL), τ percent from missing edges in the order of the mutual information
values (Definition 8).
Output: Extended tree model structure MEXT (CL)

O( v(v−1)
2 22) = O(2v(v− 1)) = O(v2). The ETreeAL adds the number of prognosed

edges to the tree to obtain the model structure necessary to the CG-sampler input,
and these operations have polynomial complexity.

This algorithm needs the cliques of the graphical models as input to fulfill the
condition of equivalence required by theorem 1 (see Section 2). The variables of
each clique are used together by the CG– Gibbs sampler optimizer to generate new
individuals for the sample. Other authors used blocked Gibbs sampler [19], and that
is why the name ”Cliqued Gibbs Sampler” was given to this sampler. Let f (x) be
the objective function. Ê(xm) is the f (x) mean estimator. Without losing generality
in the description of the CG-Sampler algorithm, we assume that the optimization
problem is to obtain a minimum and a convenient change can be made to obtain a
maximum.

Observing the Algorithm 14 it is seen that the algorithm input consists of a
population of selected solutions, let P be the population and let the structure of
the graphical model adjusted be given by its cliques, C = {c1, ...,ck}. In the outer
cycle the iterations run through all elements of the population (N). The first inner
for runs through the number of cliques (k) and the step 7 generates a marginal
table for each clique and calculates a roulette selection running over the marginal
table corresponding to the clique c j for all j=1,..,k. Let CM = maxc j∈C |c j| then
the worst case is when |c j| = CM for all j. In this case the complexity is given by
O((N)(k)2CM), so the complexity of the CG-Sampler is exponential in the size of
the maximum clique of the model.
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Algorithm 4 CG–Sampler Optimizer Algorithm
Input: A population of selected solutions, and the structure of the graphical model,

given by its cliques
PNew ← {}
i← 1
repeat

Take the solution i of the selected solutions
for j = 1 to Number of cliques do

Take the clique j
Generate the marginal table of the clique j
Roulette Selection: Select the individual corresponding to the k cell of the
marginal table according to its selection probability (Boltzmann Selection)
Definition 6.

if Ê(xm)< f (k) then
PNew ← PNew∪{k}

else
/* Metropolis Step */

if Random≤ f (k)
Ê(xm)

then

PNew ← PNew∪{k}
else

PNew ← PNew∪{i}

if i =(Percent of selection)∗N/100 then
i = 0

else
i = i+1

until (a new population PNew with size N is obtained);
Output: A new population PNew (Gibbsian Population)

3.1 Adaptive Extended Tree Cliqued – EDA (AETC–EDA)
Pseudocode

The AETC - EDA employs the ETreeAl to obtain the Markov model structure of
the population of solutions for each algorithm’s iteration, with this structure the
CG- sampler optimizer obtains the next population.

4 Test Functions

Four functions are employed to analyze the linkage problem in AETC- EDA. The
selected functions are a sample from functions of different difficulties. All of them
are deceptive functions proposed to study the genetic algorithm performance. The
Overlapping Trap5 is the most difficult in this analysis.
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Algorithm 5 Adaptive Extended Tree Cliqued – EDA (AETC–EDA)
Input: Number of variables, function to optimize, population size, percent of selected

individuals, stop criterion
Create the initial population of size N at random.
repeat

Evaluate the population.
Order the population and select a portion.
With the selected portion of the population call the ETreeAl algorithm (Algorithm
3).
Call cliqued Gibbs sampler (CG–Sampler) optimizer (Algorithm 14)

until (Some stop criterion is met);
Output: Solution of the optimization problem

In all functions we use v as the number of the variables, xi is a binary variable for
every i, and u = ∑xi is the number of ones in the solution x = (x1, ...,xv).

Fc2 Deceptive Problem. Proposed in [13] its auxiliary function and deceptive de-
composable function are as follows.

f 5
Muhl =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

3.0 for x = (0,0,0,0,1)
2.0 for x = (0,0,0,1,1)
1.0 for x = (0,0,1,1,1)
3.5 for x = (1,1,1,1,1)
4.0 for x = (0,0,0,0,0)
0.0 otherwise

fc2(x) =

v
5

∑
i=1

f 5
Muhl(x5i−4,x5i−3,x5i−2,x5i−1,x5i) (13)

F3 Deceptive Problem. This problem has been proposed in [13]. Its auxiliary func-
tion and deceptive decomposable function are as follows.

f 3
dec =

⎧⎪⎨
⎪⎩

2 for u = 0
1 for u = 1
0 for u = 2
3 for u = 3

f3deceptive(x) =

v
3

∑
i=1

f 3
dec(x3i−2,x3i−1,x3i) (14)

Trapk Problem. A Trap function of order k [16] can be defined as

Trapk(u) =

{
k u = k
k− 1− u, otherwise
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fTrapk (x) =

v
k

∑
i=1

Trapk(x5i−4,x5i−3,x5i−2,x5i−1,x5i) (15)

We use k = 5.

OverlappingTrap5 Problem. A Overlapping Trap function of order 5 [15] can be
defined as

ai = Trap5(x5i−4,x5i−3,x5i−2,x5i−1,x5i)
bi = Trap5(x5i+1,x5i+2,x5i+3,x5i+4,x5i+5)
av/5 = Trap5(x5(v/5)−4,x5(v/5)−3,x5(v/5)−2,x5(v/5)−1,x5(v/5))
b0 = Trap5(x1,x2,x3,x4,x5)

fOverlappingTrap5(x) =

v
5−1

∑
i=1

[ai +ωφ(ai + bi)]+ av/5+ωφ(av/5 + b0) (16)

where ω = 1 and φ is defined as

φ(a+ b) =

{
−1 if (a+ b)≡ 0 mod 2
+1 if (a+ b)≡ 1 mod 2

The optimal solutions are constructed with blocks of size 5. There are two dif-
ferent optimal solutions x1 and x2. x1 = (000001111100000....0000011111) and
x2 = (111110000011111....1111100000), where v (number of variables) fulfills
with v≡ 0 mod 5.

For the Fc2 function, the graphical model assumed had 10 cliques, the number
of edges was 100, and all cliques had a size 5. For the F3 Deceptive function, the
graphical model assumed had 16 cliques, the number of edges was 48, and the size
of the cliques was 3. The Trap5 had the same graphical model as Fc2 function. In
the case of OverlappingTrap5 the graphical model was more difficult to describe
in terms of number of cliques, size of cliques and number of edges.

5 Experimental Results

The experiments reported were performed with the four test problems described in
the section 4. The parameters are described in Table 1.

Some edges of the tree learned by the AETC–EDA in the first step were erro-
neous because of the structure of the function, that is, the blocks of the optimiza-
tion function do not intersect. This event occurs in functions Fc2 , F3 Deceptive, and
Trap5.

The program of the AETC-EDA had a memory constraint for the size of cliques.
The maximum size permitted of a clique was 10.

The behavior of Fc2 function is better with population size 70 than size 90 as you
can see in the tables 2 and 3 respect to Evaluations Number. The * means in the
case of the OverlappingTrap5 function, that the learned and similarity index was
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Table 1 AETC-EDA parameters description

Parameters Description

Number of Evaluations Mean number of evaluation in 30 runs
Number of Cliques Mean Number of cliques of learned graph in 30 runs
Size of Cliques Mean size of cliques of learned graph in 30 runs
Edge number Mean number of edges of learned graph in 30 runs
Learning Index Mean rate in 30 runs, of cliques of the generator graph contained in some

one clique of the learned graph, divided by cliques number of generator
graph (See Definition 12)

Similarity Index Mean Similarity in 30 runs, of the learned graph respect to the generator
graph (See Definition 11)

Mean best value The mean best value obtained by the AETC-EDA in 30 runs
Sample Complexity x x be the complexity of a Population of AETC-EDA in each generation

and run (See Definition 9). The x is bounded by the value after the sign
<

Table 2 AETC – EDA (CG - Sampler with Bolztmann Selection and without Metropolis
step). Percent of Selection= 60. τ = 1. Number of Generations= 500.

Parameters Fc2 F3 Deceptive Trap5 OverlappingTrap5

Variables 50 48 50 50
Population size 70 70 70 70
Number of Evaluations 394.07 20413.8 512235.2 621473.8
Number of Cliques 37.87 50.97 39.2 286
Size of Cliques 2.45 3.03 3.68 4.42
Edge number 73.2 125.23 150.23 283.2
Learning Index 0.16 0.96 0.66 0.77*
Similarity Index 0.58 0.99 0.91 0.91*
The Optimum value 40 48 50 100
Mean best value 40 48 49.5 62
Sample Complexity x x < 0.043 x < 0.12 x < 0.15 x < 0.27

Table 3 AETC – EDA (CG - Sampler with Bolztmann Selection and without Metropolis
step). Percent of Selection= 60. τ = 1. Number of Generations= 500.

Parameters Fc2 F3 Deceptive Trap5 OverlappingTrap5

Variables 50 48 50 50
Population size 90 90 90 90
Number of Evaluations 656.4 28315.7 1122637.33 658040.4
Number of Cliques 39.57 43.2 30.53 85.9
Size of Cliques 2.35 2.86 3.6 4.4
Edge number 68.4 102.2 124.06 265.1
Learning Index 0.13 0.98 0.66 0.77*
Similarity Index 0.58 0.99 0.91 0.92*
The Optimum value 40 48 50 100
Mean best value 40 48 49.46 62
Sample Complexity x x < 0.035 x < 0.11 x < 0.11 x < 0.26
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calculated respect to the based model of Trap5 function. The number of evaluation
defer between test functions, and between population size (see Tables 2 and 3), and
grows proportional to the difficulty of the test functions, as expected. The size of
the cliques grows proportional to the structure of the test problem (see Tables 2 and
3). The similarity index indicates how the algorithm learned the structure of each
test problem (see Tables 2 and 3). Observe that the test problem Fc2 , is not so well
learned by the model (the similarity index =0.58). Remember that the algorithm
assumes that the interaction structure of the test problem is at least a tree.

6 Discussion and Conclusions

The results of the experiments confirm that the first three problems are ease for the
algorithm as was expected. The algorithm performance in the case of the last test
problem (overlapping Traps) is very satisfactory too, meaning it that the linkage
learning the using the predicted graphical Markov model and generating population
samples by Cliqued Gibbs Sampler, is an adequate structure for this more challeng-
ing complex problem for the test problem. This results confirm the Holland affir-
mation [8] chapter 1, about the complexity of these types of problems. Some part
of the complexity comes from the effects of interaction between variables. Some
comes from the effects of interactions within variables subsets, and some comes
from the non additivity of the effects -a mentioned phenomenon known as epistasis.

As results of the experiment is to emphasize that the difficulty of the optimization,
as assessed by the number of evaluation, is proportional to the sizes of the cliques of
the learned models, that in time, is proportional to the structure of the test problem.
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A Comparison Study of PSO Neighborhoods

Angel Eduardo Muñoz Zavala

Abstract. A comparative study is performed to reveal the convergence character-
istics and the robustness of three local neighborhoods in the particle swarm opti-
mization algorithm (PSO): ring, Von Neumann and singly-linked ring. In the PSO
algorithm, a neighborhood enables different communication paths among its mem-
bers, and therefore, the way the swarm searches the landscape. Since the neighbor-
hood structure changes the flying pattern of the swarm, convergence and diversity
differ from structure to structure. A set of controled experiments is developed to ob-
serve the transmission behavior (convergency) of every structure. The comparison
results illustrate similarities and differences in the three topologies. A brief discus-
sion is provided to further reveal the reasons which may account for the difference
of the three neighborhoods.

1 Introduction

The particle swarm optimization (PSO) algorithm is a population-based optimiza-
tion technique inspired by the motion of a bird flock [7]. Such groups are social
organizations whose overall behavior relies on some sort of communication be-
tween members. Any member of the flock is called a “particle”. Most models for
flock’s motion are based on the interaction between the particles, and the motion
of the particle as an independent entity. In PSO, the particles fly over a real valued
n-dimensional search space, where each particle has three attributes: position x, ve-
locity v, and best position visited after the first fly PBest . The best of all PBest values
is called global best GBest . Its position is communicated to all flock members such
that, at the time of the next fly, all the particles are aware of the best position visited.
By “flying” a particle we mean to apply the effect of the local and global attractors
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to the current motion vector. As a result, every particle gets a new position. The
flock must keep flying and looking for better positions even when the current one
seems good. Thus, finding the next best position is the main task of the flock for
which exploration and therefore population diversity is crucial.

In PSO, the source of diversity, called variation, comes from two sources. One
is the difference between the particle’s current position and the global best, and the
other is the difference between the particle’s current position and its best historical
value.

vt+1 = w∗ vt + c1 ∗U(0,1)∗ (xt−PBest)

+ c2 ∗U(0,1)∗ (xt−LBest) (1)

xt+1 = xt + vt+1 (2)

The equation above reflects the three main features of the PSO paradigm: distributed
control, collective behavior, and local interaction with the environment [3]. The first
term is the previous velocity (inertia path), the second term is called the cognitive
component (particle’s memory), and the last term is called the social component
(neighborhood’s influence). w is the inertia weight, and c1 and c2 are called acceler-
ation coefficients.

The whole flock moves following the leader, but the leadership can be passed
from member to member. At every PSO iteration the flock is inspected to find the
best member. Whenever a member is found to improve the function value of the
current leader, that member takes the leadership.

A leader can be global to all the flock, or local to a flock’s neighborhood. In the
latter case there are as many local leaders as neighborhoods. Having more than one
leader in the flock translates into more attractors, possibly scattered over the search
space. Therefore, the use of neighborhoods is a natural approach to fight premature
convergence in the PSO algorithm [13].

For updating the particle position, the equation for local best PSO is similar to
that of the global best PSO. One would simply substitute GBest by LBest in Equation 2.

vt+1 = w∗ vt + c1 ∗U(0,1)∗ (xt−PBest)

+ c2 ∗U(0,1)∗ (xt−LBest) (3)

In the PSO algorithm, a neighborhood structure enables different communication
paths among its members, and therefore, the way the swarm searches the landscape.
Since the neighborhood topology changes the flying pattern of the swarm, conver-
gence and diversity differ from structure to structure.

This work studies three effective PSO neighborhoods: ring [8], Von Neumann
[9] and singly-linked ring [16]. In Section 2 a brief analysis of these structures is
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presented. The developed experiments are described in Section 3. The results of the
performed comparison is discussed in Section 4. Finally, in Section 5 the conclu-
sions are presented.

2 Neighborhood Topologies

There are several neighborhood structures for PSO. Their importance have been
addressed by several researchers [7], [12], [14], [15]. Flock neighborhoods have a
structure which define the way the information flows among members. Virtually,
the information of the best particle, or leader, is concentrated and then distributed
among its members.

The organization of the flock affects search and convergence capacity. The first
particle swarm version used a kind of fully connected structure that became known
as global PSO (Gbest) [7]. The fully connected structure has reported the fastest con-
vergence speed [3, 8]. In a fully connected structure all the particles are neighbors of
each other. The communication between particles is expeditious; thereby, the flock
moves quickly toward the best solution found. Nevertheless, on non-smooth func-
tions, the population will fail to explore outside of locally optimal regions. Namely,
if the global optimum is not close to the best particle, it may be impossible to the
swarm to explore other areas; this means that the swarm can be trapped in local
optima.

The local PSO (Lbest) was proposed as a way to deal with more difficult prob-
lems. It offered the advantage that subpopulations could search diverse regions of
the problem space [10]. In the local PSO, only a specific number of particles Nk

(neighborhood) can influence the motion of a given particle k. Every particle is ini-
tialized with a permanent label which is independent of its geographic location in
space. The swarm will converge slower but can locate the global optimum with a
greater chance.

Various types of local PSO topologies are investigated and presented in litera-
ture [6]. Kennedy and Mendes compared traditional gbest topology to some lbest
topologies like von Neumann, star, ring and pyramid [9]. They also have suggested
a new methodology for involving neighborhood in PSO, called Fully-Informed Par-
ticle Swarm, which uses some portion of each neighbor’s findings instead of the best
neighbor and the best experience of the particle [10]. They have indicated that the
individual’s experience tends to be overwhelmed by social influence.

In [19], Safavieh et al. apply Voronoi diagram, which supports geometric dy-
namic neighborhood, to choose neighbors in PSO algorithm. The running time of
the algorithm depends on the dimension of search space. By increasing the dimen-
sion the running time of the computing the Voronoi neighbors will increase.

Researchers who have suggested methods that use neighborhood, discussed
that by this kind of neighborhood, a society is constructed between particles [19].
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Once a particle finds a good result, it reports its location to its friends, and by some
iterations all of the particles know something about good locations and try to move
to them. The neighborhoods topologies study in this paper are: ring, Von Neumann
and singly-linked ring.

2.1 Ring Topology

Flock members organized in a ring structure communicate with Nk immediate neigh-
bors, Nk/2 on each side (usually Nk = 2). Finding the local best LBest neighbor of
particle k is done by inspecting the particles in the neighborhood: k+1,k+2, . . . ,k+
n/2 and k− 1,k− 2, . . . ,k− n/2.

In a ring structure, the information is slowly distributed among the flock mem-
bers. This behavior does not contribute necessarily to improve the performance be-
cause it may be very inefficient during the refining phase of the solutions. However,
using the ring topology will slow down the convergence rate because the best so-
lution found has to propagate through several neighborhoods before affecting all
particles in the swarm [4]. This slow propagation will enable the particles to ex-
plore more areas in the search space and thus decreases the chance of premature
convergence [8].

The ring topology is used by most PSO implementations. In its simplest version,
every particle k has two neighbors, particles k− 1 and k + 1. Likewise, particles
k− 1 and k+ 1 have particle k as a neighbor. Therefore, there is a mutual attraction
between consecutive particles because they are shared by two neighborhoods. This
can be represented as a doubly-linked list [16], as shown in Figure 1.

Fig. 1 Ring topology of neighborhood Nk = 2

2.2 Von Neumann Topology

The Von Neumann topology, so-named after its use in cellular automata pio-
neered by John Von Neumann, was proposed for the PSO algorithm by Kennedy
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and Mendes [9]. In a Von Neumann neighborhood, particles are connected using a
rectangular matrix and every particle is connected to the individuals above, below,
and to each side of it, wrapping the edges [10].

Kennedy and Mendes analyzed the effects of various neighborhoods structures
on the PSO algorithm [9]. They recommended the Von Neumann structure because
performed more consistently in their experiments than other neighborhoods tested
[9].

In a Von Neumann topology every particle k has four neighbors, particles k− 1
and k+ 1 at the sides, and particles k− δ and k+ δ at the top and bottom, where δ
is a distance determined by the flock size. Likewise, particles k−1, k+1, k−δ and
k+δ have particle k as a neighbor. Therefore, the Von Neumann topology possesses
a doubly-linked list, like ring topology [16]. Figure 2.2 illustrates the Von Neumann
neighborhood topology.

Fig. 2 Von Neumann topology

2.3 Singly-Linked Ring Topology

The singly-linked ring topology, introduced by Muñoz-Zavala et al. [16], organizes
the flock in a modified ring fashion. This topology avoids the double list, that there
are in the ring and Von Neumann topologies, applying an asymmetric connection.
Algorithm 1 shows the procedure to find the neighbors for particle k in a singly-
linked ring topology; where Nk is the neighborhood, and P(k+m) is the particle lo-
cated m positions beyond particle k.

As it is shown in Figure 3, in the singly-linked ring topology, every particle k has
particles k− 2 and k+ 1 as neighbors (not k− 1 and k+ 1 as in the ring topology).
In turn, particle k + 1 has particles k− 1 and k + 2 as neighbors, and k− 1 has
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Algorithm 1 Singly-linked ring neighborhood
1: Nk = /0
2: Step = 1
3: Switch = 1
4: repeat
5: Nk = Nk ∪ P(k+Switch∗Step)
6: Step = Step+1
7: Switch = −1∗Switch
8: until Nk = N

particles k− 3 and k as neighbors. Then, k attracts k− 1, but k− 1 only attracts k
through particle k+ 1. Therefore, the particle in between cancels the mutual attrac-
tion. Additionally, the information of the leader is transmitted to the particles at a
lower speed [16].

Fig. 3 Singly-linked ring topology of neighborhood Nk = 2

The finding reported by Muñoz-Zavala et al. [16] is that by reducing the transfer
information speed, the singly-linked ring keeps the exploration of the search space.
The singly-linked ring structure allows neighborhoods of size Nk = f lock/2− 1
without mutual attraction.

3 Experiments

A controled test set was developed to show the convergence of each algorithm. The
objective is to perform a fair comparison between the 3 structures using the same
PSO model with the same parameters; thereby, a swarm size of 20 particles with a
neighborhood size of Nk = 4 particules is used for every topology. The neighbors of
each particle k = {1, · · · ,20} are listed in Table 1 for every topology: ring (R), Von
Neumann (VN) and singly-linked ring (SLR).
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Table 1 Neighbors of size Nk = 4 for every topology

Particle R VN SLR

1 2,3,19,20 2,4,5,17 2,4,17,19
2 1,3,4,20 1,3,6,18 3,5,18,20
3 1,2,4,5 2,4,7,19 1,4,6,19
4 2,3,5,6 1,3,8,20 2,5,7,20
5 3,4,6,7 1,6,8,9 1,3,6,8
6 4,5,7,8 2,5,7,10 2,4,7,9
7 5,6,8,9 3,6,8,11 3,5,8,10
8 6,7,9,10 4,5,7,12 4,6,9,11
9 7,8,10,11 5,10,12,13 5,7,10,12

10 8,9,11,12 6,9,11,14 6,8,11,13
11 9,10,12,13 7,10,12,15 7,9,12,14
12 10,11,13,14 8,9,11,16 8,10,13,15
13 11,12,14,15 9,14,16,17 9,11,14,16
14 12,13,15,16 10,13,15,18 10,12,15,17
15 13,14,16,17 11,14,16,19 11,13,16,18
16 14,15,17,18 12,13,15,20 12,14,17,19
17 15,16,18,19 1,13,18,20 13,15,18,20
18 16,17,19,20 2,14,17,19 1,14,16,19
19 1,17,18,20 3,15,18,20 2,15,17,20
20 1,2,18,19 4,16,17,19 1,3,16,18

In the field of evolutionary computation, it is common to compare different al-
gorithms using a large test set. However, the effectiveness of an algorithm against
another algorithm cannot be measured by the number of problems that it solves bet-
ter [17]. The “no free lunch” theorem [22] shows that, if we compare two search
algorithms with all possible functions, the performance of any two algorithms will
be, on average, the same.

That is the reason why, when an algorithm is evaluated, we must look for the
kind of problems where its performance is good, in order to characterize the type of
problems for which the algorithm is suitable. In the experiments, we used three test
functions well-known in the state-of-the-art and also used in [11]: Sphere, Rastrigin
and Schwefel.

• Sphere function, proposed by De Jong [5] is a unimodal function and so very
easy to find the minimum. It is a continuos and strongly convex function.

f (x) =
2

∑
j=1

x2
j

x j ∈ [−100,100], f ∗(0,0) = 0

• The Rastrigin function was constructed from Sphere adding a modulator term
α · cos(2πxi). It was proposed by Rastrigin [18] and is considered as difficult
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for most optimization methods [17]. Rastrigin function has the property to
have many local minima whose value increases with the distance to the global
minimum.

f (x) =
2

∑
j=1

(x2
j − 10cos(2πx j)+ 10)

x j ∈ [−5.12,5.12], f ∗(0,0) = 0

• The Schwefel function is the hardest among three functions [20]. The surface of
Schwefel function is composed of a great number of peaks and valleys. The func-
tion has a second best minimum far from the global minimum where many search
algorithms are trapped [17]. Besides, the global minimum is near the bounds of
the domain.

f (x) =
2

∑
j=1

(x jsin(
√
|x j|)+ 418.9829)

x j ∈ [−500,500], f ∗(420.96874,420.96874)= 0

3.1 Test I

In the first test, we use the Sphere function with the initial particle positions pre-
sented in Table 2.

Table 2 Initial positions for test I

Particle x1 x2 Particle x1 x2

1 0 0 11 50 50
2 5 5 12 55 55
3 10 10 13 60 60
4 15 15 14 65 65
5 20 20 15 70 70
6 25 25 16 75 75
7 30 30 17 80 80
8 35 35 18 85 85
9 40 40 19 90 90

10 45 45 20 95 95

In test I, particles are linearly arranged at different contour levels. The global
optimum is asigned to particle k = 1. The aim is to illustrate the topology effect in
the swarm motion.
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3.2 Test II

The second test applies the initial particle positions given in Table 3 in the Rastrigin
function.

Table 3 Initial positions for test II

Particle x1 x2 Particle x1 x2

1 1 1 11 5 -5
2 -1 -1 12 -5 5
3 2 2 13 4 -4
4 -2 -2 14 -4 4
5 3 3 15 3 -3
6 -3 -3 16 -3 3
7 4 4 17 2 -2
8 -4 -4 18 -2 2
9 5 5 19 1 -1
10 -5 -5 20 -1 1

In test II, particles are grouped by contours levels (4 particles in each contour
level), whose function value f (x1,x2) are approximately in local minima. The test
try to show the ability of each topology to handle symmetric multimodal functions.

3.3 Test III

This test uses the Schwefel function with the initial particle positions shown in
Table 4.

In test III, particles are grouped by neighborhood according Table 1. The test try
to show the ability of each topology to handle asymmetric multimodal functions.
The aim is to known the robustness of the studied neighborhood structures to find a
global optimum away from the center.

4 Comparative Study

The aim is to perform an unbiased study. Thereby, we use the same PSO parame-
ter in the next three local PSO approaches: PSO-R (ring topology), PSO-VN (Von
Neumann topology) and PSO-SLR (singly-linked ring topology).

Van den Bergh analyzed PSO’s convergence [21] and provided a model to ob-
tain convergent trajectories 0.5(c1+ c2)< w. In his work, Van den Bergh used the
standard parameter values proposed by Clerc and Kennedy [2], and also applied by
Bratton and Kennedy [1]: w = 0.7298, c1 = 1.49618, c2 = 1.49618.
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Table 4 Initial positions for test III

PSO-R PSO-VN PSO-SLR

1 ( 420 , -305 ) ( 420 , -305 ) ( 420 , -305 )
2 ( 420 , -305 ) ( 420 , -305 ) ( 420 , -305 )
3 ( 420 , -305 ) ( -305 , -305 ) ( -305 , -305 )
4 ( -305 , -305 ) ( 420 , -305 ) ( 420 , -305 )
5 ( -305 , -305 ) ( 420 , -305 ) ( -305 , -305 )
6 ( -305 , -305 ) ( -305 , 420 ) ( -305 , 420 )
7 ( -305 , -305 ) ( -305 , -305 ) ( -305 , -305 )
8 ( -305 , 420 ) ( -305 , -305 ) ( -305 , 420 )
9 ( -305 , 420 ) ( -305 , 420 ) ( -305 , -305 )

10 ( -305 , 420 ) ( -305 , 420 ) ( -305 , 420 )
11 ( -305 , 420 ) ( -305 , 420 ) ( -305 , 420 )
12 ( -305 , 420 ) ( -305 , -305 ) ( -305 , -305 )
13 ( -305 , -305 ) ( -305 , -305 ) ( -305 , 420 )
14 ( -305 , -305 ) ( -305 , 420 ) ( -305 , -305 )
15 ( -305 , -305 ) ( -305 , -305 ) ( -305 , -305 )
16 ( -305 , -305 ) ( -305 , -305 ) ( -305 , -305 )
17 ( -305 , -305 ) ( 420 , -305 ) ( 420 , -305 )
18 ( -305 , -305 ) ( -305 , -305 ) ( -305 , -305 )
19 ( 420 , -305 ) ( -305 , -305 ) ( 420 , -305 )
20 ( 420 , -305 ) ( -305 , -305 ) ( -305 , -305 )

4.1 Comparative Test I

For each PSO algorithm (PSO-SLR, PSO-Ring and PSO-VN) 1000 runs were
developed. Each algorithm performs the function evaluations required to reach a
PBest ≤ 1X10−16 for every particle k. The results are shown in Table 5.

Table 5 Convergence results for test I

PSO-R PSO-VN PSO-SLR

Mean 7027.86 7008.68 6997.38
Median 6980 6940 6940

Min 5500 5540 5340
Max 9240 10360 10020

Std. Desv. 601.55 588.34 604.11

The fitness evaluations performed by the 3 PSO algorithms to reach a PBest ≤
1E−16 in the whole swarm are similar. In fact, there are insignificant differences for
the mean, median and standard desviation values, between the 3 topologies. Table
6 presents the average function evaluations required for every particle to reach a
PBest ≤ 1E− 16.

Table 6 shows that there are significant difference in the convergence results. For
instance, particles k = 2 and k = 3 presents a difference in the average convergence
results between the singly-linked ring topology and the other two topologies. In the
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Table 6 Average convergence results of each particle for test I

Particle PSO-R PSO-VN PSO-SLR

1 0 0 0
2 203.17 201.387 223.676
3 211.784 217.691 212.698
4 217.236 215.054 226.659
5 223.457 218.267 220.337
6 226.445 227.273 234.319
7 231.381 233.364 233.243
8 236.835 237.91 242.043
9 241.988 249.668 245.614
10 246.318 254.491 252.521
11 252.622 256.428 257.582
12 260.623 262.283 264.312
13 264.678 274.137 268.656
14 273.87 278.755 273.141
15 282.573 281.023 280.896
16 289.207 283.961 285.631
17 293.286 273.323 288.304
18 294.25 275.572 273.079
19 277.517 283.239 283.639
20 280.056 282.14 279.244

PSO-SLR, particle k = 3 converges before particle k = 2, despite that particle k = 2
is closer to the optimum than particle k = 3 (see Table 2), because particle k = 1
(global optimum) belongs to the neighborhood of particle k = 3 (see Table 1). In
the PSO-Ring, particle k = 1 is neighbor of both particles, k = 2 and k = 3; thereby,
there is not an advantage for any particle. Finally, particle k = 1 belongs only to the
neighborhood of particle k = 2 in the PSO-VN algorithm.

4.2 Comparative Test II

The function evaluations required to reach a PBest ≤ 1E− 16, for the whole swarm,
were performed in each PSO algorithm described above. The results are shown in
Table 7.

Table 7 Convergence results for test II

PSO-R PSO-VN PSO-SLR

Mean 8097.22 7842.82 8127.3
Median 8040 7750 8070

Min 6240 6540 6780
Max 10900 11460 10600

Std. Desv. 676.59 623.70 617.86
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The fitness evaluations performed by the PSO-SLR and PSO-R algorithms to
reach a PBest ≤ 1E− 16 in the whole swarm are similar. There is a small difference
between the Von Neumann and the other topologies in the mean and median conver-
gence results. Table 8 presents the average function evaluations required for every
particle to reach a PBest ≤ 1E− 16.

Table 8 Average convergence results of each particle for test II

Particle PSO-R PSO-VN PSO-SLR

1 331.887 288.467 332.236
2 328.927 290.827 334.689
3 315.006 313.608 334.403
4 305.924 316.664 332.756
5 302.951 291.887 322.194
6 303.158 292.875 325.509
7 311.764 311.444 325.935
8 315.415 311.573 328.919
9 325.772 317.6 326.452
10 329.055 316.867 330.452
11 328.102 316.095 332.605
12 323.983 316.573 331.993
13 313.553 312.848 331.085
14 309.071 310.601 331.13
15 300.749 293.242 333.313
16 304.937 292.516 331.503
17 304.742 315.487 331.984
18 313.174 316.23 335.084
19 328.718 288.913 335.95
20 330.49 289.531 331.294

Table 8 shows that there are several differences in the convergence results be-
tween the 3 topologies. For instance, in the PSO-R the particles alocated in the
contour level f (x1,x2) = 18 (particles k = {5,6,15,16}) reach the global optimum
faster than the particles alocated in contour levels nearby to the global optimum (see
Table 3. Similary, in the PSO-VN, these particles reach the global optimum straight-
way the particles in the contour level f (x1,x2) = 2 (particles k = {1,2,19,20}),
outperform the average convergence results of particles k = {3,4,17,18} alocated
in the contour level f (x1,x2) = 8. On the other hand, the PSO-SLR convergence
results are very similar for all the particles, we may say that the swarm “flies to-
gether”. Besides, the singly-linked ring shows a slower motion than the other two
topologies.
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4.3 Comparative Test III

Each PSO algorithm performs the function evaluations required to reach a PBest ≤
1E− 04 for every particle k. If the algorithm is trapped in local minima, the run is
finished at 20,000 function evaluations and reported as unsuccesful run. The results
are shown in Table 9.

Table 9 Convergence results for test III

PSO-R PSO-VN PSO-SLR

Mean 3966.46 3962.40 3922.04
Median 3800 3740 3700

Min 2580 2700 2760
Max 18740 19580 14920

Std. Desv. 1192.91 1266.26 996.14
Unsuccesful Run 3.1% 3.4% 0.9%

The fitness evaluations performed by the PSO-R and PSO-VN algorithms to
reach a PBest ≤ 1E− 04 in the whole swarm are similar. In fact, there are insignifi-
cant differences for the mean, median and standard desviation values, between the

Table 10 Average convergence results of each particle for test III

Particle PSO-R PSO-VN PSO-SLR

1 141.1987891 139.8146998 139.623323
2 139.9566095 139.4658385 139.3065015
3 141.2926337 139.373706 138.7997936
4 140.8193744 138.8022774 139.2693498
5 140.5005045 141.245614 140.7997936
6 139.7719475 138.7225673 139.8167702
7 141.2431887 139.8799172 139.1671827
8 141.1210898 138.6335404 139.4427245
9 140.7830474 141.5093168 140.2786378
10 141.6801211 138.4633643 139.5614035
11 139.2179617 140.0786749 139.0890269
12 139.6528759 140.7401656 139.380805
13 140.938446 141.1362229 139.7089783
14 140.1029263 138.1697723 140.0310559
15 138.7860747 138.073499 140.2641899
16 138.5095863 139.9285714 139.5675955
17 137.7134208 140.4761905 140.4499484
18 137.864783 139.2142857 140.2373581
19 138.7093845 138.8395445 139.6955624
20 139.6801211 139.1242236 139.1795666
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2 topologies. Nevertheless, the PSO-SLR results outperform significantly the stan-
dard desviation and succesful runs values obtained by the other two topologies. Ta-
ble 10 presents the average function evaluations required for every particle to reach
a PBest ≤ 1E− 04.

Table 10 shows that there is not a significant difference in the convergence results
for all the swarm between the topologies tested. These results are consistent with the
mean and median convergence results show in Table 9. Nevertheless, we can not find
a relation between these results and the unsuccesful run rates show in Table 9. There
is a marked difference in the PSO-SLR succesful rate 99.1% to reach the global
optimum against the succesful rates 96.9% and 96.4%, obtained bye the PSO-R and
PSO-VN, respectively.

The results obtained in test I and test II can help us to understand the effect of the
topology structure in the communication of the swarm, which is illustrated in the
unsuccesful rate results obtained with a singly-linked ring topology. Muñoz-Zavala
et al. [16] conclude that the singly-linked ring topology outperforms the ring and
Von Neumann topologies due to the double list that exist between the particles in
these toplogies; which are eliminated in their approach.

5 Conclusions

In the PSO algorithm the communication between particles is essential. The infor-
mation is transmitted according to an interaction structure (neighborhood), which
can be global or local. The neighborhood affects the transmission speed and influ-
ences the PSO convergence.

This papers proposed a study comparison between three topologies (neighbor-
hood structures) which are the state-of-the-art: ring, Von Neumann and singly-
linked ring. Three controled tests were applied to illustrate the global and individual
convergence of the PSO algorithm applying the 3 topologies. The convergence re-
sults show that the global convergence is similar for the 3 topologies. On the other
hand, the individual (particle) convergences are different in the 3 neighborhood
approaches.

Although the singly-linked ring outperforms the ring and Von Neumann topolo-
gies in test III, the tests are not conclusive and more experiments are being per-
formed. A future work is to apply the toplogies studied in this paper in another kind
of functions. An analysis of indirect neighbors may provide additional information
about swarm motion mechanism.
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hypDE: A Hyper-Heuristic Based on Differential
Evolution for Solving Constrained Optimization
Problems

José Carlos Villela Tinoco and Carlos A. Coello Coello

Abstract. In this paper, we present a hyper-heuristic, based on Differential Evo-
lution, for solving constrained optimization problems. Differential Evolution has
been found to be a very effective and efficient optimization algorithm for contin-
uous search spaces, which motivated us to adopt it as our search engine for deal-
ing with constrained optimization problems. In our proposed hyper-heuristic, we
adopt twelve differential evolution models for our low-level heuristic. We also adopt
four selection mechanisms for choosing the low-level heuristic. The proposed ap-
proach is validated using a well-known benchmark for constrained evolutionary op-
timization. Results are compared with respect to those obtained by a state-of-the-
art constrained differential evolution algorithm (CDE) and another hyper-heuristic
that adopts a random descent selection mechanism. Our results indicate that our
proposed approach is a viable alternative for dealing with constrained optimization
problems.

1 Introduction

Heuristics have been a very effective tool for solving a wide variety of real-world
problems having a very large and little known search space. In its origins, research
on heuristics spent a great deal of efforts in designing generic heuristics that were
meant to be superior to the others in all classes of problems. This effort radically
switched after the publication of the No Free Lunch Theorems for search in the
1990s [16]. This work provided a mathematical proof of the impossibility to design
a heuristic that can be better than all the others in all classes of problems. This led
to a different type of research in which the focus switched to analyzing the strenghts
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and limitations of heuristics in particular classes of problems, aiming to identify the
cases in which a certain type of heuristic may be better than others. These studies
naturally led to the idea of combining the efforts of different heuristics into a sin-
gle scheme. The motivation here would be to compensate the weaknesses of one
heuristic with the strenghts of another one in a certain type of problem. From the
different research proposals in this direction, one of the most promising has been
that of the hyper-heuristics, in which the idea is to design an approach that uses
a control mechanism for selecting from among several possible low-level heuris-
tics. The main motivation of hyper-heuristics is to release the user from the burden
of selecting a particular heuristic for the problem at hand (something that tends to
be cumbersome). Although hyper-heuristics have been mainly used in combinato-
rial optimization problems [5] we adopt this same framework here for constrained
continuous optimization.

In this paper, we propose a new hyper-heuristic based on Differential Evolution
(DE) variants which is aimed to solve constrained optimization problems in which
the decision variables are real numbers. The main contribution of this work is a
new selection mechanism designed to coordinate the different Differential Evolution
models incorporated into the proposed hyper-heuristic.

The remainder of this paper is organized as follows. In Section 2, we provide a
short description of the Differential Evolution algorithm. In Section 3, we briefly
describe the origins of hyper-heuristics and their core idea. The previous related
work is discussed in Section 4. Our proposed approach is provided in Section 5.
Our experimental results are presented in Section 6. Finally, Section 7 presents our
main conclusions and some possible paths for future research.

2 Differential Evolution

Differential Evolution (DE) was proposed in 1995 by Kenneth Price and Rainer
Storn in 1995 as a new heuristic for optimization of nonlinear and non-differentiable
functions [15]. In DE, the decision variables are assumed to be real numbers, and
new solutions are generated by combining a parent with other individuals. The main
DE algorithm can be defined based on the following concepts:

(i) The population:

Px,g = (xi,g) i = 0,1, . . . ,NP− 1, g = 0,1, . . . ,Gmax (1)

xi,g = [x0,x1, . . . ,xD−1]
T

where NP denotes the maximum number of vectors that make up the popula-
tion, g is the generation counter, Gmax is the maximum number of generations
and D is the number of decision variables of the problem.
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(ii) Mutation operator:

vi,G+1 = xr1,G +F
(
xr2,G− xr3,G

)
, r1 
= r2 
= r3 
= i (2)

where r1, r2 and r3 ∈ [1,NP] are randomly selected vectors. F > 0 is a real
value that controls the amplification of the difference vector and xr1,G is the
base vector.

(iii) Crossover operator:

u ji,G+1 =

{
v ji,G+1 if U(0,1)≤Cr or j = jrand
x ji,G otherwise (3)

where Cr ∈ [0,1] is the crossover constant which has to be determined by the
user and jrand is a randomly chosen index ∈ 1,2, . . . ,D.

(iv) Selection operator:

xi,G+1 =

{
ui,G+1 if f (ui,G+1)< f (xi,G)
xi,G otherwise (4)

To decide whether or not a solution should become a member of generation
G+1, the vector ui,G+1 is compared to the vector xi,G; if ui,G+1 yields a smaller
objective function value than xi,G, then xi,G+1 takes the value ui,G+1; otherwise,
the old value is retained.

The main DE variants are named using the following notation: DE/x/y/z, where x
represents the base vector to disturb, y is the number of pairs of vectors that are to be
disturbed and z is the type of recombination to be adopted [11]. Algorithm 17 shows
variant of DE called DE/rand/1/bin, which is the most popular in the specialized
literature. rand indicates that the base vector to be disturbed is chosen at random
and bin means that binomial recombination is adopted.

Algorithm 1 Differential Evolution algorithm in its DE/rand/1/bin variant
G← 0
Initialize Px,G
while Termination criterion not satisfied do

for i←{0, . . . ,NP−1} do
Select r1, r2, r3 ∈ {0, . . . ,NP−1} randomly, where r1 
= r2 
= r3
Select jrand ∈ {0, . . . ,D−1} randomly
for j ←{1, . . . ,D−1} do

if U [0,1]<Cr or j = jrand then
ui, j ← xr3, j,G +F

(
xr1, j,G−xr2, j,G

)
else

ui, j ← xi, j,G

if f (ui)≤ f
(
xi,G
)

then
xi,G+1 ← ui

G← G+1
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3 Hyper-Heuristics

The use of heuristics for the solution of high complexity problems has become very
popular in recent years, mainly because of their flexibility, efficacy and ease of use.
However, this popularity has simultaneously fostered the development of a wide
variety of heuristics. Such a diversity of methods makes it difficult to select one
for a particular problem. Additionally, there are very few studies that attempt to
identify the main advantages or disadvantages of a heuristic with respect to others,
in a particular problem (or class of problems).

The term hyper-heuristic was originally introduced by Cowling et al. [5] to refer
to approaches that operate at a higher level of abstraction than conventional heuris-
tics. Additionally, a hyper-heuristic is capable of identifying which low-level heuris-
tic needs to be used at a certain moment. In other words, hyper-heuristics operate
in the space of available heuristics while heuristics work directly on the space of
solutions of the problem [14]. Thus, a generic procedure for a hyper-heuristic is the
following [2]:

(i) Step 1. Start with a set H of heuristics each of which is applicable to a problem
state and transforms it into a new problem state.

(ii) Step 2. Let the initial problem state be S0.
(iii) Step 3. From the state Si of the problem, find the most appropriate heuristic to

transform the problem to the next state (Si+1).
(iv) Step 4. If the problem has been solved, stop. Otherwise, go to Step 3.

The main aim of hyper-heuristics is to provide a general framework that can of-
fer good quality solutions for a larger number of problems. This suggests that a
hyper-heuristic that has been developed for a particular problem could be easily ex-
tended to other domains by simply replacing the set of low-level heuristics and the
evaluation function [4]. There is, of course, a well-defined interface between the
hyper-heuristic and its low-level heuristics in order to achieve this objective. This
interface must consider the following aspects:

(i) The interface should be standard, that is, only one interface is required to com-
municate the hyper-heuristic to the set of heuristics; otherwise, it will require a
separate interface for each heuristic.

(ii) The interface should facilitate its portability to other domains. When requiring
to solve a new problem, the user only has to supply all the low-level heuristics
and the corresponding evaluation function.

4 Previous Related Work

Hyper-heuristics have been mainly used in combinatorial optimization, and their
use in continuous optimization problems is still rare (if we consider constrained
problems, then their use is even more scarce). The only previous related work
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that we found is the paper from Biazzini et al. [1] in which they proposed a dis-
tributed hyper-heuristic for solving unconstrained continuous optimization prob-
lems. These authors adopted an island model and distributed several low-level
heuristics throughout the islands. The authors concluded that their proposed ap-
proach produced results that were more consistent than those obtained by any of the
low-level heuristics adopted, when considered in an independent manner. Biazzini
et al. [1] adopted six DE models, a particle swarm optimizer and a random sampling
algorithm. Each island was assigned a population of size NP and implemented the
following seven selection mechanisms:

(i) StatEq.- assigns a heuristic to each island at the beginning of the run and does
not change this assignment anymore.

(ii) DynEq.- assigns a random heuristic to each island after each cycle, where one
cycle within an island represents the generation of one new solution using a
heuristic.

(iii) Tabu.- corresponds to an adaptation to the hyper-heuristic proposed in [3] and
it runs this algorithm on each of the islands that make up the hyper-heuristic.

(iv) SDigmo and DDigmo.- assigns a probability of selecting each heuristic based
on the performance of each of the algorithms so that, after that probability is
computed, a heuristic can be assigned to each of the nodes (islands).

(v) Pruner.- initially uses the entire collection of available algorithms, but as the
search proceeds, it removes more and more algorithms from this set and does
not consider them anymore.

(vi) Scanner.- the algorithms are sorted based on the latest solutions they have
found so far and defines a minimum number of consecutive executions for each
heuristic in each island.

However, as mentioned above, the work of Biazzini et al. [1] does not include a
constraint handling mechanism. This is precisely the issue that we address here:
how to design a hyper-heuristic for constrained continuous optimization using DE
variants as our low-level heuristics.

5 Our Proposed Approach

As indicated before, we propose here a new hyper-heuristic for constrained opti-
mization (in continuous search spaces), based on the use of different DE variants.
Table 1 shows each of the DE variants used as low-level heuristics for our proposed
hyper-heuristic.

We adopted a selection mechanism that aims to incorporate some type of
knowledge for choosing the low-level heuristics to be applied at any given time. For
designing such a selection mechanism, it was necessary to identify some of the char-
acteristics of each of the DE variants. This led us to implement a random descent
mechanism [5] to identify the behaviors and characteristics of the different DE vari-
ants when applied to unconstrained optimization problems (a constraint-handling
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Table 1 Set of low-level heuristics used by our proposed hyper-heuristic

Models with Models with
exp recombination bin recombination

h1 DE/best/1/exp h7 DE/best/1/bin
h2 DE/rand/1/exp h8 DE/rand/1/bin
h3 DE/current-to-best/1/exp h9 DE/current-to-best/1/bin
h4 DE/best/2/exp h10 DE/best/2/bin
h5 DE/rand/2/exp h11 DE/rand/2/bin
h6 DE/current-to-rand/1/exp h12 DE/current-to-rand/1/bin

mechanism is incorporated later on). Figure 1 shows the behavior of the DE variants
adopted when using two different values of Cr. Here, we can observe that this pa-
rameter plays an important role on the performance of each DE variant. In fact, we
found out as well that the type of recombination that performed better was related
to the value of Cr that was adopted (i.e., for certain values of Cr, either the binary or
the exponential recombination performed better). Additionally, we found a correla-
tion between the type of recombination that was more effective and the number of
decision variables of the problem. Then, for certain combinations of these elements
(Cr value, recombination type, and dimensionality), we found out that a particular
DE variant performed better. All of these results were found in our experimental
study, but the details are omitted here due to space constraints.
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Fig. 1 Total successful steps for each model when using: a) Cr = 0.2 and b) Cr = 0.8

Based on the experimental results previously indicated, our hyper-heuristic con-
sists of two phases. The first phase is responsible for selecting the type of recom-
bination to be adopted (either exp or bin). In order to do this, we randomly vary at
each generation g, the parameter Cr within the range [0,1] and, depending on the
value of Cr that we adopt, and on the number of decision variables of the problem,
we select the type of recombination to be used. Once we have decided what type of
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recombination to use, the second phase consists in selecting the specific model to
be applied for generating the population Px,g+1.

For the second phase, we implemented two selection mechanisms. The first of
them is called Cr random, and, as its name indicates, it consists of randomly choos-
ing the DE variant to be used. The second mechanism uses a roulette wheel to
choose the DE variant to be adopted. The diagram shown in Fig. 2 indicates the
process for choosing the low-level heuristic to be applied.

h2h1

f (x)

h12
...

hsel = rand(hi,hs)

hi = 7

hs = 12

hi = 1

hs = 6

CR =U(0.0,1.0)

CR >CRselCR≤CRsel

HYPER-HEURISTIC

DOMAIN BARRER

CR random Roulette

hsel = roulette(hi,hs)

HEURISTICS

Fig. 2 Diagram that illustrates the selection mechanism of the proposed hyper-heuristic

When using a roulette wheel, a certain probability is assigned to each of the DE
variants, based on their performance during the search process, so that the probabil-
ity of selecting a certain DE variant is proportional to its performance. In order to
mitigate the well-known bias problems of the roulette wheel selection mechanism
(i.e., the worst individual may be selected several times [5]), we implemented three
types of roulette wheel selection:

• Original roulette (R1): this is the original algorithm proposed in [6].
• Roulette with random init (R2): in this case, the initial position of the roulette

wheel is randomly selected.
• Roulette with permutation (R3): in this case, we create a permutation of the

positions of the roulette and then, we apply the original algorithm.

Algorithm 18 shows the pseudocode of the proposed selection mechanism. Here,
mechanism refers to the selection mechanism and Crsel is a parameter indicating
the probability of selecting a DE variant either with binomial or with exponential
recombination. The parameter Crsel is calculated based on the equation (5), so that
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the percentage of selection of DE variants with either exponential or binomial re-
combination is determined based on their performance on the problem being solved.

Crsel =
Total success of variants with binomial recombination

Total success of all variants

Crsel =
∑12

i=7 successi

∑6
i=1 successi +∑12

i=7 successi
(5)

Algorithm 2 Selection mechanism proposed
Input: mechanism
Output: selected heuristic
switch mechanism do

case RANDOM
heuristicsel ← rand(h1,h12)

case Cr RANDOM
Cr←U(0,1)
if Cr >Crsel then

/* DE variants with exponential
recombination */

heuristicsel ← rand(h1,h6)
else

/* DE variants with binomial recombination

*/
heuristicsel ← rand(h7,h12)

case ROULETTE
Cr←U(0,1)
if Cr >Crsel then

Select strategies with exponential recombination using a
roulette-wheel

else
Select strategies with binomial recombination using a
roulette-wheel

Finally, Algorithm 19 shows the pseudocode of the proposed hyper-heuristic. The
control parameters of the proposed algorithm are the following:

• Gmax: maximum number of generations.
• NP: number of individuals in the population.
• Cr: DE’s crossover constant.
• mechanism: type of selection mechanism adopted for the low-level heuristics

incorporated within the hyper-heuristic.

It is important to note that at the beginning of the search process we do not have
information about the performance of each low-level heuristic. Therefore, we re-
quire an initial training stage, which consists of the implementation of a maximum
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number of generations in which we use the random descent selection mechanism
proposed in [5] to initialize the expected values (EVs) for each of the DE variants
adopted, according to the following equation:

EVi =
successi

1
12 ∑

12
j success j

i = 1,2, . . . ,12 (6)

Algorithm 3 Our proposed hyper-heuristic
Input: NP, Gmax, Cr, mechanism
G← 0
Initialize Px,G

if mechanism is Cr RANDOM or RULETTE then
/* Training stage */
Gaux ← 0
while Gaux < Gproo f do

/* Apply mechanism random descent */
selection mechanism()
repeat

apply heuristic(heuristicsel)
G← G+ 1
Gaux ← Gaux + 1

until not being able to improve the previous solution;

Initialize the expected value of each low-level heuristic

while Termination criterion not satisfied do
selection mechanism()
if mechanism DESCENT then

repeat
apply heuristic(heuristicsel)
G← G+ 1

until not improve the previous solution;
else

apply heuristic(heuristicsel)
G←G+ 1

5.1 Handling Constraints

Differential Evolution was designed for solving unconstrained optimization prob-
lems. Thus, it is necessary to incorporate to it a constraint-handling scheme for
dealing with constrained optimization problems. One of the most popular constraint-
handling techniques used with evolutionary algorithms has been Stochastic Ranking
(SR) [12]. SR adopts a rank selection mechanism that tries to balance the influence
of considering either the objective function value or the degree of violation of the
constraints (a parameter called Pf is adopted for this sake). SR has been successfully
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incorporated into DE before. For example, [7] showed that when embedding SR
into DE, this constraint-handling mechanism can provide information to the mu-
tation operator about the most appropriate direction of movement. This produces,
indeed, a speed up in the convergence of the algorithm. Figure 3 shows two hypo-
thetical examples for the search directions to be considered: a) the movement of an
infeasible point to the feasible region, and b) the movement of a feasible point to the
infeasible region. This illustrates that it is possible to guide the search in such a way
that we can generate new solutions either closer or farther away from the feasible
region F (corresponding to cases a) and b) in Figure 3, respectively).

x1

x2
g(x)

F

xi

F

xr1

xr3

xr2

vi = xr1 +F(xr2 −xr3 )

Posible solutions
ui

x1

x2

F

xi

g(x)

F

xr1

xr2

xr3

vi = xr1 +F(xr2 −xr3 )

Posible solutions
ui

a) b)

Fig. 3 Example of the two types search direction: a) towards the feasible region F b) towards
the infeasible region

Stochastic Ranking sorts the individuals in the population, and the rank of each
individual (i.e., its position in the sorted list) is used to guide the search in a specific
direction. In order to select the search direction, we adopt a probabilistic value that
regulates the type of movements performed (either to move a solution into the feasi-
ble region or towards the infeasible region) and its use aims to explore the boundary
between the feasible and the infeasible region. We experimentally found that this
probabilistic value provided good results when set with the same value used by the
Pf parameter of SR.

Based on the previous discussion, we modified the selection operator of DE using
the following criteria:

• If the two solutions being compared are feasible, the one with the best objective
function value is chosen.

• Otherwise, we choose the solution with the lowest degree of constraint violation.

Algorithm 20 shows the process carried out to generate, from the current population
Px,G, the new population Px,G+1. The objective function is denoted by f and the
degree of constraint violation is denoted by φ . Here, φ is given by:
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φ (x) =
m

∑
i=1

max{0,gi (x)}2 +
p

∑
j=1
|h j (x) |2 (7)

where gi (x) correspond to the inequality constraints and h j (x) denote the equality
constraints of the problem.

Algorithm 4 Pseudocode of our proposed DE approach for constrained opti-
mization

Input: strategy of DE to use
Result: generation G+ 1
begin

Apply Stochastic Ranking to rank the population Px,G

for i←{1, . . . ,NP} do
/* Selecting vectors to disturb */
if U(0,1)< Pf then

/* To the infeasible region */
r1 ← rand(1,α)
r2 ← rand(α+ 1,NP)

else
/* To the feasible region */
r1 ← rand(α+ 1,NP)
r2 ← rand(1,α)

Select vector r3 according to the DE strategy to be used:
/* Mutation */
vk.G = xk,G,r3 +F

(
xk,G,r1− xk,G,r2

)
/* Recombination */
Apply recombination operator according to the DE strategy adopted in
order to obtain ui

/* Selection */
if φ(ui) = φ(xi,G) = 0 then

if f (ui)< f (xi,G) then
xi,G+1 ← ui

else
xi,G+1 ← xi,G

else
if φ(ui)< φ(xi,G) then

xi,G+1 ← ui

else
xi,G+1 ← xi,G
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6 Results

In order to validate the performance of our proposed approach, we adopted several
standard test functions from the specialized literature on evolutionary constrained
optimization [12]. Our results were compared with respect to those generated by
the approach called CDE (Constrained Differential Evolution) [10] which is repre-
sentative of the state-of-the-art on DE-based constrained optimization. Additionally,
we also compared results with respect to the hyper-heuristic with a random descent
mechanism proposed in [5]. The hardware and software platform adopted for our
experiments, as well as the parameters adopted are the following:

(i) PC configuration:
System: Linux Ubuntu 10.04
CPU: Intel Pentium Dual Core Inside T2080 (1.73 GHz)
RAM: 1024 MB
Programming Language: C (gcc 4.4.3 compiler)

(ii) Parameters:
Maximum number of generations: Gmax = 6000
Population size: NP = 50
F : U(0.3,0.9) each generation
Cr : U(0,1) each generation
Pf : 0.50 for g06 and g11, and 0.45 for the remaining test problems

From the parameters adopted, it can be seen that all the approaches perform 300,000
objective function evaluations. Our experimental study comprised 100 independent
runs per algorithm per problem. In Tables 2, 3 and 4 we show the results obtained
by the CDE algorithm, the random descent mechanism and our proposed approach,
using the three roulette-wheel selection mechanisms previously indicated (R1 corre-
sponds to the original roulette-wheel, R2 corresponds to roulette-wheel with random
initial position and R3 corresponds to the roulette-wheel with permutation). From
these results, it can be noticed that not all the approaches required the maximum
number of generations to reach the best known result. That is the reason why in Ta-
ble 5 we show the average number of generations in which the algorithm converges
as well as the minimum number of generations that each algorithm required to find
the best known solution for each test problem.

6.1 Analysis of Results

From the results presented in Tables 2, 3 and 3, we can see that the selection mech-
anism based on a roulette-wheel with random initial position (R2) obtained good
results in most of the test problems. These results also indicate that the algorithm
CDE obtained very poor results in the test problems g03, g05, g10 and g13. We
can also observe that the hyper-heuristic approaches were unable to solve g11 in a
proper way, which is not the case of the CDE algorithm.
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Table 2 Statistics with respect to the f (x) obtained by CDE and the random descent mecha-
nism. μ corresponds to the mean values, σ to the standard deviation and M to the best solution
found in each case. BKS indicates the best known solution for each test problem. We show in
boldface those cases in which an approach reached the best known solution for that particular
test problem.

CDE R. descentBKS
μ σ M μ σ M

g01 -15.000 -13.93461 1.23×100 -14.99999 -11.25425 2.64×100 -12.000
g02 -0.803619 -0.8033878 6.83×10−5 -0.8033884 -0.784641 3.27×10−2 -0.7930787
g03 -1.000 0.24616 9.50×10−2 -1.000 -1.000 5.13×10−9 -1.000
g04 -30665.539 -30665.539 0.00×100 -30665.539 -30665.539 0.00×100 -30665.539
g05 5126.498 5315.60 3.01×102 5126.498 5195.899 2.20×102 5126.500
g06 -6961.814 -6961.814 0.00×100 -6961.814 -7229.388 1.41×103 -7818.326
g07 24.3062091 24.78596 3.12×10−1 24.3062091 24.31361 6.98×10−2 24.30623
g08 -0.095825 -0.09583 1.11×10−3 -0.095826 -0.095825 0.00×100 -0.095825
g09 680.6301 680.630 0.00×100 680.630 680.6301 0.00×100 680.6301
g10 7049.250 7090.50762 3.99×102 7085.876 7094.163 8.22×101 7049.396
g11 0.750 0.750 0.00×100 0.750 0.9505711 9.51×10−2 1.000
g12 -1.000 -1.000 0.00×100 -1.000 -1.000 0.00×100 -1.000
g13 0.053950 0.80852 1.87×10−1 0.2476 0.3678503 1.64×10−1 0.4394295

Table 3 Statistics with respect to the f (x) values obtained for a random choice of Cr and for
R1. μ corresponds to the mean values, σ to the standard deviation and M to the best solution
found in each case. BKS indicates the best known solution for each test problem. We show in
boldface those cases in which an approach reached the best known solution for that particular
test problem.

Cr random R1BKS
μ σ M μ σ M

g01 -15.000 -11.82917 2.72×100 -12.000 -14.81745 2.72×100 -15.000
g02 -0.803619 -0.8009026 6.16×10−3 -0.8036145 -0.8015735 4.63×10−3 -0.803613
g03 -1.000 -0.9999999 3.09×10−8 -0.9999999 -0.9999997 7.55×10−7 -0.9999999
g04 -30665.539 -30665.539 0.00×100 -30665.539 -30665.539 0.00×100 -30665.539
g05 5126.498 5171.077 1.42×102 5126.498 5170.813 1.42×102 5126.498
g06 -6961.814 -6961.814 0.00×100 -6961.814 -6961.814 0.00×100 -6961.814
g07 24.3062091 24.30722 7.70×10−3 24.306210 24.30708 3.42×10−4 24.30705
g08 -0.095825 -0.095825 0.00×100 -0.095825 -0.095825 0.00×100 -0.095825
g09 680.6301 680.6301 0.00×100 680.6301 680.6301 0.00×100 680.6301
g10 7049.250 7103.163 8.81×101 7049.63 7104.965 8.83×101 7049.783
g11 0.750 0.8992142 1.19×10−1 1.000 0.901635 1.18×10−1 1.000
g12 -1.000 -1.000 0.00×100 -1.000 -1.000 0.00×100 -1.000
g13 0.053950 0.3227286 2.22×10−1 0.4388694 0.3071761 1.98×10−1 0.4388515

On the other hand, Table 5 shows that the selection mechanism based on a
roulette-wheel with random initial position (R2) required a lower number of iter-
ations than the others in ten of the thirteen test problems adopted. This mechanism
also had the lowest average number of generations in seven of the test problems
adopted. This confirms that this selection mechanism had the best overall perfor-
mance from all the approaches that were compared in our experimental study.
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Table 4 Statistics with respect to the f (x) values obtained for R2 and R3. μ corresponds to
the mean values, σ to the standard deviation and M to the best solution found in each case.
BKS indicates the best known solution for each test problem. We show in boldface those
cases in which an approach reached the best known solution for that particular test problem.

R2 R3BKS
μ σ M μ σ M

g01 -15.000 -15.000 0.00×100 -15.000 -14.8200 2.72×100 -15.000
g02 -0.803619 -0.8014436 4.67×10−3 -0.8014834 -0.8014504 5.91×10−3 -0.8036136
g03 -1.000 -0.9999997 7.05×10−7 -0.9999999 -0.9999996 1.04×10−6 -0.9999999
g04 -30665.539 -30665.539 0.00×100 -30665.539 -30665.539 0.00×100 -30665.539
g05 5126.498 5171.097 1.42×102 5126.498 5171.311 1.43×101 5170.288
g06 -6961.814 -6961.814 0.00×100 -6961.814 -6961.814 0.00×100 -6961.814
g07 24.3062091 24.30649 7.54×10−4 24.30627 24.30705 3.31×10−3 24.307
g08 -0.095825 -0.095825 0.00×100 -0.095825 -0.095825 0.00×100 -0.095825
g09 680.6301 680.6301 0.00×100 680.6301 680.6301 1.00×10−5 680.6301
g10 7049.250 7103.024 8.82×102 7049.556 7106.478 8.92×101 7049.664
g11 0.750 0.8997895 1.18×10−1 1.000 0.9016549 1.18×10−1 1.000
g12 -1.000 -1.000 0.00×100 -1.000 -1.000 0.00×100 -1.000
g13 0.053950 0.3132858 2.13×10−1 0.4388565 0.3144292 2.11×10−1 0.4388585

Table 5 Average and minimum number of generations required for each algorithm to reach
the best known solution to each of the test problems adopted.

CDE R. Desc. Cr random R1 R2 R3
μ min μ min μ min μ min μ min μ min

g01 614.88 543 725.93 714 727.84 563 722.37 763 549.32 541 720.14 701
g02 5843.77 5954 5963.33 5934 5960.73 5979 5939.29 5954 5950.26 5907 5975.90 5995
g03 4134.24 3152 5719.55 4217 5693.44 4218 5650.55 4174 5682.42 3128 5598.37 3505
g04 675.33 476 872.34 758 887.19 738 867.98 749 510.26 449 868.86 719
g05 3456.54 1652 4395.93 1786 4293.48 3059 4448.92 1411 3855.19 1346 4316.96 1613
g06 1162.60 154 1100.83 435 931.24 423 1092.50 445 1070.48 291 965.39 496
g07 5945.12 4130 5973.51 5726 5762.79 5834 5766.33 5730 5903.23 4976 6783.88 5757
g08 165.75 98 214.59 100 163.16 97 161.65 97 161.61 78 162.18 102
g09 2621.86 1068 3878.70 1481 3520.84 1581 3518.51 1374 2393.24 1028 3417.16 1384
g10 5954.63 5921 5920.25 5975 5921.15 5985 5943.33 4895 5875.74 4987 5907.12 4989
g11 536.14 367 457.28 302 401.55 302 417.25 302 166.14 230 391.43 466
g12 201.72 163 158.95 134 163.48 119 161.76 129 159.32 119 172.54 132
g13 4119.88 4003 4577.57 3876 5184.46 2529 5007.46 3906 5208.23 2258 5136.14 3111

7 Conclusions and Future Work

We have proposed here a new hyper-heuristic for solving constrained optimization
problems. The proposed approach uses as its low-level heuristics a set of twelve
differential evolution variants. Additionally, the selection mechanism of differential
evolution was modified in order to make it able to handle constraints (stochastic
ranking was adopted for this sake).

The results obtained by our proposed approach are very promising, since they are
better than those produced by a state-of-the-art DE-based evolutionary optimization
approach (CDE). This indicates that the mechanism adopted by our hyper-heuristic
is working in a proper way.
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As part of our future work, we aim to improve the selection mechanism of our
hyper-heuristic. In order to achieve that, it is required to perform a more in-depth
study of the different DE variants adopted here, so that we can understand in a better
way how they work when dealing with constrained optimization problems. We are
also interested in adding to our hyper-heuristic other low-level heuristics such as
particle swarm optimization [9] and evolution strategies [13], since we believe that
such approaches perform search movements that could complement those produced
by differential evolution. Evidently, the goal of adding more heuristics would be to
improve the performance of our hyper-heuristic.

Acknowledgements. The second author acknowledges support from CONACyT project
103570.
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2. Burke, E., Hart, E., Kendall, G., Newall, J.: Hyper-Heuristics: An Emerging Direction
In Modern Search Technology, handbook of metaheuristics edn., ch. 16, pp. 457–474.
Springer, New York (2003)

3. Burke, E., Kendall, G., Soubeiga, E.: A tabu-search hyper-heuristic for timetabling and
rostering. Journal of Heuristics 9(6), 451–470 (2004)

4. Chakhlevitch, K., Cowling, P.: Hyperheuristics: Recent Developments. SCI, vol. 136,
pp. 3–29. Springer, Berlin (2008)

5. Cowling, P.I., Kendall, G., Soubeiga, E.: A Hyperheuristic Approach to Scheduling
a Sales Summit. In: Burke, E., Erben, W. (eds.) PATAT 2000. LNCS, vol. 2079,
pp. 176–190. Springer, Heidelberg (2001)

6. De Jong, K.A.: An analysis of the behaviour of a class of genetic adaptive systems. Ph.D.
thesis, University of Michigan (1975)

7. Fan, Z., Liu, J., Sorensen, T., Wang, P.: Improved differential evolution based on stochas-
tic ranking for robust layout synthesis of mems components. IEEE Transactions On In-
dustrial Electronics 56(4), 937–948 (2008)

8. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine Learning.
Addison-Wesley Publishing Company, Reading (1989)

9. Kennedy, J., Eberhart, R.C.: Swarm Intelligence. Morgan Kaufmann Publishers, San
Francisco (2001)

10. Lampinen, J.: Constraint handling approach for the differential evolution algorithm. In:
Proceedings of the Congress on Evolutionary Computation 2002 (CEC 2002), vol. 2,
pp. 1468–1473. IEEE Service Center, Piscataway (2002)

11. Price, K.: An introduction to differential evolution. In: Corne, D., Dorigo, M., Glover, F.
(eds.) New Ideas in Optimization, pp. 79–106. McGraw-Hill (1999)

12. Runarsson, T.P., Yao, X.: Stochastic ranking for constrained evolutionary optimization.
Transactions On Evolutionary Computation 4(3), 284–294 (2000)

13. Schwefel, H.P.: Evolution and Optimum Seeking. John Wiley & Sons, New York (1995)



282 J.C.V. Tinoco and C.A. Coello Coello

14. Storer, R., Wu, S., Vaccari, R.: Problem and heuristic search space strategies for job shop
scheduling. ORSA Journal on Computing 7, 453–467 (1995)

15. Storn, R., Price, K.: Differential evolution - a simple and efficient heuristic for global
optimization over continuous spaces. Tech. Rep. TR-95-012, International Computer
Science Institute (1995)

16. Wolpert, D., MacReady, W.: No free lunch theorems for optimization. IEEE Transactions
on Evolutionary Computation 1(1), 67–82 (1997)



Part VII
Evolutionary Computation for Vision,

Graphics, and Robotics



Evolutionary Computation Applied to the
Automatic Design of Artificial Neural Networks
and Associative Memories

Humberto Sossa, Beatriz A. Garro, Juan Villegas, Gustavo Olague,
and Carlos Avilés

Abstract. In this paper we describe how evolutionary computation can be used to
automatically design artificial neural networks (ANNs) and associative memories
(AMs). In the case of ANNs, Particle Swarm Optimization (PSO), Differential Evo-
lution (DE), and Artificial Bee Colony (ABC) algorithms are used, while Genetic
Programming is adopted for AMs. The derived ANNs and AMs are tested with sev-
eral examples of well-known databases.

1 Introduction

If we want that a machine efficiently interacts with its environment, it is neces-
sary that the so called pattern recognition problem is appropriately solved. Lots of
approaches to face this problem have been reported in literature. One of the most
popular one is the artificial neural network based approach. It consists on combining
the individual capacities of many small processors (programs) in such a way that a
set of patterns under study is correctly classified or restored.

An artificial neural network (ANN) can be seen as a set of highly interconnected
processors. The processors can be electronic devices or computer programs. From
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now on, these processors will be called nodes or units. These units can be the nodes
of a graph. The edges of this graph determine the interconnections among the nodes.
These represent the synaptic connections between the nodes, and are supposed to be
similar to the synaptic connections between biological neurons of a brain.

Associative memories, in the other hand, are special cases of ANNs. They have
several interesting properties that make them preferable than ANNs, for some
problems.

In this paper, we briefly describe how bio-inspired and evolutionary based tech-
niques can be efficiently used for the automatic design of ANNs and AMs. The rest
of the paper is organized as follows. Section 2 is focused to explain the generalities
of ANNs and AMs. Section 3 is oriented to explain the generalities about how three
bio-inspired techniques: Particle Swarm Intelligence (PSO), Differential Evolution
(DE) and Artificial Bee Colony (ABC) have been used with success in the design
of ANNs to classify patterns. Section 4, in the other hand, is dedicated to provide
the details of how Genetic Programming can be used to synthesize AMs for pattern
classification as well as pattern restoration. Section 5 is devoted to present some of
the obtained results. A discussion of the results is also given in this section. Finally,
Section 6 is oriented for the conclusions and directions for further research.

2 Basics on Artificial Neural Networks and Associative
Memories

In this section we present the most relevant concepts and definitions concerning
artificial neural networks.

2.1 Basics on Artificial Neural Networks (ANNs)

An ANN is an interconnected set of simple processing elements, units or nodes,
whose functionality is vaguely based on the animal neuron. The processing ability
of the net is stoked in the connections (weights) among the units. These values are
obtained by means of an adapting or learning process from a learning set [7].

An ANN performs a mapping between the input vector X and an output vector
Y , by the consecutive application of two operations. The first operation computes
at each node the alignment between the input vector X and the auxiliary weighting
vector W . The second operation takes the result of the first operation and computes
the mapping. The two equations that govern the functionality of an individual pro-
cessing unit j net without bias b j are the following:

a =
n

∑
i=1

wixi, (1)
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y j = f (a), (2)

where the xi are the inputs to the neuron and the wi are its synaptic weights. In
matrix form:

a =W ·X , (3)

where now W = (w1,w2, . . . ,wn)
T and X = (x1,x2, . . . ,xn)

T .
As we can see the neuron performs the dot product between the weight vector W

and the input vector X . The output function f (a) of the neuron is usually non-linear.
In the case of the threshold logic unit proposed by McCulloch and Pitts [15] is the
hard limit function or in the case of the Perceptron [18] is the sigmoid function [7],
[19].

The way the set of neurons are interconnected determines the ANN architecture.
The neurons in an ANN can be connected feedforward, sometimes they can admit
side connections, even feedback.

Three elements characterize the functionality of an ANN: its architecture (the
way its nodes are interconnected), the values of its weights, and the transfer func-
tions that determine the kind of output of the net.

In Section 3 we will see how for a given ANN to automatically select each of
these components, and this by means of bio-inspired techniques.

2.2 Basics on Associative Memories (AMs)

An AM is a mapping used to associate patterns from two different spaces. Math-
ematically, an AM, M is a mapping that allows restoring or recalling a pattern yk,
k = 1, . . . , p, given an input pattern xk, k = 1, . . . , p. In general yk is of dimension m,
while xk is of dimension n.

Both xk and yk can be seen as vectors as follows: xk = (xk
1, . . . ,x

k
n)

T and yk =
(yk

1, . . . ,y
k
n)

T . Thus:

xk →M → yk. (4)

If for all k, xk = yk, the memory operates in auto-associative way, otherwise it works
as a hetero-associative operator. For each k, (xk,yk)p

k=1 is called an association. The
whole set of associations is called the fundamental set of associations.

Examples of AMs are the Linear Associator (LA) [1]-[10], the Lernmatrix (LM)
[20], and the morphological associative memory (MAM) [17]. Both the LA and the
LM operate in the hetero-associative way, while the MAM can operate in auto and
hetero-associative fashions. The LA and the LM operate with binary-valued vectors.
MAMs can operate both with binary or real-valued vectors.
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To operate an AM two phases are required, one of construction or designing and
one of testing or retrieval.

Generally, in the design of an AM two operators are required: an internal operator
and an external operator. Internal operator OI is used to derive a partial codification
of the set of patterns. It acts on each association: (xk,yk)p

k=1. It gives, as a result a
part of the AM. External operator OE , on the other hand, combines the partial results
obtained by OI , and gives, as a result, the total mapping M.

As an illustrative example, let us take the case of the LA. In a first step, the LA
takes each association (xk,yk)p

k=1 and produces the partial codification:

Mk = yk(xk)T (5)

It then takes the k partial matrices and produces the final mapping:

M = M1 + . . .+Mp =
p

∑
k=1

yk(xk)T . (6)

As can be seen from this example, the following two operations are needed to get
the LA: a product between each two vectors: yk and xk, to get matrix Mk, and a sum
between matrices Mk to the final M.

Recalling of a given pattern yk, through a designed M is given as follows:

yk = M · xk. (7)

In this case, recalling demands only one operation, a multiplication between the LA
and the input vector.

Necessary conditions for correct recall of each yk is that the all the xk are or-
thonormal. This is a very restrictive condition but it allows visualizing the necessary
operations to operate the memory.

3 Automatic Synthesis of ANNs

The designing of an ANN normally involves 1) the automatic adjustment of the
synaptic weights between the different neurons of the ANN, 2) the selection of the
corresponding architecture of the ANN, and 3) the selection also of the transfer
function of the neurons is also, sometimes, a matter.

Several methods to adjust the weights of the ANN, once its architecture has been
selected, can be found in the literature. Probably, the most known in the case of
arrangement of Perceptrons is the back-propagation rule (BP) [19]. It is based on
gradient decent principle and, if no convenient actions are taken into account BP,
generally falls into a local minimum providing a non optimal solution. Since the
point of view of pattern classification this could be interpreted as a deficient learning
of the ANN, and/or a bad generalization capacity.
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Since several years many scientists have used evolutionary and bio-inspired tech-
niques to evolve: 1) the synaptic weights of the ANN, 2) its architecture, or 3) both
the synaptic weights and its architecture. For a good review on the subject refer, for
example, to [28]-[29]. In [2], [3], [4], [5] and [6], the authors show how bio-inspired
techniques such as PSO, DE and ABC can be used to automatically select the ar-
chitecture of and ANN, tune its weights and even to chose the transfer function for
each neuron. In this section we give the generalities of this proposal. Related work
concerning the training of spiking neurons by means bio-inspired techniques can be
found in [22], [23], [24] and [25].

3.1 PSO, DE and ABC

PSO, DE and ABC are examples of searching techniques to solve optimization prob-
lems with many optima where most standard methods will fail. Generally speaking,
a bio-inspired technique is a method inspired in a metaphor of nature that takes into
account the partial but powerful abilities of each of the individuals to produce a
global solution for a difficult problem. A typical problem to solve is searching for
food. For example, the individuals of the colony of ants experiment hanger but they
do not know where the food is. A subset of the ants goes in all directions inside their
territory searching for the precious product. Ants communicate among themselves
by so-called pheromones. Once an ant or a group of ants find the desired food, they
communicate to the other. The information goes back as a chain to the nest, the col-
lector ants then go for the food. Details about the functioning of PSO, DE and ABC
can be found in [9], [21], and [8], respectively.

3.2 Garro’s Proposal

The problem to be solved is stated as follows:
Given a set of input patterns X = {X1, . . . ,X p}, Xk ∈ �n, and a set of desired

patterns D = {d1, . . . ,d p}, dk ∈ �m, find an ANN represented by a matrix W ∈
�

q×(q+1), such that a function defined as min( f (X ,D,W )) is minimized. In this
case q is the maximum number of neurons MNN; it is defined as q = 2(m+ n).

Each individual ANN is codified as a matrix as follows:

⎡
⎢⎢⎣

x1,1 x1,2 . . . x1,NMN+1 x1,NMN+2

...
...

. . .
...

...

xNMN,1 xNMN,2 . . . xNMN,NMN+1 xNMN,NMN+2

⎤
⎥⎥⎦ (8)

The matrix is composed by three parts: The topology (the first column of (1)), the
transfer functions (the last column of (1)), and the synaptic weights (the submatrix
of (1) without the first and last column).
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The aptitude of an individual is computed by means of the MSE function:

F1 =
1

p ·m

p

∑
ξ=1

m

∑
j=1

(dξj − yξj )
2. (9)

This way, all the values of matrix W are codified so as to obtain the desired ANN.
Moreover, each solution must be tested in order to evaluate its performance. For this,
it is necessary to know the classification error (CER), this is to know how many pat-
terns have been correctly classified and how many were incorrectly classified. Based
on the winner-take-all technique the CER function can be computed as follows:

F2 = 1− nwcp
tnp

(10)

In this case, nwcp is the number of well classified patterns and tnp is the total
number of patterns to be classified.

Additionally, if we want to minimize the number of connections of the ANN, we
would also make use of the following function:

F3 =
NC

NmaxC
. (11)

In this case NC is the number of connections of the ANN, while NmaxC = ∑MNN
i=n i

is the maximum number of connections generated with MNN neurons. When func-
tions F1, F2 and F3 are combined, we get the two functions to be optimized:

FF1 = F1 ·F2 (12)

FF2 = F1 ·F3 (13)

The six transfer functions used by Garro are the logsig (LS), tansig (TS), sin (S),
radbas (RD), pureline (PL), and hardlim (HL). These functions were selected for
they are the most popular and useful transfer functions in several kinds of problems.

In Section 5, we will see how these two functions can be used to automatically
synthesize an ANN for a given classification problem.

4 Automatic Synthesis of AMs by Means of Genetic
Programming

Until 2005 all the AMs models found in literature (more or less 30) have been
produced by a human user. In 2009, in [26] and [27], the authors arrive to an original
solution where, for the first time, they propose a methodology for the automatic
synthesis of AMs for pattern restoration. In this section we provide the generalities
of this proposal.
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4.1 Genetic Programming

Genetic programming (GP) as proposed by J. R. Koza is an evolutionary algorithm-
based methodology inspired by biological evolution to find computer programs that
perform a user-defined task [11], [12], [13] and [14]. It is a specialization of genetic
algorithms (GA) where each individual is a computer program. Therefore, GP is a
machine learning technique used to optimize a population of computer programs
according to a fitness function determined by a program’s ability to perform a given
computational task. The idea behind GP is to evolve computer programs represented
in memory as tree structures. Basically, the way to modify the threes is carried out in
two ways, either by crossing them or mutating them. This way we can evaluate the
performance of the trees. At the end of the process we will have the winner tree or
winner trees. To generate a solution, GP operates onto two sets (a terminal set, TS,
and a function set, FS) and a fitness function FF. At the end of the evolving process
GP delivers one or more solutions as programs that solve the problem.

4.2 Villegas’ Proposal

We have seen that to operate an AM two operators are required, one for designing
the memory and for testing the memory. Let us design these operators as follows:
DO, for designing operator or codifying operator and DT , for testing operator.

The general idea of the technique proposed by Villegas to automatically synthe-
size an AM by means of genetic programming is as follows, given a set of associa-
tions (xk,yk)p

k=1:

1. Propose a set of initial Q solutions, this a set of couples of operators: (DO,DT )
q,

q = 1, . . . ,Q, each one expressed as a tree in terms of the chosen function and
terminal sets, F and T .

2. Test the different couples (DO,DT )
q with the p associations (xk,yk)p

k=1, and re-
tain the best solutions according the chosen fitness function FF .

3. Evolve the couples.
4. Repeat Steps 2 and 3 until obtaining the set of the best solutions.

The result is a set of several evolved couples (D∗O,D
∗
T ) that best satisfy fitness func-

tion FF . In the next section we will show examples of obtained couples for several
pattern restoration examples.

5 Experimental Results

Here, we present several examples of the ANNs and AMs automatically obtained
by the proposals explained in Sections 3 and 4. We provide also a discussion to
complete explanation.
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5.1 Examples of Synthetically Generated ANNs

The methodology described in Section 3 was applied to several well-known pattern
recognition problems. The following pattern classification problems taken from the
machine learning benchmark repository UCI were taken [16]: iris plant database,
wine database and breast cancer database. Due to space limitations, we only show
results concerning the application of ABC technique to the iris plant database. The
iris plant database consists of 150 samples, described by four features: 1) length of
the sepal, 2) width of the sepal, 3) length of the petal, and 4) width of the petal, all
in cm. Ten experiments were performed for each of the three databases.

Figure 1 shows the evolution of the error for functions and for the iris database.
Figure 2(a) shows one of the ANNs obtained by the proposed methodology. Figure
2(b) shows one of the ANNs obtained by the proposed methodology taking into ac-
count F3. Note the reduction of the connections. Figure 3 shows the percentages of
recognition for the ten experiments. Note the in all ten experiments, the percentage
of recognition maintains high.

Note also how reducing the number of connections does not dramatically affect
the performance of the synthesized ANN. From this experiment we can conclude
that the proposed methodology provides very promising results.

5.2 Examples of Synthetically Generated AMs

The methodology described in Section 4 was applied to several well-known pattern
recognition problems. According to [26] and [27]:

For association:

• Opa
k

is the evolved operator for pattern association.

• Mk is the partial association matrix by applying operator Opa
k

to each association

(xk,yk).
• M is the associative memory that comes up from the addition of all the Mk.
• TSa = {xk,yk} is the set of terminals for association.
• FSa = {+,−,min,max, times} is the set of functions for association.

For recalling:

• Opr
k

is the evolved operator for pattern recalling or classification.

• TSr = {ν,row1,row2, . . . ,rowm,Mk} is the set of terminals for pattern recalling
or classification. ν is the input vector, row j is the j-th row of matrix M.

• FSa = {+,−,min,max,mytimesm} is the set of functions for pattern recalling or
classification.

• mytimesm operation produces a vector and is defined as: mytimesm(xk,yk) =
[x1y1, . . . ,xnyn].

• ŷk is the recalled by applying operator Opr
k

to input vector x(x̃). x̃ is a distorted
version of x.
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Fig. 1 Evolution of the error for the ten experiments for the Iris plant problem. (a) Evolution
of FF1 using MSE function. (b) Evolution of FF2 using CER function. Figure taken from
[5].

Fig. 2 Two different ANNs designs for the Iris plant problem. (a) ANN designed by the ABC
algorithm without taking into account F3 function. (b) ANN designed by the ABC algorithm
taking into account F3 function. Figure taken from [5].

Fig. 3 Percentage of recognition for the Iris problem and the ten experiments during the
training and testing stage for each fitness function. (a) Percentage of recognition minimizing
the FF1 function. (b) Percentage of recognition minimizing the FF2 function. Figure taken
from [5].
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Fig. 4 A couple of association and recalling operators automatically derived by the proposal
for the Iris database problem. Taken from [27].

Fig. 5 Original images of the first ten digits and noisy versions of them, used to test the
proposal. Taken from [27].
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The fitness function used to test the efficiency of the evolved operators is:

f =
yỹ

√
yy ·√ỹỹ

(14)

The proposed methodology was tested with several pattern classification exam-
ples: Database of numbers and the same databases used in Section 3. Due to space
limitations, only results with the Iris Plant classification database already used in
Section 3.

We implemented our model looking for several pairs of association and recall-
ing operators. One of these pairs is shown in Fig. 4. We tested this AM by adding
random noise to the input pattern set as shown in Fig 5. In this case the noise was
added from 0.01 to 0.09% in steps of 0.01. While the fundamental set was correctly
recalled, the recalling rate decreased slowly as noise increased. One can note the
complexity of the operator for association, compared with other associations pro-
posed by humans. Note however the simplicity of the recalling operator for this
example.

6 Conclusions and Directions for Further Research

We have seen that it is possible to automatically synthesize ANNs and AMs for
pattern classification and pattern restoration porpoises. In the case of ANNs we
have made used of bio-inspired techniques such as PSO, DE and ABC; while for
AMs we have used GP. In both cases we very nice and promising results have been
obtained. We have tested the proposed techniques with several reported benchmarks
with satisfactory results.

Venues for further research are the following: 1) Automatic design of radial base
networks, 2) Automatic design of morphological neural networks. 3) Automatic
design of spiking neural networks. 4) Automatic design of bidirectional associative
memories, and 5) Simplification of associative memory operators.

Acknowledgements. H. Sossa thanks SIP-IPN and CONACYT for the economical support
under grants SIP 20111016, SIP 20121311 and CONACYT 155014 to develop the reported
investigations. We also thank CIC-IPN, CICESE and UAM-Azcapotzalco for the support to
undertake this research.

References

1. Anderson, J.A.: A simple neural network generating an interactive memory. Mathemati-
cal Biosciences 14, 197–220 (1972)

2. Garro, B.A., Sossa, H., Vázquez, R.A.: Design of Artificial Neural Networks using a
Modified Particle Swarm Optimization Algorithm. In: International Joint Conference on
Neural Networks (IJCNN 2009), Atlanta, GE, USA, June 14-19, pp. 938–945 (2009)



296 H. Sossa et al.

3. Garro, B.A., Sossa, H., Vázquez, R.A.: Design of Artificial Neural Networks Using Dif-
ferential Evolution Algorithm. In: Wong, K.W., Mendis, B.S.U., Bouzerdoum, A. (eds.)
ICONIP 2010, Part II. LNCS, vol. 6444, pp. 201–208. Springer, Heidelberg (2010)

4. Garro, B.A., Sossa, H., Vázquez, R.A.: Evolving Neural Networks: A Comparison be-
tween Differential Evolution and Particle Swarm Optimization. In: Tan, Y., Shi, Y.,
Chai, Y., Wang, G. (eds.) ICSI 2011, Part I. LNCS, vol. 6728, pp. 447–454. Springer,
Heidelberg (2011)

5. Garro, B.A., Sossa, H., Vázquez, R.A.: Artificial Neural Network Synthesis by means of
Artificial Bee Colony (ABC) Algorithm. In: CEC 2011, New Orleans, June 5-8 (2011)

6. Garro, B.A., Sossa, H., Vázquez, R.A.: Back-Propagation vs Particle Swarm Optimiza-
tion Algorithm: which Algorithm is better to adjust the Synaptic Weights of a Feed-
Forward ANN? International Journal of Artificial Intelligence 7(11), 208–218 (2011)

7. Gurney, K.: An Introduction to Neural Networks. Taylor and Francis Group (1997)
8. Karaboga, D., Basturk, B.: A powerful and efficient algorithm for numerical func-

tion optimization: Artificial Bee Colony (ABC) algorithm. Journal of Global Optimiza-
tion 39(3), 459–471 (2007)

9. Kennedy, J., Eberhart, R.: Particle Swarm Optimization. In: Proceedings of IEEE Inter-
national Conference on Neural Networks, vol. IV, pp. 1942–1948 (1995)

10. Kohonen, T.: Correlation matrix memories. IEEE Transactions on Computers C-21(4),
353–359 (1972)

11. Koza, J.R.: Genetic Programming: A Paradigm for Genetically Breeding Populations of
Computer Programs to Solve Problems, Stanford University Computer Science Depart-
ment technical report (1990)

12. Koza, J.R.: Genetic Programming: On the Programming of Computers by Means of Nat-
ural Selection. MIT Press (1992)

13. Koza, J.R.: Genetic Programming II: Automatic Discovery of Reusable Programs. MIT
Press (1994)

14. Koza, J.R., Bennett, F.H., Andre, D., Keane, M.A.: Genetic Programming III: Darwinian
Invention and Problem Solving. Morgan Kaufmann (1999)

15. McCulloch, W., Pitts, W.: A logical calculus of the ideas immanent in nervous activity.
Bulletin of Mathematical Biophysics 7, 115–133 (1943)

16. Murphy, P.M., Aha, D.W.: UCI Repository of machine learning databases. University of
California, Department of Information and Computer Science, Irvine, CA, US., Techni-
cal Report (1994)

17. Ritter, G., Dı̀az, J.: Morphological associative memories. IEEE Transactions on Neural
Networks 9(2), 281–293 (1998)

18. Rosenblatt, F.: The Perceptron-a perceiving and recognizing automaton. Report 85-460-
1, Cornell Aeronautical Laboratory (1957)

19. Rojas, R.: Neural networks - A systematic introduction. Chapter 7: The back propagation
algorithm (1996)

20. Steinbuch, K.: Die Lernmatrix. Kybernetik 1(1), 36–45 (1961)
21. Storn, R., Price, K.: Differential evolution - a simple and efficient heuristic for global

optimization over continuous spaces. Journal of Global Optimization 11, 341–359 (1997)
22. Vazquez, R.A.: Izhikevich Neuron Model and its Application in Pattern Recognition.

Australian Journal of Intelligent Information Processing Systems 11(1), 53–60 (2010)
23. Vázquez, R.A.: Pattern Recognition Using Spiking Neurons and Firing Rates. In: Kuri-

Morales, A., Simari, G.R. (eds.) IBERAMIA 2010. LNCS, vol. 6433, pp. 423–432.
Springer, Heidelberg (2010)

24. Vazquez, R.A.: A computational approach for modelling the biological olfactory
system during an odour discrimination task using spiking neuron. BMC Neuro-
science 12(supp.1), 360 (2011)



EC Applied to the Automatic Design of ANNs and AMs 297

25. Vázquez, R.A., Garro, B.A.: Training Spiking Neurons by Means of Particle Swarm
Optimization. In: Tan, Y., Shi, Y., Chai, Y., Wang, G. (eds.) ICSI 2011, Part I. LNCS,
vol. 6728, pp. 242–249. Springer, Heidelberg (2011)

26. Villegas, J., Sossa, H., Avilés, C., Olague, G.: Automatic Synthesis of Associative
Memories by genetic Programming, a First Approach. Research in Computing Sci-
ence 42, 91–102 (2009)

27. Villegas, J., Sossa, H., Avilés, C., Olague, G.: Automatic Synthesis of Associative Mem-
ories through Genetic Programming: a co-evolutionary approach. Revista Mexicana de
Fsica 57(2), 110–116 (2011)

28. Yao, X.: A review of evolutionary artificial neural networks. Int. J. Intell. Syst. 8(4),
539–567 (1993)

29. Yao, X.: Evolutionary artificial neural networks. In: Kent, A., Williams, J.G. (eds.)
Encyclopedia of Computer Science and Technology, vol. 33, pp. 137–170. Marcel
Dekker, New York (1995)



Segmentation of Blood Cell Images Using
Evolutionary Methods

Valentı́n Osuna, Erik Cuevas, and Humberto Sossa

Abstract. Acute lymphoblastic leukemia is a blood cancer that can be cured if it is
detected at early stages; however, the analysis of smear blood by a human expert is
tired and subject to errors. In such a sense, diagnostic of the disease is costly and
time consuming. Considering that situation, several automatic segmentation meth-
ods have been proposed, some of them containing combinations of classic image
analysis tools, as thresholding, morphology, color segmentation and active contours,
only to mention some. In this paper is proposed the use of Hellinger distance as an
alternative to Euclidean distance in order to estimate a Gaussian functions mixture
that better fits a gray-level histogram of blood cell images. Two evolutionary meth-
ods (Differential Evolution and Artificial Bee Colony) are used to perform segmen-
tation based on histogram information and an estimator of minimum distance. The
mentioned techniques are compared with classic Otsu’s method by using a qualita-
tive measure of the resulting segmentation and ground-truth images. Experimental
results show that the three methods performed almost in a similar fashion, but the
evolutionary ones evaluate almost 75 % less the objective function compared with
Otsu’s. Also, was found that the use of a minimum distance estimator constructed
with Hellinger distance and evolutionary techniques is robust and does not need a
penalization factor as the needed when an Euclidean distance is used.

1 Introduction

As in other types of cancer, an early diagnostic of Leukemia is important to increase
a person’s cure possibilities. In order to obtain a reliable diagnostic, a human expert
must obtain information from smear blood samples, such as counting the number
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of red blood cells as well as the number and type of white blood cells, even con-
sidering other kind of artifacts that could represent either some particular disease
or individual condition; however, the analysis of smear blood by a human expert is
tired and subject to errors. For that reason, research on automatic segmentation of
blood cells has been growing over the past years.

In general terms, image segmentation divides an image into related sections or
regions, consisting of image pixels having related data feature values. It is an es-
sential issue since it is the first step for image understanding, and any other step,
such as feature extraction and recognition, heavily depends on its results. Segmen-
tation algorithms are based on two significant criteria [1]: the homogeneity of a re-
gion (thresholding) and the discontinuity between adjacent disjoint regions (finding
edges). Since the segmented image obtained from the homogeneity criterion has the
advantage of smaller storage space, fast processing speed and ease in manipulation,
thresholding techniques are considered the most popular [9, 23].

Particularly in medical image analysis, a correct segmentation is the most impor-
tant step to perform a fully automatic and robust vision system for detection and
classification of blood cell, and in order to segmenting such kind of images there
exist several proposals. For instance, a segmentation method based in K- means,
fuzzy Gustafson Kessel and Rough Sets clustering [15, 16, 17] with classification of
nearest neighbor in four classes and using a Lab color space are proposed. By using
color models RGB and HSI, segmentation of white blood cell nucleus, or blasts, is
performed in [8] and later, both segmentations according to color model are com-
pared. In [7] a RGB image is enhanced transformed to HSI color space and the
channel S is segmented using an experimental threshold value. Based on the idea
that images have homogeneous regions, in [25] the so called Color-Structure-Code
is used to generate an ordered graph. In most of the methods reported in literature, it
is necessary to perform an enhancing pre- processing step before the segmentation,
increasing therefore the processing time, even considering only segmentation.

On the other hand, several nature inspired algorithms have emerged since first
evolutionary algorithms were proposed in the 60’s, leaving clear that biological in-
spired methods can be successfully transferred into novel computational paradigms
[26]. Even today, this trend is still valid, as is shown by the development and use
of concepts such as artificial neural networks, evolutionary algorithms, swarming
algorithms and so on. Particularly, in this work are presented Differential Evolution
(DE) and Artificial Bee Colony Optimization (ABC) to perform multi-threshold seg-
mentation. DE is a population-based algorithm in which the population is evolved
from one generation to the next using special defined operators such as muta-
tion, crossover, and selection. More recently in 2005, the ABC algorithm has been
introduced by Karaboga [10]. Such algorithm, inspired by the intelligent behav-
ior of honey-bees, consists of three essential components: food source positions,
nectar-amount and several honey-bee classes. Each food source position represents
a feasible solution for the problem under consideration. The nectar-amount for a
food source represents the quality of such solution (represented by fitness value).
Each bee-class symbolizes one particular operation for generating new candidate
food source positions. The aforementioned algorithms have been used to deal with
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several optimization problems in the area of image analysis, giving good results in
terms of performance [25, 3, 27].

In this work, the segmentation approach is based on a parametric model com-
posed by a group of Gaussian functions (Gaussian mixture). Gaussian mixture (GM)
represents a flexible method of statistical modelling with a wide variety of scientific
applications [13, 21]. In general, GM involves the model selection, i.e., to deter-
mine the number of components in the mixture (also called model order), and the
estimation of the parameters of each component in the mixture that better adjust the
statistical model. Computing the parameters of Gaussian mixtures is considered a
difficult optimization task, sensible to the initialization [20, 18] and full of possi-
ble singularities [11, 12]. As an optimization problem, the presented here requires
an objective function, which makes use of Hellinger distance to compare the GM
candidate and the original histogram. This distance measure works with probabil-
ity density functions, making it appropriate to the problem presented in this work,
and was shown that this distance is the most suitable to construct a minimum dis-
tance estimator [5]. The Hellinger distance has been used in on-line recognition of
handwritten text [14], in signal modulation [22] and classification and localization
of underwater acoustic signals [2], only to mention some uses.

Also, in this paper are shown experimental statistical comparisons among the two
evolutionary methods and Otsu’s approach with a database smear blood cell images
[4]; such comparisons were made according the number of function evaluations and
a qualitative measure based on Hausdorff distance [23, 6]. The rest of the paper is
organized as follows. Next section is devoted to explain Gaussian approximation of
the histogram and the Otsu method. In section 3 we show a brief overview of Dif-
ferential Evolution and Artificial Bee Colony optimization, respectively, as well as
some of their implementation details. Section 4 is focused to present the experimen-
tal results and comparisons, while Section 5 is oriented to give the conclusions and
directions for future work.

2 Gaussian Approximation and Otsu’s Methods

In this section we briefly describe the adopted Gaussian approximation as well as
the basics of the thresholding method to get a binary version of an image.

2.1 Gaussian Approximation Method

In this work, the histogram h(g) of an image with L gray levels and its normalized
version are given as:

h(g) =
ng

N
, h(g)≥ 0,

N =
L−1

∑
g=0

ng, and
L−1

∑
g=0

h(g) = 1,
(1)
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where ng denotes the number of pixels with gray level g, whereas N represents the
total number of pixels contained in the image. A mixture of Gaussian probability
functions:

p(x) =
K

∑
i=1

Pi · pi(x) =
K

∑
i=1

Pi√
2πσi

exp

(
−(x− μi)

2

2σ2
i

)
(2)

represents a candidate histogram, with Pi as the a priori probability of class i, pi(x)
as the probability distribution function of gray-level random variable x in class i,
μi and σi as the mean and standard deviation of the i-th probability distribution
function and K as the number of classes contained in the image. In addition, the
constraint ∑K

i=1 Pi = 1 must be made certain.
The Hellinger distance is used to estimate the 3K (Pi, μi and σi, i = 1, . . . ,K)

parameters, comparing in such way the mixture of Gaussian functions (or candidate
histogram) and the original histogram:

E =

√√√√ n

∑
j=1

(√
p(x j)−

√
h(x j)

)2

(3)

where p(x j) is the histogram formed with the candidate Gaussian mixture and h(x j)
is the experimental histogram that corresponds to the gray level image. This is the
fitness function used by the two evolutionary algorithms reported in this work.

Once obtained the best histogram, next step is to determine the optimal threshold
values. In what follows, will be considered that the data classes are organized such
that μ1 < μ2 < .. . < μK ; the threshold values can thus be calculated by estimating
the overall probability error for two adjacent Gaussian functions, as follows:

E(Ti) = Pi+1 ·E1(Ti)+Pi ·E2(Ti), i = 1, . . . ,K− 1 (4)

considering

E1(Ti) =

∫ T1

−∞
pi+1(x)dx,

E2(Ti) =
∫ ∞

Ti

pi(x)dx.

(5)

E1(Ti) is the probability of mistakenly classifying the pixels in the (i+ 1)-th class
to the i-th class, while E2(Ti) is the probability of erroneously classifying the pixels
in the i-th class to the (i+ 1)-th class. The Pj’s are the a-priori probabilities within
the combined probability density function, and Ti is the threshold value between
the i-th and the (i+ 1)-th classes. One Ti value is chosen such as the error E(Ti)
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Fig. 1 Determination of the threshold points

is minimized. By differentiating E(Ti) with respect to Ti and equating the result to
zero, it is possible to use the following equation to define the optimum threshold
value Ti:

AT 2
i +BTi+C = 0 (6)

where

A = σ2
i −σ2

i+1

B = 2 · (μiσ2
i+1− μi+1σ2

i )

C = (σiμi+1)
2− (σi+1μi)

2 + 2 · (σiσi+1)
2 · ln
(
σi+1Pi

σiPi+1

) (7)

Even though the above quadratic equation has two possible solutions, only one of
them is feasible (the positive one which falls within the interval). Figure 1 shows
the determination process of threshold points.

2.2 Otsu’s Method

As in the method aforementioned, in this also is considered a histogram h(g), which
contains L gray levels and is taken in account the total number of pixels in the image,
N, calculated by N = h(0)+ . . .+ h(L− 1); in this case, are supposed thresholds
T = {T1, . . . ,Tm−1}, considering T0 = 0 and Tm = L− 1.

A m-partition of an image f (x,y) is defined as:

Ci = {g | g ∈ f (x,y), Ti−1 < g < Ti}, i = 0, . . . ,m. (8)
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The values corresponding to each element in the partition are calculated with:

q1 =
T1

∑
i=0

h(gi), μ1 =
T1

∑
i=0

h(gi) · i
q1

, σ2
1 =

T1

∑
i=0

(i− μ1)
2 ·h(gi)

q1
,

qi =
Ti+1

∑
i=Ti+1

h(gi), μi =
Ti+1

∑
i=Ti+1

h(gi) · i
qi

, σ2
i =

Ti+1

∑
i=Ti+1

(i− μi)
2 ·h(gi)

qi
,

(9)

where i = 1, . . . ,m− 1. Whether we are looking for K threshold values, we could
calculate the within class variance:

σ2
WC =

K

∑
j=1

q j ·σ2
j . (10)

Also could be calculated the between class variance, although in this work the exper-
iments are done using the within class version, and therefore working segmentation
as an optimization problem, in which the next function must be minimized:

σ2
WC(T

∗
1 , . . . ,T

∗
K ) = min

0≤T1≤...≤TK≤L−1
σ2

WC(T1, . . . ,TK). (11)

Otsu’s method was proposed late in 70’s by [19] as an excellent thresholding method
for images, based only in the information of the histogram; nevertheless, if the num-
ber of threshold values increases, also the number of function evaluations does, due
that Otsu’s method is an exhaustive technique. Considering such a drawback, ABC
and DE optimizing a mixture of Gaussian functions are compared with it.

3 Differential Evolution and Artificial Bee Colony Optimization

In this section we give the principles of operation of the two bio-inspired techniques
used to find the optimal threshold to binarize an image: Differential Evolution and
Artificial Bee Colony.

3.1 Differential Evolution

Differential Evolution (DE) algorithm was introduced by Storn and Price in 1995
[24]. Even though it was proposed more than a decade ago, researchers’ interest
on this metaheuristic continues growing, due mainly to its simplicity to implement,
robustness and convergence properties. This algorithm is population based, and em-
ploys mutation and crossover operations; however, the most important is the muta-
tion, which is the central procedure [3].
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The first step in DE consists on initializing a uniformly distributed random pop-
ulation formed by a number of parents Np, each one with a D-dimensional vector,
limited by pre specified lower (x low1, j) and upper (x high1, j) limits:

xk
i, j = x low1, j + rand() · (x high1, j− x low1, j),

j = 1, . . . ,D, i = 1, . . . ,Np, k = 0;
(12)

Generation of a mutant vector is achieved with:

νk
i = xk

best +F · (xk
r1
− xk

r2
), r1,r2 ∈ {1, . . . ,Np}, r1 
= r2 
= i, (13)

where r1 and r2 are randomly selected integer indexes, xk
best represents the best pop-

ulation member found so far, and F is a scaling mutation factor, usually less than
1. Np represents the number of parents. By using one or more mutant vectors and a
crossover parameter, a trial vector is obtained:

uK
i, j =

⎧⎨
⎩
νk

i, j if rand()≤Cr or j = jrand

xk
i, j otherwise

, (14)

where jrand ∈ {1, . . . ,D} and where the crossover constant Cr ∈ [0,1] delimits the
use of some parts belonging to the mutant vector that will be part of the trial vector.
In the last part of the algorithm it is used a selection operator, in order to improve
solutions in the minimization case, according to:

xk+1
i =

{
uk

i if f (uk
i )< f (xk

i )

xk
i otherwise

. (15)

In this equation, f represents the cost function; all the steps are repeated until certain
criteria is reached, usually a maximum iteration number Nmax.

3.2 Artificial Bee Colony Optimization

In the Artificial Bee Colony (ABC) optimization, the initial food sources are ran-
domly initialized by the formula:

xk
i, j = x low1, j + rand() · (x high1, j− x low1, j),

j = 1, . . . ,D, i = 1, . . . ,Nf s, k = 0;
(16)

being considered that x high1 and x low1 are the upper and lower limits where the
function to optimize is defined; Nf s is the number of food sources, D states for
dimensions and k is the actual iteration.
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Next in the algorithm, each employed bee is sent to a randomly selected food
source and a neighbor is determined randomly in order to produce a modification to
the source stored in its memory:

bi, j = xi, j +ϕi, j · (xi, j− xl, j) (17)

where i ∈ {1, . . . ,Neb}, j ∈ {1, . . . ,D}, l is randomly selected, i 
= j, and ϕi, j is
a random number between -1 and 1. If this modification produces a food source
outside the limits, then it is set to the appropriate limit, i.e., x highi, j or x lowi, j .

Both, the source in memory and the modified one are evaluated; the bee memo-
rizes the new position and forgets the old one. Later, employed bees return the hive
and dances; and onlooker bees will choose a food source to exploit according to a
probability’s function:

qi =
f iti

∑
Nf s
j=1 f it j

, (18)

where f iti represents the fitness of solution i, evaluated by the employed i, calculated
by:

f iti =

{ 1
f (xi)+1 if f (xi)≥ 0

1+ abs( f (xi)) elsewhere
. (19)

Later, again a neighbor is determined by the onlooker by means of Equation (17),
both food sources are evaluated and the best is memorized. Finally, one scout is
generated at the end of each iteration in order to explore for new food sources. The
cycle is repeated until a criterion is reached.

4 Experimental Results

In this part several statistical results related with the number of evaluations of the
objective function as well as qualitative measures of quality between segmented
results and ground-truth images over a database of smear blood pictures [4] are
presented. All the experiments were performed using a desktop computer with AMD
Athlon II X4 2.9 GHz, with 4 GB in RAM and programmed in Matlab 7.12.0.

Figure 2 shows typical segmentation results using DE, ABC and Otsu’s methods,
where the main idea was to find the correct separation between two objects and the
background in real images, whereas Table 1 shows particular parameters for each
algorithm. Each candidate solution holds the elements

[Pi
1,P

i
2,P

i
3,μ

i
1,μ

i
2,μ

i
3,σ

i
1,σ

i
2,σ

i
3]

and is experimentally determined a Hellinger distance of 0.1186 as stop criterion
for DE and ABC.
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Fig. 2 Segmenting results corresponding, from top to bottom, to ABC, DE and Otsu

The idea behind using the same population size for all the experiments lays in the
fact that in order to do the comparisons in similar circumstances for DE and ABC,
the main parameter to consider is the function’s evaluation number, because such
parameter is considered the most expensive in the computational cost. In the first
part, experiments are repeated 1000 times for each of 295 smear blood images for
ALL-IDB database; we only consider such images and not all the 367 because the
three classes must be more or less well defined in order to get good results with the
proposal. Statistical results are shown in Table 2.

As can be seen from Table 2, DE performs around 75% less evaluations of ob-
jective functions than classic Otsu’s method, compared with ABC that is around
41% better than Otsu’s, considering two threshold values are searched and showing
therefore that DE is computationally cheaper than ABC and Otsu’s.
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Table 1 General parameters used by evolutionary algorithms

Parameter DE,ABC: value Observation

Nmax 600 Maximum number of itertions
x highi [0.5,0.5,0.5,L−1,L−1,L−1, High limits of candidate i

(L−1)/2,(L−1)/2,(L−1)/2]
x lowi [0,0,0,0,0,0,0,0,0] Low limits of candidate i

T 2 Number of thresholds to find

Table 2 Statistical results of ABC and DE over ALL-IDB database. Hereby, f-eval denotes
the number of objective function evaluations

Technique Hellinger distance Iterations f-eval Execution time (s)
μ σ μ σ μ σ μ σ

ABC 0.11859 0.000043 425 129.4 38284 11668.1 3.6175 1.0981
DE 0.11855 0.000065 176 48.5 15948 4366.0 1.2186 0.3311

OTSU NA NA NA NA 65535 NA 2.3728 0.0353

Even though the results are statistically good enough, it does not imply that qual-
ity in segmentation behaves in similar way. In such a sense, the next experimental
part is related with that issue. By using a modified Hausdorff distance [6] between
ground-truth and segmented images, which are obtained with DE, ABC and Otsu’s
techniques, the results are obtained that are shown in Table 3.

Table 3 Quality results of ABC and DE over ALL-IDB database

Technique Hausdorff distance
μ σ

ABC 42.5375 19.1111
DE 42.7095 18.7571

OTSU 38.2691 13.7078

As can be seen, differences in distances among ground-truth and segmented im-
ages are big, due mainly that ground-truth ones are obtained by human user. Some
examples are shown in Figure 3. On the other hand, it is numerically seen that Otsu’s
result is more similar to human-segmented images and although ABC has a mean
distance close to Otsu, DE has less dispersion in data; however, in quality terms, DE
behavior is similar to ABC. Finally, if execution time is considered, DE outperforms
ABC and Otsu’s, according to results shown in Table 3. Such a time is taken since
the first candidate solution is generated, until the corresponding algorithm find the
best one.
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Fig. 3 White blood cell nucleus segmented examples, from left to right: Original and ground-
truth images, ABC, DE and Otsu’s segmentations

5 Conclusions and Future Work

In this paper the use of Hellinger’s distance is proposed as an objective function
in an evolutionary method to perform histogram-based thresholding; experimental
data show that DE is less computationally expensive to solve such issue, compared
with ABC and Otsu’s method; however, ABC and DE behave in a similar fashion if
a quality measure based in Hausdorff distance is calculated, although Otsu’s method
yields better results in terms of quality.

Future work involves comparing several measures of distance by using DE in
order to find the most appropriate when a mixture of Gaussian functions is used to
threshold images.
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Fast Circle Detection Using Harmony Search
Optimization

Erik Cuevas, Humberto Sossa, Valentı́n Osuna, Daniel Zaldivar,
and Marco Pérez-Cisneros

Abstract. Automatic circle detection in digital images has received considerable
attention over the last years. Recently, several robust circle detectors, based on
evolutionary algorithms (EA), have been proposed. They have demonstrated to
provide better results than those based on the Hough Transform. However, since
EA-detectors usually need a large number of computationally expensive fitness eval-
uations before a satisfying result can be obtained; their use for real time has been
questioned. In this work, a new algorithm based on the Harmony Search Optimiza-
tion (HSO) is proposed to reduce the number of function evaluation in the circle
detection process. In order to avoid the computation of the fitness value of several
circle candidates, the algorithm estimates their values by considering the fitness val-
ues from previously calculated neighboring positions. As a result, the approach can
substantially reduce the number of function evaluations preserving the good search
capabilities of HSO. Experimental results from several tests on synthetic and nat-
ural images with a varying complexity range have been included to validate the
efficiency of the proposed technique regarding accuracy, speed and robustness.

1 Introduction

The problem of detecting circular features is very important for image analysis, in
particular for industrial applications such as automatic inspection of manufactured
products and components, aided vectorization of drawings, target detection, etc. [1].
Circular Hough transform [2] is arguably the most common technique for circle de-
tection in digital images. A typical Hough-based approach employs an edge detector
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to infer locations and radius values. Averaging, filtering and histogramming of the
transformed space are subsequently applied. The approach demands a large storage
space as 3-D cells to store operational parameters (x, y, r), seriously constraining the
overall performance to low processing speeds. In Hough Transform methods, circles
parameters are poorly defined under noisy conditions [3] yielding a longer process-
ing time which constraints their application. In order to overcome such problems,
researchers have proposed new Hough transform-based (HT) approaches such as the
probabilistic HT [4], the randomized HT (RHT) [5] and the fuzzy HT (FHT) [6]. In
[7], Lu & Tan proposed a novel approach based on RHT called Iterative Randomized
HT (IRHT) that achieves better results on complex images and noisy environments.
Such implementation applies iteratively the RHT to a given region of interest which
has been previously defined from the latest estimation of ellipse/circle parameters.

Alternatively to the Hough Transform, the shape recognition problem in computer
vision has also been handled with EA approaches. Such methods have produced sev-
eral robust circle detector using Genetic algorithms (GA) [8], Artificial Bee Colony
(ABC) [9], Harmony Search (HSO) [10], Electromagnetism-Like (EMO) [11], Dif-
ferential Evolution (DE) [12] and Bacterial Foraging Optimization (BFOA) [13].
They have demonstrated to give better results than those based on the Hough Trans-
form, mainly in cluttered environments [8].

As an EA, the Harmony Search Optimization (HSO) [14] is one of the most pop-
ular methods which are based on the metaphor of the improvisation process that
occurs when a musician searches for a better state of harmony. HSO generates a
new candidate solution from all existing solutions. In HSO, the solution vector is
analogous to the harmony in music, and the local and global search schemes are
analogous to musician’s improvisations. In comparison to other meta-heuristics in
the literature, HSO imposes fewer mathematical requirements as it can be easily
adapted for solving several sorts of engineering optimization challenges [15,16].
Furthermore, numerical comparisons have demonstrated that the evolution for the
HSO is faster than GA [15,17,18], attracting ever more attention. It has been suc-
cessfully applied to solve a wide range of practical optimization problems such as
structural optimization, parameter estimation of the nonlinear Muskingum model,
design optimization of water distribution networks, vehicle routing, combined heat
and power economic dispatch, design of steel frames, bandwidth-delay-constrained
least-cost multicast routing, among others.

However, one main difficulty in applying HSO (or other EA) to real-world
applications is that it usually needs a large number of fitness evaluations before a sat-
isfying result can be obtained. However, fitness evaluations are not always straight-
forward in many real-world applications. Either an explicit fitness function does
not exist, or the evaluation of the fitness is computationally very expensive. Further-
more, since random numbers are involved in the calculation of new individuals, they
may encounter the same positions (repetition) that other individuals have visited in
previous iterations, especially when the individuals are confined to a small area (as
in the case of images).
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The problem of considering expensive fitness evaluations has already been faced
in the field of evolutionary algorithms (EA) and is better known as fitness approx-
imation [19]. In such approach, the idea is to estimate the fitness value of so many
individuals as it is possible instead of evaluating the complete set. Such estimations
are based on an approximate model of the fitness landscape. Thus, the individuals
to be evaluated and those to be estimated are determined following some fixed cri-
teria which depend on the specific properties of the approximate model [20]. The
models involved at the estimation can be built during the actual EA run, since EA
repeatedly sample the search space at different points [21]. Recently several approx-
imation models [22-25] have been proposed to be used in combination with EA.

In this work, a new algorithm based on the Harmony Search Optimization (HSO)
is proposed to reduce the number of function evaluation in the circle detection pro-
cess. In order to avoid the computing the fitness value of several circle candidates,
the algorithm instead of calculating them, it estimates their values by considering
the fitness values from previously calculated neighboring positions. As a result, the
approach can substantially reduce the number of function evaluations preserving
the good search capabilities of HSO. Experimental results from several tests on
synthetic and natural images with a varying complexity range have been included
to validate the efficiency of the proposed technique regarding accuracy, speed and
robustness.

The overall paper is organized as follows: Section 2 holds a brief description
about the HSO method. In Section 3, the fitness calculation strategy for solving the
expensive optimization problem is presented. The complete circle detection proce-
dure is presented by Section 4 while Section 5 exposes the final detector algorithm as
a combination of HSO and the fitness calculation strategy. Section 6 demonstrates
experimental results for the proposed approach over a set of standard images and
some conclusions are drawn in Section 7.

2 Harmony Search Optimization

In the basic HSO, each solution is called a “harmony” and is represented by an n-
dimension real vector. An initial population of harmony vectors are randomly gen-
erated and stored within a Harmony Memory (HM). A new candidate harmony is
thus generated from the elements in the HM by using a memory consideration op-
eration either by a random re-initialization or a pitch adjustment operation. Finally,
the HM is updated by comparing the new candidate harmony and the worst har-
mony vector in the HM. The worst harmony vector is replaced by the new candidate
vector in case it is better than the worst harmony vector in the HM. The above pro-
cess is repeated until a certain termination criterion is met. The basic HS algorithm
consists of three basic phases: HM initialization, harmony vector improvisation and
HM updating. The following discussion addresses details about each stage.
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In the first stage, initial vector components at HM, i.e. HMS vectors, are con-
figured. Let xi = {xi(1),xi(2), ...,xi(n)} represent the i-th randomly-generated har-
mony vector: xi( j) = l( j) + (u( j)− l( j))·rand(0,1) for j = 1,2, ...,n and i =
1,2, ...,HMS, where rand(0,1) is a uniform random number between 0 and 1. Then,
the HM matrix is filled with the HMS harmony vectors as follows:

HM =

⎡
⎢⎢⎣

x1
x2
...

xHMS

⎤
⎥⎥⎦ (1)

In the next phase, a new harmony vector xnew is built by applying the following
three operators: memory consideration, random re-initialization and pitch adjust-
ment. Generating a new harmony is known as ’improvisation’. In the memory con-
sideration step, the value of the first decision variable xnew(1) for the new vector is
chosen randomly from any of the values already existing in the current HM i.e. from
the set {x1(1),x2(1), ...,xHMS(1)}. For this operation, a uniform random number r1

is generated within the range [0, 1]. If r1 is less than HMCR, the decision variable
xnew(1) is generated through memory considerations; otherwise, xnew(1) is obtained
from a random re-initialization between the search bounds[l(1),u(1)]. Values of
the other decision variables xnew(2),xnew(3), ...,xnew(n) are also chosen accordingly.
Therefore, both operations, memory consideration and random re-initialization, can
be modelled as follows:

xnew( j) =

{
xi( j) ∈ {x1( j),x2( j), ...,xHMS( j)} with probability HMCR

l( j)+ (u( j)− l( j))·rand(0,1) with probability 1-HMCR
(2)

Every component obtained by memory consideration is further examined to deter-
mine whether it should be pitch-adjusted. For this operation, the Pitch-Adjusting
Rate (PAR) is defined as to assign the frequency of the adjustment and the Band-
width factor (BW ) to control the local search around the selected elements of the
HM. Hence, the pitch adjusting decision is calculated as follows:

xnew( j) =

{
xnew( j) = xnew( j)± rand(0,1)·BW with probability PAR

xnew( j) with probability 1-PAR
(3)

Pitch adjusting is responsible for generating new potential harmonies by slightly
modifying original variable positions. Such operation can be considered similar to
the mutation process in evolutionary algorithms. Therefore, the decision variable is
either perturbed by a random number between 0 and BW or left unaltered. In order
to protect the pitch adjusting operation, it is important to assure that points lying
outside the feasible range [l,u] must be re-assigned i.e. truncated to the maximum
or minimum value of the interval.
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After a new harmony vector xnew is generated, the harmony memory is updated
by the survival of the fit competition between xnew and the worst harmony vector xw
in the HM. Therefore xnew will replace xw and become a new member of the HM in
case the fitness value of xnew is better than the fitness value of xw.

3 Fitness Approximation Method

In this paper, we explore the use of a local approximation scheme based on the
nearest-neighbor-interpolation (NNI) for reducing the function evaluation number.
The model estimates the fitness values based on previously evaluated neighboring
individuals which have been stored during the evolution process. At each genera-
tion, some individuals of the population are evaluated through the accurate (real)
fitness function while the other remaining individuals are only estimated. The posi-
tions to be accurately evaluated are determined based on their proximity to the best
individual or regarding their uncertain fitness value.

In a fitness approximation method, every evaluation or estimation of an individual
produces a data point (individual position and fitness value) that is potentially taken
into account for building the approximation model during the evolution process.
Therefore, in our proposed approach, it is kept all seen-so-far evaluations in a history
array T which is employed to select the closest neighbor and to estimate the fitness
value of a new individual.

The fitness calculation model decides if an individual must be calculated or esti-
mated based on the three following rules:

Exploitation Rule (Evaluation). If a new individual (search position) P is located
closer than a distance d with respect to the nearest individual Lq (q = 1,2,3, ...,m;
where m is the number of elements contained in T) whose fitness value FLq corre-
sponds to the best fitness value seen so far, then the fitness value of P is evaluated
using the real fitness function. Figure 1(a) draws the rule procedure.

Exploration Rule (Evaluation). If a new individual P is located longer than a dis-
tance d with respect to the nearest individual Lq , then its fitness value is evaluated
using the real fitness function. Figure 1(b) outlines the rule procedure.

NNI Rule (Estimation). If a new individual P is located closer than a distance d with
respect to the nearest individual Lq whose fitness value FLq does not correspond to
the best fitness value, then its fitness value is estimated assigning it the same fitness
that Lq(Fp = FLq). Figure 1(c) sketches the rule procedure.

The d value controls the trade-off between the evaluation and the estimation
of search locations. Typical values of d range from 1 to 4; however, in this paper,
the value of 3 has been selected. The three rules show that the fitness calculation
strategy is simple and straightforward. Figure 1 illustrates the procedure of fitness
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Fig. 1 The fitness calculation strategy. (a) According to the rule 1, the individual (search
position) P is evaluated since it is located closer than a distance d with respect to the nearest
individual location L3. Therefore, the fitness value FL3 corresponds to the best fitness value
(minimum). (b) According to the rule 2, the search point P is evaluated and there is no close
reference within its neighborhood. (c) According to rule 3, the fitness value of P is estimated
by means of the NNI-estimator, assigning Fp = FL2 .

computation for a new solution (point P). In the problem, the objective func-
tion f is minimized with respect to two parameters (x1,x2). In all figures (Figs.
1(a), (b) and (c)), the individual database array T contains five different elements
(L1,L2,L3,L4,L5) with their corresponding fitness values (FL1 ,FL2 ,FL3 ,FL4 ,FL5 ,).
Figures 1(a) and (b) show the fitness evaluation ( f (x1,x2)) of the new solution P,
following the rule 1 and 2 respectively, whereas Fig. 1(c) presents the fitness esti-
mation of P using the NNI approach which is laid by rule 3.
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4 Circle Detection Using HSO

In our approach, circles are represented by the parameters of the circle centre (x0,y0)
and radius, considering only three non-colinear points in the edge-only space of the
image. All edge pixels are stored within a vector array E= {e1,e2, ...,eNp} with N p
being the total number of edge pixels in the image. In turn, the algorithm stores the
(xv,yv) coordinates of each edge pixel yielding the edge vector ev (ev

1 = xv,ev
2 = yv).

In order to construct each candidate circle C (or harmony within the HSO frame-
work), indexes i, j and k representing three edge points previously stored in vector E
must be combined. Therefore, each harmony is encoded as one circle C= {ei,e j,ek},
which is characterized by three points,and that lie on its own circumference. Such
candidate circle is labeled as a potential solution for the detection problem. Consid-
ering the configuration of the edge points in Fig. 2, the circle centre (x0,y0) and the
radius r of C can be calculated using simple geometric equations [37].

Fig. 2 Circle candidate formed from the combination of points ei,e j , and ek

4.1 Objective Function

A circumference may be calculated as a virtual shape as a way to measure the match-
ing factor between the candidate circle C and the actual circle within the image, i.e.
it must be validated if such circular shape actually exists within the edge-only image.
The test for such points is verified using S= {s1,s2, ...,sNs}, where Ns represents the
number of testing points.

The set S is generated by means of Midpoint Circle Algorithm (MCA) [27] which
calculates the vector S representing a circle from parameters (x0,y0) and r. The
matching function, also known as the objective function J(C), represents the error
resulting from pixels S of a given circle candidate and C including only pixels that
really exist in the edge image, yielding:

J(C) = 1− ∑
Ns
v=1 V (sv)

Ns
(4)
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where V (sv) is a function that verifies the pixel existence in sv, such as:

V (sv) =

{
1 if the pixel in position (xv,yv) exists
0 otherwise (5)

The algorithm seeks to minimize J(C), since a smaller value implies a better re-
sponse (minimum error) of the “circularity” operator. The optimization process can
thus be stopped either because the maximum number of epochs is reached or be-
cause the best individual is found.

5 Final Detection Algorithm

The goal of our HSO-detector is to reduce the number of evaluations of the objective
function avoiding any performance loss and achieving an accurate solution. The
HSO-detector is listed below:

Step 1: Set the HSO parameters. Initializing the harmony memory with HMS
individuals where each decision variable pi, p j, and pk of the candidate circle Ca

is set randomly within the interval [1,Ep]. All values must be integers. Considering
a = (1,2, ...,HMS).

Step 2: Evaluate or estimate (according to the fitness calculation strategy, see
Section 3) the objective value J(Ca) for all HMS individuals and determine the
candidate solution Cw of HMS holding the worst objective value. Update the new
evaluations in the individual database array T.

Step 3: Improve a new harmony Cnew such that:

for ( j = 1 to 3) do
if (r1 < HMCR) then Cnew( j) = Ca( j) where a ∈ (1,2, ...,HMS)

if (r2 < PAR) then Cnew( j) = Cnew( j)± r3·BW where r1,r2,r3 ∈ (0,1)
if Cnew( j) < l( j)

Cnew( j) = l( j)
end if
if Cnew( j) > u( j)

Cnew( j) = u( j)
end if
Update BW according to Eq. (4)

end if
else

Cnew( j) = 1+ round(r·Ep), where r ∈ (0,1)

end if
end for
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Step 4: Update HM. In case that the fitness value (evaluated or approximated, ac-
cording to the fitness calculation strategy, see Section 3) of the new solution Cnew,
is better than the solution Cw, such position is selected as an element of HM, other-
wise the solution Cw remains. Update the new evaluations in the individual database
array T.

Step 5: If NI is completed then return the best harmony vector Cb in the HM (a
circle contained in the image); otherwise go back to Step 2.

The incorporated fitness calculation strategy, seen from an optimization perspective,
favors the exploitation and exploration in the search process. For the exploration, the
method evaluates the fitness function of new circle candidates which have been lo-
cated far away from previously calculated positions. Additionally, it also estimates
those which are closer. For the exploitation, the proposed method evaluates the
actual fitness function of those new circle candidates which are located nearby
the position that holds the minimum fitness value seen-so-far, aiming to improve
its minimum. Therefore, the proposed fitness calculation scheme allows estimat-
ing most of fitness values reducing the computational overhead at each generation.
Figure 3 presents the procedure of fitness computation for different new circle can-
didates. In the Figure, the black shapes represent the original image, blue circles
the solutions already stored in the array T meanwhile the red circles the new circles
candidates. According to the proposed schema only the circle C1 will be calculated,
while the circles C2, C3 and C4 will be estimated (saving important computational
time).

Fig. 3 The fitness calculation strategy in circle detection

6 Experimental Results

Table 1 summarizes the HSO parameter set that are considered in this work and kept
for all test images through all experiments.
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Table 1 Parameter setup for the HSO detector

HMS HMCR PAR BW NI

100 0.7 0.3 5 200

Fig. 4 Experimental image set

This section presents a comparison of the proposed approach to some other al-
gorithms such as the BFAO detector [13], the GA-based algorithm [8] and the DE
method [12] over a challenging image set. For the BFAO detector and the GA-based
algorithm, the parameter values are configured as suggested in their respective ref-
erences. Figure 4 presents a visual comparison among the detectors, considering
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three natural images (a)-(c). In order to test the robustness of our algorithm, salt and
pepper noise has been added to the last image (Fig. 4c) prior to the experiment.

Since the present approach aims to accelerate the HAS-detector, the execution
time is considered as the main performance index. However, considering that the ex-
ecution time largely depends on how optimal each algorithm’s code is implemented,
the number of function evaluation (FE) is rather employed as a temporal criterion.
Therefore, FE reports the number of evaluations that the algorithm executes until
the number of iterations (NI) has been reached (200).

Table 2 presents the number of function evaluations (FE). Such numbers rep-
resent the averaged values obtained through 35 different executions for each al-
gorithm. As it can be seen, the number of function evaluations for the proposed
algorithm is of 52 evaluations. In contrast, the other algorithms maintain a bigger
number.

Table 2 The averaged function evaluations for the GA-based algorithm, the BFOA method,
the DE approach and the proposed HSO algorithm, considering nine test images shown by
Figure 3

Image function evaluations (FE) ± Standard deviation

GA BFOA DE HSO
(a) 40000±(0) 25000±(0) 20000±(0) 1200±(59)
(b) 40000±(0) 25000±(0) 20000±(0) 986±(95)
(c) 40000±(0) 25000±(0) 20000±(0) 1050±(78)

7 Conclusions

In this work, a new algorithm based on the Harmony Search Optimization (HSO)
is proposed to reduce the number of function evaluation in the circle detection pro-
cess. In order to avoid the computing the fitness value of several circle candidates,
the algorithm instead of calculating them, it estimates their values by considering
the fitness values from previously calculated neighboring positions. As a result, the
approach can substantially reduce the number of function evaluations preserving the
good search capabilities of HSO. Experimental results from several images with a
varying complexity range have been included to validate the efficiency of the pro-
posed technique regarding accuracy, speed and robustness.
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Particle Swarm Optimization Applied
to Interferogram Demodulation

Julio Jiménez, Humberto Sossa, and Francisco Cuevas

Abstract. A particle swarm optimization (PSO) based method to carry out fringe
pattern demodulation is described. A particle swarm is codified with the parameters
of the function that estimates the phase. A fitness function is established to evalu-
ate the particles, which considers: (a) the closeness between the observed fringes
and the recovered fringes, (b) the phase smoothness, (c) the prior knowledge of the
object as its shape and size. The swarm of particles evolves until a fitness aver-
age threshold is obtained. We demonstrate that the method is able to successfully
demodulate noisy fringe patterns and even a one-image closed-fringe pattern.

1 Introduction

It is known that in optical metrology a fringe pattern can be represented using the
total irradiance, using the following mathematical expression:

I(x,y) = a(x,y)+ b(x,y)cos[φ(x.y)], (1)

where (x,y) are integer values representing the coordinates of the pixel location
in the fringe image, a(x,y) is the background illumination, b(x,y) is the amplitude
modulation (e.g., this factor is related with the surface reflectance) and φ(x.y) is the
phase term related to the physical quantity being measured.
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Fig. 1 (a) Fringe pattern, and (b) its phase map

The purpose of any interferometric technique is to determine the phase term,
which is related to the physical quantity, being measured. Fig. 1(a) shows an inter-
ferogram and its associated phase φ(x.y) in Fig. 1(b). One way to calculate the phase
term φ(x.y) is by means of the phase-shifting technique (PST) as described in [1]-
[4]. A drawback is that at least three phase-shifted interferograms are needed. The
phase shift among interferograms must be known and experimentally controlled.
This technique can be used when mechanical conditions are met throughout the
interferometric experiment.

On the other hand, when the above mentioned conditions are not covered, other
techniques can be used to estimate the phase term from a single fringe pattern. In
[5] and [6] and [7], authors use Fourier transform, while in [8], phase locked loop
technique is adopted. However, these techniques work well only if the analyzed
interferogram has a carrier frequency, a narrow bandwidth and the signal has low
noise. Moreover, these methods fail for phase calculation in a closed-fringe pattern.
Additionally, the Fourier and synchronous methods estimate the wrapped phase due
to the arctangent function used during the phase calculation, so an additional un-
wrapping procedure is required [9]. The unwrapping process is difficult when the
fringe pattern includes high amplitude noise, which causes differences greater than
2π radians between adjacent pixels [10], [11] and [12]. In the PLL technique, the
phase is estimated by following the phase changes of the input signal by varying the
phase of a computer simulated oscillator (VCO), such that the phase error between
the fringe pattern and VCOs signal vanishes.

Recent techniques make use of soft computing algorithms like neural networks and
genetic algorithms (GA). In the neural network technique [13] and [14], a multi-layer
neural network (MLNN) is trained by using fringe patterns and the phase gradients
associated with them, from calibrated objects. After the training, the MLNN can es-
timate the phase gradient when the fringe pattern is presented in the MLNN input.

GA based methods such as a single interferogram in [15] and [16], with window
fringe pattern demodulating (WFPD) technique in [17] and [18], approximate the
phase through the estimation of parametric functions. The functions can be Bessel
in case of fringes coming from a vibrating plate experiment, or Zernike polynomials,
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in an optical testing experiment. In the case when not much information is known
about the experiment, a set of low degree polynomials p(a,x,y) can be used. A pop-
ulation of chromosomes is codified with the function parameters that estimate the
phase. A fitness function is established to evaluate the chromosomes, which con-
siders the same aspects as the cost function in a regularization technique. The pop-
ulation of chromosomes evolves until a fitness average threshold is obtained. The
method can demodulate noisy, closed fringe patterns and so no further unwrapping
is needed.

In this paper we present a variation of the WFPD method introduced by Cuevas
et al. in [18]. The new proposal is applied to demodulate complex fringe pattern
using a differential evolution technique to fit a polynomial; it also allows creating
an automatic fringe counting based on digital image processing. In addition we use
low resolution versions of the interferogram for the recovery of the phase, in other
words we use sub-sampled images. Results using closed and under-sampled com-
puter generated fringe patterns are presented.

2 Particle Swarm Optimization

Particle swarm optimization was proposed by Kennedy and Eberhart in [19] and [20]
for solving optimization problems. Each particle moves in the search space with a
velocity according to its own previous best solution and its groups previous best
solution. The dimension of the search space can be any positive integer. Following
Eberhart and Kennedys naming conventions D is the dimension of the search space.
The ith particle is represented as Ai = (ai1,ai2, ...,aiD) and the best particle of the
swarm, i.e. the particle with the lowest function value, is denoted by index g. The
best previous position (i.e. the position corresponding to the best function value) of
the ith particle is recorded and represented as Pi = (pi1, pi2, ..., piD), and the position
change (velocity) of the ith particle is vi = (vi1,vi2, ...,viD). Each particle updates its
position with the following two equations:

vid(t + 1) = ωaid + c1φ1(pid− aid(t))+ c2φ2(pgd− aid(t)) (2)

aid(t + 1) = aid(t)+ vid(t + 1) (3)

where for each particle i is ai the position, vid the velocity, pid the best position
of a particle, pgd the best position within the swarm, c1and c2 are positive con-
stants containing the balance factors between the effect of self-knowledge and social
knowledge in moving the particle towards the target. φ1 and φ2 are random numbers
between 0 and 1, and ω is inertia weight. Within the update of the particles, the
velocity is denoted as the momentum which the force is pulling the particle to con-
tinue its current direction. The best position of a particle is cognitive component and
this force emerges from the tendency to return to its own best solution found so far
and the best position of a swarm is the social component. This is the force emerging
from the attraction of the best solution found so far in its neighborhood.
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3 PSO Applied to Phase Recovery

The purpose in any application of PSO is to evolve a particle swarm of size P (which
codifies P possible solutions to the problem) using update velocity and position of
each particle, with the goal of optimizing a fitness function that resolves the prob-
lem. In phase demodulation from fringe patterns, the phase data can be approxi-
mated by the selection from one of several fitting functions. The fitness function
is modeled by the following considerations: a) The similarity between the original
fringe image and the genetic generated fringe image, and b) the smoothness in the
first and second derivatives of the fitting function. The fitness function used in this
investigation is as follows:

U(ap) = max
p

(
R−1

∑
y=1

C−1

∑
x=1

((IN(x,y)− cos( f (ap,x,y)))2 +λ [

( f (ap,x,y)− f (ap,x− 1,y))2 +( f (ap,x,y)− f (ap,x,y− 1))2]))m(x,y).
(4)

The first term inside the first parenthesis compares the RMS error between the orig-
inal fringe pattern and the fringe pattern obtained from the estimated phase. This
term attempts to keep the local fringe model close to the observed irradiances in
least-squares sense, while the second term is a local discrete difference, which en-
forces the assumption of smoothness and continuity of the detected phase. The term
λ is a smoothness weight factor (it should be clear for the reader that a higher value
of parameter λ implies a smoother function to be fitted).

As it was said earlier, PSO is used to find the function parameters, in this case,
vector a. If we use this function, the particle can be represented as:

a = [a0,a1, ...,aq] (5)

A k-bit long bit-string is used to codify a particle value; then, the particle has q×
k bits in length. We define the search space for these parameters. The bit-string
codifies a range within the limits of each parameter. The decoded value of the ith

parameter will use the methodology introduced by Toledo and Cuevas in [18] is:

ai = LB
i +

LU
i −LB

i

2k− 1
Ni (6)

where ai is the ith parameter real value, LB
i is the ith bottom limit, LU

i is the ith upper
limit, and Ni is the decimal basis value. These maximum values can be expressed
as:

LB
0 =−π , LU

0 = π , LU
i =−LB

i , LU
i =

4πF
R1m

i C1n
i

(7)
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where F is twice the maximum number of fringes on the window, the equation is
expressed in [17]:

F = 2×max(Fx,Fy,
√

F2
x +F2

y ) (8)

Finding automatically the value for F is not an easy problem to solve. To our
knowledge no single method exists. To get the maximum number of fringes in
an image, we propose to combine image thresholding and connected component
labeling as described in [21], [22] and [23]. An example of the application of
Otsus procedure onto an image is shown in Fig. 2(b). The corresponding connected
component labeled image is shown in Fig. 2(c).

Fig. 2 a) Image of fringe pattern, b) binary image using the Otsus method, c) labeling image
with the result of 4 fringes in the image

4 PSOs Convergence

PSOs convergence depends mainly on swarm size. Large swarm convergence in a
smaller number of iterations, but the processing time is increased. To stop the PSO
process, different convergence measures can be employed. In this paper we have
used a relative comparison between the fitness function value of the best vectors in
the population and value a, as follows:

∣∣∣∣α−U(a∗)
α

∣∣∣∣< ε (9)

where U(a∗) is the fitness function value of the best vectors in the population in the
current iteration, and ε is the relative error tolerance. Additionally, we can stop the
process in a specified number of iterations if equation (9) is not satisfied.

5 Experimental Results

The proposed method was applied to estimate the phase for a closed fringe pattern.
We used a particles swarm size of 100, inertia was chosen in the range [0.1 to 0.9],
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and velocity a number in the range [0.0001 to 0.0009]. In each particle, the coded
coefficients of a fourth degree polynomial were included. The following polynomial
was coded in each particle:

p4(x,y) = a0 + a1x+ a2y+ a3x2 + a4xy+ a5y2 + a6x3 + a7x2y+ a8xy2

+ a9y3 + a10x4 + a11x3y+ a12x2y2 + a13xy3 + a14y4
(10)

The 15 coefficients were configured in each particle inside the swarm to be evolved.
As real interferograms present low contrast, and to show that our proposal performs
efficiently, a low noisy closed fringe pattern was generated using the following ex-
pression:

I(x,y) = 127+ 63cos(P4(x,y)+η(x,y)) (11)

where

p4(x,y) = 0− 0.7316x− 0.2801y+0.0065x2− 0.00036xy− 0.0372y2+ 0.00212x3

+ 0.000272x2y+ 0.001xy2− 0.002y3+ 0.000012x4+ 0.00015x3y

+ 0.00023x2y2 + 0.00011xy3+ 0.000086y4

(12)

Term η(x,y) is the uniform additive noise in the range [−2radians to 2radians].
Additionally, the fringe pattern was generated with a low resolution of 8 pixels. In
this case, we used a parameter search range of [−1 to 1]. The swarm of particles
evolved until the number of iterations and relative error tolerance ε was 0.05 in
equation (9).

The fringe pattern and the phase field of the computer generated interferogram
are shown in Figs. 3(a) and 3(b), respectively. The PSO technique was used to re-
cover the phase from the fringe pattern. The fringe pattern and the phase estimated
by PSO are shown in Figures 3(d), (e) and 3(f).

The phase map observed in 3D is shown in Fig. 4(a), and phase map in 3D es-
timated by PSO in Fig. 4(b). The normalized RMS error was 0.12 radians and the
peak-to-valley error was 0.94 radians.

Additionally, our method was compared with that proposed by Toledo and
Cuevas in [17], which is based on genetic algorithms. We took into consideration
the settings of GA parameters used in [17]. Eight parameters were adjusted: num-
ber of generations, number of population, cross and mutation rate, type of selection,
mutation rate and type of cross. In our case, only four parameters were adjusted:
iterations (generations), swarm (population), inertia and speed. Finally, during the
test an error of 0.4281 was obtained with the GA-based method. With our PSO
based proposal we obtained an error of 0.313.
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Fig. 3 (a) Observed fringe pattern, (b) Observed fringe pattern in low resolution, (c) its phase
map. (d) Estimated fringe pattern by PSO, (f) in low resolution and (g) its phase map

Fig. 4 (a) Phase map from observed image, (b) Estimated phase map by PSO

Fig. 5(a) shows the original interferogram. Figs. 5(b) and 5(c) illustrate the result
obtained by our method and the result obtained with the GA method introduced in
[18].

The interferogram demodulation in comparison was almost identical, but the big
difference is the image input was because the technique with PSO was recovered
with an image sub-sampled low level, that has a serious problem of sub-Nyquits in
that it no longer distinguishes fringes.
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Fig. 5 (a) Observed fringe pattern, (b) estimated fringe pattern by PSO, (c) estimated fringe
pattern by GA

Fig. 6 (a) Observed fringe pattern, (b) observed fringe pattern in low resolution, (c) its phase,
(d) phase in 3D, (e) estimated fringe pattern by PSO, (f) in low resolution, (g) its phase map,
and (h) phase in 3D

The proposed methodology was applied to other images to show its performance.
For this, refer to Figs. 6 and 7.

The use of a sub-sample with high problem of sub-Nyquits is something where
traditional techniques (Fourier method, Synchronous method and the phase locked
loop method) fail, and instead the techniques that use GA’s have a sub-sampling
Nyquits above the limit (one fringe per pixel).

Compared with other literature methods, our method has the advantage that, us-
ing a single image, it does not apply any module of unwrapping to the phase and
that the polynomial is directly the phase term, it can work with images with high
sub-Nyquits, a problem that traditional methods have so far failed to solve.

The execution time is considered fast compared to methods using GAs which is
due to the encoding and image size.
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Fig. 7 (a) Observed fringe pattern, (b) observed fringe pattern in low resolution, (c) its phase,
(d) phase in 3D, (e) estimated fringe pattern by PSO, (f) in low resolution, (g) its phase map,
and (h) phase in 3D

6 Conclusions

A PSO based technique was applied to recover the modulating phase from closed
and noisy fringe patterns. A fitness function, which considers the prior knowledge
of the object being tested, is established to approximate the phase data. In this work
a fourth degree polynomial was used to fit the phase.

A swarm of particles was generated to carry out the optimization process. Each
particle was formed by a codified string of polynomial coefficients. Then, the swarm
of particles evolved used velocity, position and inertial.

The proposal works successfully where other techniques fail (Synchronous and
Fourier methods). This is the case when a noisy, wide bandwidth and/or closed
fringe pattern is demodulated. Regularization techniques can be used in these cases
but the proposal has the advantage that the cost function does not depend upon the
existence of derivatives and restrictive requirements of continuity (gradient descent
methods).

Since PSO works with a swarm of possible solutions instead of a single solution,
it avoids falling in a local optimum. Additionally, no filters and no thresholding op-
erators were required, in contrast with the fringe-follower regularized phase tracker
technique.

PSO has the advantage that if the user has prior knowledge of the object shape,
then a better suited fitting parametric function can be used instead of a general poly-
nomial function. Additionally, due to the fact that the PSO technique gets the pa-
rameters of the fitting function, it can be used to interpolate sub-pixel values and to
increase the original phase resolution or interpolate where fringes do not exist or are
not valid. A drawback is the selection of the optimal initial PSO parameters (such
as swarm size, inertial, velocity) that can increase the convergence speed.
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Evolving Conspicuous Point Detectors
for Camera Trajectory Estimation

Daniel Hernández, Gustavo Olague�, Eddie Clemente, and León Dozal

Abstract. The interaction between a visual system with its environment is studied
in terms of a purposive vision system with the aim of establishing a link between
perception and action. A system that performs visuomotor tasks requires a selective
perception process in order to execute specific motion actions. This combination
is understood as a visual behavior. This paper presents a solution to the process of
synthesizing visual behaviors through genetic programming, resulting in specialized
visual routines that are used to estimate the trajectory of a camera within a vision
based simultaneous localization and map building system. Thus, the experiments
were carried out with a real-working system consisting of a robotic manipulator in
a hand-eye configuration. The main idea is to evolve a conspicuous point detector
based on the concept of an artificial dorsal stream. The results on this paper show
that it is in fact possible to find key points in an image through a visual attention
process in combination with an evolutionary algorithm to design specialized visual
behaviors.

1 Introduction

The relationship between perception and action is the focus of the field of Active
Vision. It studies how vision based systems manipulate their visual information to
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solve a given task; as a result, from the interaction of the system with its environ-
ment. An important characteristic of an active vision system is related to its capa-
bility of changing the parameters of the camera in a purposive manner depending
on the conditions of the environment [9]. Hence, a purposive vision system should
be considered as part of a bigger system that interacts with its environment in a
very specific manner, rather than seeing it as an isolated process ([1, 2]). The idea
studied in this paper is that a purposive visual system could be integrated in a more
complex system; whose interaction with the environment is performed in a specific
way opposed to a general manner [10]. Thus, the objective of this paper is to syn-
thesize a visual behavior through genetic programming with the aim of adapting a
visual routine to a specific purposeful task. This research is part of a bigger area
known as sensor planning where genetic algorithms have been applied successfully,
see [15, 14].

The idea for this work is that a visual behavior uses specific information from
the environment in order to solve a given task. The analogy is that a visual behavior
performed by a person that executes a set of actions in relation to the information
extraction process that is required to located itself within a map. This extraction op-
eration is closely related to the focus of attention process, in the way that both pro-
cesses seek to identify prominent landmarks in the environment that can be used as
position references. Moreover, for those processes is necessary to make a selection
of required features that will be useful to identify an object within the scene. Thus,
a visual behavior is represented by the set of actions performed by a machine in
order to achieve goals like, feature extraction and object recognition, which are use-
ful for solving the self-localization task within a specific environment. This analogy
inspired the proposed system, whose process is normally modeled as an estimation
task. In other words, the system performs an action based on the information cap-
tured by the perception mechanism with the purpose of solving the self-localization
task. In this system, the visual routine is accomplished with a conspicuous point de-
tector and the action is executed by the SLAM method. In this way, the objective is
to synthesize a specialized detector to estimate the trajectory of the camera for a par-
ticular path evaluated through an SLAM system in a purposeful manner. Therefore,
the aim of this paper is to experimentally show that it is possible to evolve a special-
ized visual routine, based on a visual attention model for the trajectory estimation
of a camera mounted on a robot.

1.1 Visual Behavior

In the field of behavioral robots, a behavior is defined as the set of interactions be-
tween a robot and its environment. These interactions consist of a perception-action
cycle where every action depends on the state of the system and its perception
of the environment. These actions change the system’s future perceptions and
hence change its future actions [9]. In this work, we propose to define a visual be-
havior as a perception-action cycle whose actions represent an information selection
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process rather than reactive motion-action commands. Therefore, a visual behav-
ior corresponds to the manner in how the system selects, from the captured visual
information, the necessary information to solve the task at hand.

This paper is organized as follows. First, the concept of visual behavior is re-
viewed by describing three parts: 1) the conspicuous point detection based on the
artificial dorsal stream model; 2) the simultaneous localization and map building
system; and 3) specialization of the visual behavior through genetic programming.
Secondly, the multiobjective evolutionary algorithm is described. Finally, results of
a real working system are presented followed by a conclusion.

2 Evolutionary Visual Behavior

The main objective in this work is the synthesis of visual routines through an evolu-
tionary algorithm. The core functionality of the visual routine is a conspicuous point
detector based on a visual attention model. This routine should be adapted to work
within a SLAM system in order to solve the camera trajectory estimation problem.
Thus, in this section the three main aspects of our work are described: the definition
of a conspicuous point detector; followed by the description of the SLAM system
that is used as a testbed for the visual routines. Finally, the optimization process that
creates the visual routines through an evolutionary process is explained.

2.1 Conspicuous Point Detection

The concept of conspicuous point detection used in this work was developed to
reformulate the theory behind the process of interest point detection. The work of
Olague and Trujillo [16, 19] showed that it is in fact possible to evolve general
purpose interest point detectors through genetic programming. The goal in this work
is to evolve specialized visual behaviors, while at the same time maintaining general
purpose properties like, repeatability and dispersion, see Figure 1.

The concept of an interest point is defined as a small region on an image which
has visually significant information. In this way, the importance of a pixel is the
result of applying the transformation known as operator and defined by K : R+ →
R. The present paper proposes to change the computational process that estimate
the importance of a pixel, and is evaluated through the concept of visual attention.
Hence, the proposed conspicuous point detector work as follows.

(i) The first step is to apply an evolved artificial dorsal stream algorithm to obtain
a saliency map that is used as an interest image I∗

(ii) The second idea is to continue with the normal process of interest point detec-
tion by performing a non-maximum suppression operation.

(iii) Finally, the third step is to establish a threshold to determine if a given maxi-
mum should be considered as a conspicuous point.
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Fig. 1 The artificial dorsal stream was used as a model to program the stages of the conspic-
uous point detection algorithm that is applied to obtain the optimized saliency map

2.1.1 Artificial Dorsal Stream

The process of computing the interest image for the conspicuous point detection is
biologically inspired by the model of visual attention presented by Treisman and
Gelade [26], known as an Artificial Dorsal Stream (ADS). The input for an ADS is
an image and its output is an Optimized Salient Map (OSM). An OSM is an image
whose pixel values represent the saliency of a point along the considered dimen-
sions. In this way, the ADS is divided in two main stages, feature acquisition and
feature integration, see Figure 1. In the first stage, the input image is processed at
three different and independent dimensions: intensity, orientation and shape. A vi-
sual operator is applied to the image creating one Visual Map (VM) per dimension.
These maps represent the prominence of each pixel according to the correspond-
ing visual feature. During the second stage it is necessary to combine the VMs into
a single map. In this sense, the output of the ADS is an optimized saliency map
(OSM) that expresses the prominence of each pixel in the input image. The follow-
ing subsections describe in more detail the two stages together with the functions
inside them.

2.1.2 Feature Acquisition Stage

As mentioned earlier, this stage consists of three visual operators whose aim is to
point out the image prominences in three independent dimensions: intensity, orien-
tation and shape. In previous work, see [12, 11], the visual attention process was
defined with operators for these dimensions following a data driven approach. In
this work, we follow the function driven approach of Dozal et al. [6] and Clemente
et al. [4] in order to enhance the interest point detection to a paradigm for visual
attention. In this way, the proposed system consists of a set of functions that are
optimized through an evolutionary process to match the functionality of the dorsal
stream. This leads to a set of Evolutionary Visual Operators that are described next.
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2.1.3 Orientation

The detection of features along the orientation dimension are represented through
the function EVOO : I → VMO; that seeks to highlights edges that seem to be in-
teresting. The value of the VMO correspond to the prominence of a certain pixel
computed with the operator EVOO. Table 1 shows the sets used by the evolution-
ary algorithm to build the operators for the orientation dimension. In this case, I
is the input image, ITO are the elements in the terminal set TO; or the output the
elements of the function set FO; Du represents the image derivatives in the direc-
tion u ∈ {x,y.xy,xx,yy}, and Gσ corresponds to a Gaussian filtering with σ as the
standard deviation.

Table 1 Functions and terminals used to build the population for the orientation feature

FO = {+, |+ |,−, |− |, |ITO |,×,÷, I2
TO
,
√

ITO ,

log2(ITO),
ITO
2 ,Dx,Dy,Gσ=1,Gσ=2}

TO = {I,Dx(I),Dxx(I),Dxy(I),Dyy(I),Dy(I),
Gσ=1(I),Gσ=2(I)}

2.1.4 Shape

The system uses the function EVOS : I →V MS to accomplish the detection of fea-
tures for the shape dimension. The aim of this operator is to accentuate interesting
points based on the appearance and structure of the objects in the image using a set
of operators of mathematical morphology. The elements that were chosen to build
the operator for this dimension are shown on Table 2.

Table 2 Functions and terminals applied to build the population for the shape feature

FS = {+,−,×,÷,round(ITS ), f loor(ITS ),
ceil(ITS),dilationdiamond(ITS),dilationsquare(ITS),
dilationdisk(ITS),erosiondiamond (ITS ),
erosionsquare(ITS),erosiondisk(ITS ),skeleton(ITS)
boundary(ITS ),hit−missdiamond(ITS ),
hit−misssquare(ITS),hit−missdisk(ITS),
top−hat(ITS ),bottom−hat(ITS ),open(ITS ),
close(ITS)}

TS = {I}

2.1.5 Conspicuity Maps

Now that the system created three VMs using the input image, the described oper-
ators, and the intensity dimension; the conspicuous maps (CMs) are obtained via
a center-surround function CS : V M → CM, whose goal is to emulate the center-
surround receptive fields found in the natural dorsal stream. Therefore, to achieve
this functionality, the system creates a prism VMl(α) with nine levels, each at a
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different spatial scale α = {1,2, ...,9}. In this way, an across-scale subtraction " is
performed, leading to a set of center-surround maps VMl(ω) in such a way that the
value of a pixel increases according to the contrast along its neighbors at different
scales ω = {1,2,3,4,5,6}. Finally, the V Ml(ω) maps are merged using an across-
scale addition ⊕ in order to obtain a conspicuous map CMl per feature dimension.
Thereafter, the system combines the CMs using the feature integration operator in
order to obtain a single saliency map. This procedure is explained in the following
section.

2.1.6 Feature Integration Stage

In this stage, the system must combine the resulting CMs in order to create a single
representation. This operation is known as Feature Integration, that is defined as
RFI : CMl → OSM, where CMl are the conspicuous maps along the three dimen-
sions l = {O,S, I}. In the natural system, a explicit description of this process is yet
to be found, and it is uncertain how the brain makes the CMs integration, and in
which region the saliency map is conceived. Nevertheless, the idea in this work is
that the visual routine could be created in a purposive manner following an active
vision scenario. Therefore, a saliency map is built using an Evolved Feature Inte-
gration (EFI) function, allowing the artificial evolution to determine a good way to
combine the maps. The set of functions Ff i and terminals Tf i that are used by the
evolutionary algorithm to obtain these operators can be found in Table 3.

Table 3 Functions and terminals used to build the population for the feature integration stage

Ffi = {+, |+ |,−, |− |, |ITf i |,×,÷, I2
Tf i
,
√

ITf i ,

log2(ITf i),Dx,Dy,Gσ=1,Gσ=2}
Tf i = {CMO,CMI ,CMS,Dx(CMO),Dxx(CMO),

Dxy(CMO),Dyy(CMO),Dy(CMO), ...}

The resulting OSM is a combination of the CMs, whose pixel values represent
the prominence of each pixel. Therefore, we propose to use the OSM as an interest
image for the feature detection algorithm. Since, the operation is quite different
from the typical operator used for interest point detection, we will refer to the points
discovered by this methodology as Conspicuous Points (CPs).

3 Trajectory Estimation with a SLAM System

In this work, the objective of the visual behaviors is to estimate the trajectory de-
scribed by the camera mounted on a robotic manipulator. In order to accomplish
the task, the conspicuous point detector (CPD) is integrated within a simultane-
ous localization and map building (SLAM) system. This section describes how the
system works and the relationship with the CPD. The objective for the behavior is
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Fig. 2 This figure depicts the stages of the SLAM system along the evolutionary method
integrated within the map update stage

to highlight useful information perceived by the images in such a way of finding
the position of the camera over time. The SLAM system is used to evaluate the
efficiency of the visual behaviors in terms of a trajectory estimation problem and
is based on the MonoSLAM system presented by Davison et al. [5]. The system
uses a single camera and computes a feature based map of the environment in order
to create a representation. The localization process is performed as a state estima-
tion task through the Kalman filtering method. The map construction is obtained
using the concept of conspicuous points to find prominent visual landmarks in the
environment[13]. The SLAM process is divided into three stages: initialization, state
propagation, and map update.

Initialization Stage. To estimate the trajectory of the camera, the system must cal-
culate its position while it moves; therefore, the state of the SLAM system is defined
by the camera’s pose and speed. In this way, the Kalman filtering process estimates
the attitude of the camera x̂v given by its position r and orientation q, and linear
and angular speeds, v and ω . Along this, the system needs to maintain a map of
the environment; this is accomplished through a sparse set of visual landmarks. For
this reason, the system should track the position of the camera and the spacial po-
sition of each feature yi. Hence, the system estimates the state st , composed of the
information about the camera and the features. Then, the state estimation ŝt is cou-
pled with the estimation uncertainty St . Thus, the system starts, with a known initial
state; in other words, the camera position is known using a starting map made of
four landmarks. The state st and its covariance St are defined as follows.

st =

⎛
⎜⎝

x̂v
ŷ1
ŷ2
:

⎞
⎟⎠St =

⎡
⎢⎢⎣

Sxx Sxy1 Sxy2 . . .
Sy1x Sy1y1 Sy1y2 . . .
Sy2x Sy2y1 Sy2y2 . . .

...
...

⎤
⎥⎥⎦

State Propagation. The state estimation is computed with a Kalman filtering
method, which is divided in two stages, prediction and measurement. The future
states of the camera are assumed to follow the dynamic model through the follow-
ing relationship.

st = Ast−1 +wt ,
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where A is the state transition matrix, and wt is the process noise. At each time
step, the filter makes a prediction of the current state based on the previous state
and the dynamic model. The prediction s−t is also known as the a priori state; and
together with its error matrix S−t this first step is called the prediction stage. Thus,
the dynamic model is defined by

s−t = Ast−1

S−t = ASt−1AT +λw,

where λw is the process covariance noise assumed to be defined as a white Gaussian
noise.

Measurement stage. This stage consists in using the images captured by the cam-
era to improve the state estimation. Thus, the measurements zt , about the image
location at time t of some visual landmarks, are assumed to be related to the current
state of the camera by

zt = Cst + vt

where vt is the measurement noise, and C describes the camera pose through the
position of the visual landmarks within the images. The measurement model is then
used to establish an a posteriori state estimate ŝt along its error matrix St by incor-
porating the measurements zt with the following equations

ŝt = s−t +Gt(zt −Cs−t )

St = S−t −GtCS−t

where Gt is the variable known as Kalman gain, defined by

Gt = S−t CT (CS−t CT +λv)
−1

with λv being the measurement covariance. In this manner, the a posteriori state
estimation at time t is complete; therefore, the state ŝt together with its uncertainty
matrix St is ready for the next estimation cycle.

Map Update. Now that the system has a good estimation of the camera position,
it necessary to capture more information of the environment. This is performed by
extending the feature map. In this way, the system employs the conspicuous point
detection algorithm to find landmarks in the environment that may improve the state
estimations in future frames. In this way, the designed detector must bring implicitly
the required characteristics through the conspicuous points in order to help the sys-
tem to find a solution to solve the position estimation task. The final step devoted to
the map update calculates the depth of the visual landmarks. Since, the system uses
monocular vision, it applies a particle filter to find the depth of the visual landmarks.
Once, the depth is know for a given point; thus, the information is added to the map
for further estimations.
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After these three steps, the estimation cycle of the Kalman filter is complete, and
the position estimation is ready for the next time step. The cycle is executed for each
image captured by the camera.

Shape Visual Map

Visual Map

Intensity

Orientation Visual
Map

Image V1

V2

V3

V5
V3A

Parietal
Cortex

Purpose

Visual
Attention

Dorsal
Stream

V MS = EV OS(IS)

V MI

V MO = EV OO(IO)

OSM = EFI(CMS, CMO, CMI)

Fig. 3 The stages of the SLAM system along the evolutionary method integrated within the
map update stage

4 Synthesis of Visual Behaviors

This section is dedicated to describe the evolutionary process for the ADS using
the organic genetic programming (OGP)[6, 4]. In the proposed model the geno-
type is composed of three operators, which can be seen as the genes of a com-
plex chromosome. Figure 1 depicts the corresponding phenotype. In this way,
the ADS helps in the process of extraction of the conspicuous points. For this
reason, all operators inside the detection algorithm should be seen as a single en-
tity and not as independent operations. The proposed representation has the ob-
jective of developing the design of complex functions capable of solving the task
at hand. In this case, the construction of a conspicuous point detector to be use
inside the SLAM system. Thus, it should be noted that each individual of the
population represents a complete ADS with the purpose of extracting conspicu-
ous points; hence, it is not just a list of tree-based operations, but rather a com-
plex information processing system as shown in Figure 1. The evolved detector is
used inside the previously described localization process shown in 3. Due to the
complexity of the problem, the evolution was carried out in a simple but still repre-
sentative motion path. In this case, the camera is moving on a straight line, parallel
to a wall rich in visual information. The SLAM system determines the camera po-
sition using the information provided by the evolved detector and the map building
stage. Thus, the resulting position estimations evaluate the performance of the de-
tector according to the trajectory estimation task. The evolved detectors should have
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the properties mentioned in section 2.1. Due to the computational effort required
by the evolutionary algorithm, an image sequence was capture during the camera
motion in order to evolve the detectors with an off-line evaluation process. This
step could be easily replaced in our proposed system. Also, one of the hypothesis
in this work is that a good detector evolved for a tracking task, is that that achieves
high repeatability and high point dispersion, that leads to finding stable environment
landmarks and will help to create a disperse feature map. Since, we have considered
several objectives for the evolutionary process; the evolved detectors are evaluated
through the following fitness functions with the aim of maximizing the repeatabil-
ity and point dispersion, while minimizing the trajectory estimation error. Thus, for
simplicity we normalize the functions before applying the minimization process.

Repeatability. The average repeatability rK(ε) is calculated for the operator K be-
tween two consecutive images using a neighborhood of size ε . It is important to
note that the repeatability is calculated through the position of the camera using a
highly-accurate robot movement. This test replace the application of the homogra-
phies between images.

rIi(ε) =
|RIi(ε)|

min(γi−1,γi)

where γi−1 =
∣∣{xc

i−1}
∣∣ and γi = |{xc

i }| are the number of points detected in images
Ii−1 and Ii. RIi(ε) is a set of pairs of points (xc

i−1,x
c
i ) that were found in two consec-

utive images within a region of radius ε:

f1 =
1

rK(ε)+ c1

where c1 is a constant to avoid an invalid division.

Dispersion. Dp(K) is the average dispersion of the located points within the image
sequence using operator K; where c2 = 10 is a normalization constant.

f2 =
1

eDp(K)−c2

The point dispersion in image Ii is calculated using the points’s entropy D(I,X) =
−∑Pj · log2(Pj) where X is the set of detected points and Pj is approximated using
a histogram.

Trajectory Error. This fitness is measured using the mean squared error of the
estimated trajectory using a real straight-line trajectory.

f3 =
M

∑
i=1

[xvi − x̂vi ]
2

M

The parameters used for the evolutionary process can be seen in Table 4, since this is
described in terms of a multiobjective process the SPEA2 [20] algorithm was used
to find the optimal Pareto front.
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Table 4 Parameters of the Multi-objective GP for the synthesis of conspicuous point
detectors

Parameters Description

Population 20 individuals
Generations 20 iterations
Initial population Ramped Half-and-Half
Genetic operations probabilities Crossover pc = 0.85

Mutation pμ = 0.15
Max three depth 6 levels
File size (SPEA2) 8
Parent selection 8

5 Experimental Results

This section describes the experiments in order to outline the implemented system
that synthesizes an artificial dorsal stream using a conspicuous point detection algo-
rithm. The resulting population of Pareto fronts can be seen in Figure 4, which shows
the distribution of the best individuals along the fitness space. The Table 5 lists the
non-dominated individuals forming the Pareto front that were produced with the
system just described. The resulting operators are called conspicuous point detec-
tors for SLAM (CPSLAM). The individuals were tested inside a monocular vision
SLAM system. All experiments were performed in a Dell Precision T7500 worksta-
tion, Intel Xeon 8 Core, NVIDIA Quadro FX 3800 running OpenSUSE 11.1 linux
operating system. Figure 6 shows the execution of the system using the individual
CPSLAM5 that achieves the better results. The sequence on the left correspond to
the captured images where the ellipses on the images represent the computed visual
landmarks. The right side of the figure depicts the error on the estimated trajectory
for the XY and XZ planes.
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Image

Non − max − suppression

V MS = EV OS(IS)

V MO = EV OO(IO)

V MI

CMO

CMI

CMS OSM = (Dx(Dy(CMO)))2

Fig. 5 This figure shows the CPSLAM5 individual that was obtained from the Pareto and that
achieves optimal conspicuous points

Table 5 Individuals discovered with the evolutionary process that create the Pareto front of
Figure 4

Name Operator Fitness

CPSLAM1
EVOO = round(Dx(Dy(I)))+0.09

EVOS = hit−missdiamond(I)
EFI = CMI

Dy(CMS)

f1 = 0.124
f2 = 2.647
f3 = 44.51

CPSLAM2
EVOO = thresh(log2($in f imum(Dx(Dx(I)), I)%))

EVOS = dilatesquare(
I

0.93 )

EFI = | (&CMI−Dx(Dy(CMI))')
0.63 |

f1 = 7.774
f2 = 1.926

f3 = 24.459

CPSLAM5
EVOO = Gσ=1(Dy(Dy(I)))

EVOS = &I'
EFI = (Dx(Dy(CMO)))

2

f1 = 0.195
f2 = 1.258
f3 = 65.67

CPSLAM11
EVOO = in f imum(I2, in f imum((Dx(supremum(Dy(I),DX (I)/2)))2, |Dx(Dx(I))− (Gσ=1 ∗ I|))

EVOS = kSust($Erodediamond (Dilatesquare(I))%,0.05)
EFI = round((Dy(Dy(CMI)))/0.87)

f1 = 0.134
f2 = 2.373
f3 = 33.67

CPSLAM13
EVOO =

√
thresh(supremum((Dx(Dx(I)))

1
0.85 ,round(I)))

EVOS = hit−missdiamond(perimeter((I/0.97))+(I +0.55)
1

0.31 )
EFI = (round(Dy(Dy(CMI))/0.87))2

f1 = 30.592
f2 = 2.569
f3 = 9.164

CPSLAM14

EVOO =
√
&|Dx(I)−&Dy(Dy(I))'|'

EVOS = hit−missdiamond(perimeter(I/0.97)+(I +0.55)
1

0.31 )

EFI = ||eDx(Dy(CMS))−CMS − (Dy(Dy(CMI))/0.87)|×Gσ=2 ∗ (Dx(Dx(CMS))−Dx(Dx(CMO)))+
((|CMO +Dx(CMI)|−Gσ=1 ∗Dx(Dx(CMS)))+0.18)|

f1 = 0.279
f2 = 1.189

f3 = 86.504

CPSLAM18
EVOO =

√
thresh(supremum((Gσ=1 ∗Dy(Dy(I)))

1
0.85 ,round(Gσ=1 ∗ I)))

EVOS = hit−missdiamond(&I'+(I +0.55)
1

0.31 )
EFI = (CMO +Dx(Dx(CMO))−Gσ=1 ∗Dx(Dx(CMS))+0.18

f1 = 0.171
f2 = 1.151

f3 = 200.47

CPSLAM19
EVOO = in f imum(I2,Dy(I))

EVOS = hit−missdisk(I)
EFI = round(Dy(Dy(CMS)))

2

f1 = 0.124
f2 = 2.654
f3 = 6.851
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It results interesting to note that most of the individuals do not use all the dimen-
sions for the construction of the saliency map. This can be related to the fact that
the trajectory that was used for evaluation was very simple. The dimension that was
commonly applied was the orientation, which can be interpreted as the feature that is
more useful for solving this particular trajectory problem due to the edge detection
capabilities of the proposed operations; i.e., the case of a straight-line displacement,
see Figure 5.
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Fig. 6 System execution using the CPSLAM5 individual. Note that this individual is basically
performing an interest point detection process.

6 Conclusions

The objective of this paper was to synthesize, through a multiobjective evolutionary
approach a set of specialized visual behaviors in the form of conspicuous point de-
tector based on an artificial dorsal stream model. The resulting behaviors are based
on solving the trajectory estimation of a camera, when being used inside a real-
world SLAM system. The results of this work show that it is coherent to see an
artificial evolutionary method as a purposive process. Moreover, we showed that it
is possible to find conspicuous points that replace interest point detection in an im-
age through the concept of visual attention. Finally, we have shown also that it is
possible to design such detectors to solve a given task.
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7 Future work

The proposed perspective of behavioral opens an interesting and new research av-
enue and we give next some points that we would like to explore in the future.

(i) As was mentioned earlier, the evolved detectors were evaluated with a simple
straight-line motion path. It would be interesting to test the resulting detec-
tors in more complex trajectories and also to evolve new detectors for other
trajectories.

(ii) The application of an evolved conspicuous point detector for other visual
tasks. In particular, we would like to compare the efficiency against traditional
interest point detectors.

(iii) Also, we would like to introduce motion related visual operations to see if they
improve the functionality of the detectors.

(iv) Finally, we would like to develop a set of tests which insights about the feature
dimensions that are better according to the group of invariance.
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Purposive Evolution for Object Recognition
Using an Artificial Visual Cortex

Eddie Clemente, Gustavo Olague�, and Leon Dozal

Abstract. This work presents a novel approach to synthesize an artificial visual cor-
tex based on what we call organic genetic programming. Primate brains have several
distinctive features that help in the outstanding display of perception achieved by
the visual system, including binocular vision, memory, learning, and recognition,
to mention but a few. These features are processed by a complex arrangement of
highly interconnected and numerous cortical visual areas. This paper describes a
system composed of an artificial dorsal pathway, or where stream, and an artificial
ventral pathway, or what stream, that are fused to create a kind of artificial visual
cortex. The idea is to show that genetic programming is able to evolve a high number
of heterogeneous trees thanks to the hierarchical structure of our virtual brain. Thus,
the proposal uses two key ideas: 1) the recognition of objects can be achieved by
a hierarchical structure using the concept of function composition, 2) the evolved
functions can be related to the tissues of an artificial organ. Experimental results
provide evidence that high recognition rates could be achieved for a well-known
multiclass object recognition problem.

1 Introduction

The brain is the most sophisticated organ in the human body; its fundamental task
is to control and manage the activities that perform sensorial organs. The neurolo-
gists have divided the human brain into four lobes: frontal, temporal, parietal, and
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Fig. 1 Analogy between the ventral stream and the proposed computational model

occipital. The last one has special interest to the research community interested in
the sense of vision, because this is the lobe where it is located the visual cortex. In
fact, the primary visual cortex and secondary visual areas are specialized for image
processing, object localization, and the estimation of direction, velocity and object
trajectories. Figures 1 illustrates the main ideas that we are proposing to approach
the problem of object recognition. We divide the approach into two key ideas. The
first one is related to the identification of salient features through the application of
a set of functions that should be able to identify the salience properties that char-
acterize a given object. In general, the works that follow a modeling of the human
visual system like [[8],[24], [18],[15],[11]] are based on a set of image patches that
are used as a dictionary of visual words. These small images represent the most
common and useful characteristics presented in all images of a database integrated
by a number of visual categories. The hypothesis made in our work is that such
set of image patches could be substituted with a set of mathematical functions. The
second idea, that we want to outline is based on the concept of an organ. In biology,
an organ is described as a collection of tissues joined in a structural unit to serve a
common function. In particular, we are interested in studying the brain; specially the
visual cortex and how it is explained the functionality of the main tissues involved
into the process of object recognition.

The goal of this work is to outline a methodology based on organic genetic
programming implemented through the modeling of the hierarchical structure of the
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visual cortex and the concept of function composition inspired from the idea of an
organ. In this way, a functional approach is enforce in order to solve the problem of
object recognition.

2 Visual Cortex

Visual processing is performed by the brain, and the explanation about how it works
is based on the idea of two visual subsystems. Today, it is widely accepted the
two-streams hypothesis as a way of describing the phenomenon of visual percep-
tion. This knowledge is based on neuropsychological, neurophysiological, and psy-
chophysical evidence regarding the existence of two visual subsystems known as
ventral and dorsal streams. Thus, the explanation is founded on the idea that both
systems manage the same visual information, but the difference lies in the transfor-
mations that both streams performed to the visual data. This is clearly exposed in the
change of paradigm from a what/where dichotomy into a vision-for-action/vision-
for-perception duality used to explain the same dorsal/ventral anatomical distinc-
tion, see [[22], [23], [29], [28], [17]]. Next, we briefly describe the ventral and dorsal
streams.

The ventral stream is largely associated with object recognition and shape repre-
sentation, see [19]. The ventral or what pathway starts at the retina, and it receives its
main input from the parvocellular layer of the lateral geniculate nucleus of the tha-
lamus, and it projects into V1, which is part of the primary visual cortex, also called
striate cortex, which is located at the back of the brain. Then, the ventral pathway
continues into the visual areas V2 and V4, which are part of a region known as the
extrastriate visual cortex, and finally to the areas TEO and TE of the inferior tem-
poral cortex. In computer science, the ventral stream is explained as performing a
hierarchical and feedforward process that is specialized for object recognition and
is biologically inspired from [9]. Most proposed models start with an image that is
decomposed into a set of alternating “S” and “C” layers that are named after the
discovery of Hubel and Wiesel of the simple and complex cells, see [9]. The idea
was originally implemented by Fukushima in the neocognitron system, see [8]. This
system was further enhanced by other authors including the convolutional networks
[13], and the HMAX model [21]. In all these models the simple layers apply local
filters in order to compute higher-order features, and the complex layers increase
invariance by combining units of the same type, see [27].

The dorsal stream, also known as the “where” or “how” pathway, is related to
the visual processing of spatial locations. Nevertheless, this part of the visual pro-
cessing is still controversial; since, the dorsal stream is said to be involved in the
guidance of actions, as well as, the spatial localization of objects in space. Like the
ventral stream, the dorsal stream starts at the retina, and it receives its main, if not
total, input from the magnocellular retinocortical layer of the lateral geniculate nu-
cleus of the thalamus, and it projects into V1, but it also receives direct subcortical
inputs from the superior colliculus and pulvinar structures. Then, the dorsal stream
continues through V2, V3, the middle temporal area MT , and the medial superior
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temporal area MST , which are part of the extrastriate visual cortex; and finishing in
the posterior parietal cortex and adjacent areas. In general, it is acknowledged that
visual attention is performed by the dorsal stream, and the most widely accepted
paradigm for visual attention is the feature integration theory, see [26]. However,
there are other theories that attempts to explain the workings of visual attention in
the dorsal stream, like [19] and [31]; or even a work that relate visual attention to
both streams, see [6]. In computer science, the first computational approach for vi-
sual attention was introduced by Koch and Ullman in 1985, see [12]. Later, other
researchers proposed several methodologies, which are based mostly in the feature
integration theory, like [14], and [11]. In all these models the image is decomposed
in several dimensions in order to obtain a set of conspicuity maps and then integrate
them into a saliency map.

In this way, the visual system has been defined by two information processing
streams organized in two broad structures subserving object and spatial vision. The
classical dichotomy between object and space perception focuses on the importance
of a single and general purpose representation. On the other hand, the “what” and
“how” theory of Milner and Goodale [17] gives emphasis to the idea that the visual
system is defined according to the requirements of the task that each stream sub-
serves. The idea is to define multiple frames of reference giving special attention
to the goal of the observer. In this way, the same object and spatial information is
transformed by the visual system for different purposes. Thus, the ventral system
represents the visual world in allocentric coordinates by promoting conscious per-
ceptual awareness. On the other hand, the dorsal stream uses egocentric coordinates
to transform the information about objects location, orientation and size, see [5].

3 Evolution and Teleology for Visual Processing

This section is devoted to the idea that visual processing is a product of brain evolu-
tion; and therefore it is plausible to follow an artificial evolutionary approach in the
search of object recognition programs. The explanation that outlines our computa-
tional approach will be developed in two parts. The first reviews some explanations
about how the brain has evolved. Next, we explain how the two stream hypothesis
can be understood in teleological terms. In fact, we would like to stress that there are
two main viewpoints that are used within evolutionary explanations. Today, there
are two schools of knowledge, mechanistic and teleological, that attempt to provide
an explanation for understanding nature. Note, that teleological explanations does
not exclude mechanisms. Also, the controversy is still alive mainly because teleo-
logical explanations cannot materialise the idea of purpose and at the same time the
mechanistic explanations cannot vanish the idea of purpose. Nevertheless, a purpose
is not a desire; and when we refer to a purpose, we talk in terms if it is achieved or
not. Hence, we claim that our personal teleological viewpoint offers the possibility
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of developing a newer and rich explanation about artificial evolution, which is in
accordance to many theoreticians of brain evolution that use a teleological language,
see [17, 5, 2]; and philosophers of science, see [1, 14, 25].

Classical definitions of vision implicitly and explicitly assume that the purpose
of the visual system is to construct some sort of internal model of the environment;
in other words, a kind of visual representation of the real world, that serves as the
perceptual foundation for all visually derived thought and action. The approaches
to study the structure and functionality of the neocortex are based on comparative,
developmental, and functional or adaptationist explanations. In particular, we hold
to the tenet of many biologists that adaptation, in nature, makes the organs to suit
the work they have to do; hence, developmental and functional explanations are
complementary and not alternate explanations. This is clearly seen from the fact that
different species from the same taxonomic group have evolved specialized visual
mechanisms, which are coherent and highly correlated to particular and specific
cognitive and behavioral functions, which were evolved based on the principle of
natural selection. In this way, the goal in this work is to evolve a system that is
based on a description of the ventral and dorsal streams and to adapt their behavior
to an specific task.

4 Artificial Visual Cortex (AVC)

The proposed approach is inspired and based on the idea that an organ is a collec-
tion of tissues joint in a structural unit to serve a common function. In this way,
the central nervous system is understood as the organ and the study is limited to
the retina, brain, in particular the visual cortex, and how it is processed the visual
information. In the literature, the computational approaches inspired from the vi-
sual cortex are always centered into the dorsal or ventral streams, with the idea of
solving the visual attention or object recognition tasks, respectively. Indeed, there is
not yet a significant work that attempts to model the visual cortex as a whole and
unique system. In general, the only works that consider the subject use a visual at-
tention module as input to the object recognition method to create a more complex
system. Instead of this simple approach and according with the reviewed literature
that states that layers V1 and V2 are part of both streams, dorsal and ventral, we
propose a new modeling, see Figure 2, in order to create an artificial visual cortex
using the idea of function composition. This new methodology makes necessary to
understand an image like the graph of a function. The function in this case is under-
stood like the physical, geometrical, or other properties of the scene. In this way, in
order to describe the idea we define an image as the graph of a function.

Definition 1 (Image as the graph of a function) Let f be a function f : U ⊂R
2→

R. The graph or image I of f is the subset of R
3 that consist of the points

(x,y, f (x,y)), in which the ordered pair (x,y) is a point in U and f (x,y) is the value
at that point. Symbolically, the image I = {(x,y, f (x,y)) ∈ R

3|(x,y) ∈U}.
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Fig. 2 Flowchart of the artificial visual cortex. Note, the similarity with the visual attention
process in which the image is decomposed into several dimensions. In our approach a function
driven paradigm is enforced to avoid the application of image patches.

In this way, the image is the input of a computational system that mimics the func-
tionality of an artificial visual cortex by replicating the hierarchical structure of the
natural system. Contrary to previous research devoted to object recognition, where
the ventral stream is modeled through a data-driven scenario; here, the object recog-
nition system is designed following the hierarchical structure of the dorsal and ven-
tral streams, as well as, the idea that each layer can be modeled with a set of mathe-
matical functions that replicate the functionality of a virtual tissue.

Genetic programming is used as the paradigm to implement the proposed
approach for which a set of evolutionary visual operators (EVOs) are optimized
according to the hierarchical structure being evolved in the search of an optimal
object recognition program. The aim of genetic programming is to find the best set
of EVOs using a number of building blocks and the whole hierarchical structure,
in order to find a solution to a multi-class object recognition problem. One advan-
tage of the functional approach compared to previous, data-driven, approaches is
reflected on the lower amount of computations that brings a significant economy in
the number of computer operations without sacrificing the overall quality. Next, it
is described the proposed system according to the dorsal and ventral streams.
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Table 1 Set of functions and terminals used by EVOC to create the visual map V MC

FC = {+, −, ×, ÷, |+ |, | − |,
√

ITC , I2
TC

, log2(ITC ),
Exp(ITC , Complement(ITC ) }

TC = {Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv }

4.1 Artificial Dorsal Stream (ADS)

This first part of the system is based on the psychological model of Treisman and
Gelade [26], which was successfully implemented in [[27], [11]]. The first step
of the process is represented by the image acquired by the camera, whose natu-
ral counterpart is the retina. Here, the system considers digital color images that are
composed of three images at different wavelengths of light that are red, green, and
blue. Note, that it is possible to convert an image represented in RGB space into
another color space. Thus, we say that a color image is the set of images named
Icolor = {Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv}. Next, four visual operators are applied sepa-
rately to emphasize: intensity, color, orientation, and shape. In biological plausible
models such as [11], some of these operators are established according to knowl-
edge in neuroscience about how these features are obtained in the visual cortex of
the brain, using a data-driven approach. Here, the operation of the dorsal stream is
emulated by a set of functions that are evolved with genetic programming to obtain
an optimal set of EVOs as depicted on Figure 2. Each EVO is represented as a spe-
cialized function that is evolved from a set of suitable characteristics that are used
to create a set of visual maps. Note, that each visual map is processed by a number
of functions used to create a pyramid that achieves invariance to position and scale.
In fact, the result of this process is a conspicuity map for each considered feature.
In this way, the evolution is charged of evolving the best possible function that ex-
tract color, orientation, or shape information; without focusing on the problem of
achieving invariance. Thus, the hierarchical structure helps to achieve the desired
result through function composition. Next, we describe the EVO features that are
used within the artificial visual cortex.

4.1.1 Evolved Color Map

The color image received as input is transformed with a function, EVOC : Icolor →
VMC, that enhance the color feature. In this way, an EVOC is evolved with genetic
programming to optimize the extraction of color information of the objects within
the image. The result is an image or visual map V MC containing the prominence in
color that represents the best feature’s image in color space. Thus, the evolutionary
process uses the set of functions and terminals provided in Table 2. The notation is
summarized as follows, ITC can be any of the terminals in TC, as well as the output
of any of the functions in FC; the Complement(ITC) function symbolizes a negative
image that is represented by the inversion of an image.
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4.1.2 Evolved Orientation Map

The function used to compute the orientation, EVOO : Icolor →VMO, is evolved with
genetic programming to optimize the extraction of edge information within the input
image. The result of this operation is a visual map VMO in which the pixel values
represent the feature prominence, in such a way, that the higher the pixel value the
greater the prominence of the feature. In this way, genetic programming applies the
functions and terminals of Table 1, in order to enhance the best orientation features
that are useful for the object recognition task. The notation used is as follows. ITO

can be any of the terminals in TO; as well as, the output of any of the functions in
FO; Du symbolizes the image derivatives along direction u∈ {x,y,xx,yy,xy}; Gσ are
Gaussian smoothing filters with σ = 1 or 2.

Table 2 Set of functions and terminals used by EVOO to create the visual map V MO

FO = {+, −, ×, ÷, |+ |, | − |,
√

ITO , I2
TO

, log2(ITO),

Gσ=1,Gσ=2, |ITO |,
ITO

2
, Dx, Dy}

TO = {Ir , Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv, Gσ=1(Ir),
Gσ=2(Ir), Dx(Ir), Dy(Ir), Dxx(Ir), Dyy(Ir),
Dxy(Ir), ... }

4.1.3 Evolved Shape Map

The function used to compute the shape features, EVOS : Icolor → VMS, is evolved
with genetic programming to optimize the extraction of shape information in the
input image. The result of this operation is a visual map VMS that provides the form
and structure of the object of interest within the image. In this way, genetic pro-
gramming applies the functions and terminals of Table 3. We would like to remark
that the application of this kind of morphological functions has not been applied
in previous research regarding the ventral and dorsal streams. Thus, according to

Table 3 Set of functions and terminals used by EVOS to create the visual map V MS

FS = {+, −, ×, ÷, round(ITS ), f loor(ITS), ceil(ITS),
dilationdiamond(ITS), dilationsquare(ITS),
dilationdisk(ITS), erosiondiamond (ITS),
erosionsquare(ITS), erosiondisk(ITS), skeleton(ITS),
boundary(ITS ), hit − missdiamond(ITS),
hit − misssquare(ITS), hit − missdisk(ITS),
top − hat(ITS ), bottom − hat(ITS ), open(ITS ),
close(ITS) }

TS = {Ir, Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv}
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the literature the work reported in this paper could be considered as the first to use
morphological image processing within the modeling of the visual cortex.

Finally, in order to obtain the intensity of an input image Icolor, we apply a similar
process described in previous research where the red, green, and blue values of each
pixel are averaged. The formula is developed as a function VMI : Icolor → I, that is
obtained with the following formulae VMI =

Ir+Ig+Ib
3 .

4.1.4 Conspicuity Maps

The conspicuity maps (CMs) are obtained by means of a center-surround function,
which is applied to the visual maps in order to simulate a set of center-surround
receptive fields. This natural structure allows the ganglion cells to measure the dif-
ferences between firing rates in center (c) and surroundings (s) of ganglion cells.
First, a pyramid VMl(α) of nine spatial scales S = {1,2, ...,9} is created for each
of the four resulting VMs. Afterwards, an across-scale substraction" is performed,
resulting in a center-surrond map V Ml(ω) in such a way that the value of the pixel
is augmented as long as the contrast is increased within their neighbors at differ-
ent scales. Finally, the VMl(ω) maps are added using an across-scale addition⊕ in
order to obtain the desired conspicuity maps CMl .

Until this stage, we have four CMs, one for each feature, as shown in Figure 2.
The CMs are obtained similar to Walther and Koch model [24]. Next, instead of
combining the CMs into a single saliency map, the idea here is to use the four CMs
as input to an artificial ventral stream in order to derive a vector descriptor, which
will be use by a classifier. In fact, the fitness function is computed from the accuracy
achieved with a support vector machine (SVM).

4.2 Artificial Ventral Stream (AVS)

Now, that all regions have been highlighted; the next step is to describe such
important regions. The typical approach is based on a template matching technique
between the information obtained with an interest region selection process and a
number of prototype patches. Traditionally, the goal is to learn a set of prototypes
that are known as the universal dictionary of features and which are used to
identify all object categories. Hopefully, the SVM can recognize the prototypes that
correspond to a specific image of a given category. On the other hand, the proposal
in this paper is to optimized the functionality of the ventral stream that is evolved
with the aim of enhancing the set of prominent features that were highlighted
during the interest region detection computed in previous stages. Thus, in this work
the selection of interest regions is performed by the artificial dorsal stream through
the transformation of the conspicuity maps. It should be noted that according to
the artificial ventral stream each evolved function is a composite function that is
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capable of substituting several prototype features; thus, reducing significantly the to-
tal number of operations needed to define all object features that are used to describe
and classify the input images. According to Figure 2, the information provided by
the conspicuity maps is feedforward to k operators that emulate a set of lower order
hypercomplex cells replicating the functionality of a virtual tissue. Thus, all evolved
functions along each dimension are added in order to obtain a single measure that
we called mental map. Hence, a mental map is obtained for each dimension: color,
orientation, shape, and intensity. In this way, all mental maps are combined with a
max operation that is used to highlight the necessary characteristics that recognize
a specific object class. Note, that each function is an evolved visual operator (EVO)
built by several GPs from the particular set of terminals and functions shown in
Table 4. Note also that this second stage could be said to perform an information
description operation (IDO) with the aim of discovering the best set of functions
that creates the most discriminant vector of characteristics. Hence, this set of func-
tions replaces the universal dictionary proposed in [27, 18, 24] and we claim that it
corresponds to a function driven approach.

Table 4 Set of functions and terminals for the ventral stream

Functions: +, −, /, ∗, | − |, | + |,
√
·, (·)2, log(·),

Dx(·), Dy(·), Dxx(·), Dxy(·), Dyy(·), Gaussσ1 (·),
Gaussσ2 (·), 0.05(·)

Terminals: C1, Dx(C1), Dxx(C1), Dy(C1), Dyy(C1),
Dxy(C1)

5 Evolving AVCs with Organic Genetic Programming

This section describes the main aspects for the evolution of AVCs through the
application of what we called organic genetic programming (OGP). All elements
introduced in the OGP embody an organic motivation, in a sense of describ-
ing an organ composed of tissues, which could be part of an artificial living
organism. Figure 3 illustrates the complexity of the proposed system using a
kind of heterogeneous and hierarchical genetic programming. In our model the
genotype is built from several trees that can be seen as the genes and which
are arranged into a complex chromosome. The phenotype is decoded according
to Figure 2. Thus, the algorithmic process that mimics the visual information
processing of an AVC should be seen as a single entity. In other words, the
functional representation of the artificial organ is represented by the whole
hierarchical and heterogeneous structure. The representation that is proposed
has the aim of ensuring the development of complex functions, while freely
increasing the number of programs according to the task at hand; in this case, the
classification of several object classes. In this way, the structure can grow in the
number and size of its elements. Hence, it is important to note that each individual
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Fig. 3 General flowchart of the methodology to synthesize an artificial visual cortex

within a population should be understood as the whole AVC and it is therefore not
only a list of tree-based programs, but the whole information processing depicted in
Figure 2.

6 Experimental Results

This section provides details about the experiments in order to explain the system
that was implemented to learn an artificial visual cortex. All experiments were
performed in a Dell Precision T7500 Workstation, Intel Xeon 8 Core, NVIDIA
Quadro FX 3800 and Linux OpenSUSE 11.1 operating system. The system was
tested using 10 classes and 15 images per class of the Caltech 101 database, see
[7]. The classifier used in the experiments was the SVM implementation developed
by Chan and Lin, see [3], in order to compare with the HMAX model [24]. Table 5
presents a summary of the best results and a comparison with the HMAX model, an
implementation HMAX-CUDA, and a previous proposal called the artificial ventral
stream (AVS), see [4]. Note, that the total number of convolutions is much lower
than the HMAX and HMAX-CUDA. This aspect is important since the factor of
improvement is on the order of hundred of operations. However, the performance of
the AVC is lower than the HMAX model but its level is worse in testing, while the
effectiveness of our approach remains constant. Figure 4 shows the run where the
best program was obtained, see Figure 4. Also, the Figure 6 illustrates the range of



366 E. Clemente, G. Olague, and L. Dozal

Color Image

f4 = Gσ=2 ∗ Dxy(CMI)

f1 = Dx(Gσ=1 ∗ D2
x(CMI))

f2 = Dx(Gσ=2 ∗ Dy(CMI))

f3 = (Dyxy(CMI))
2

f5 = 0.05(Dy(CMI)

−Dx(CMI))

f2 = Dx(Gσ=2 ∗ Dy(CMS))

f1 = Dx(Gσ=1 ∗ D2
x(CMS))

f4 = Gσ=2 ∗ Dxy(CMS)

f3 = (Dyxy(CMS))2

f5 = 0.05(Dy(CMS)

−Dx(CMS))

MMC =
∑

fi(CMC) MMO =
∑

fi(CMO) MMS =
∑

fi(CMS) MMI =
∑

fi(CMI)

image description vector

CMICMSCMOCMC

f1 = Dx(Gσ=1 ∗ D2
x(CMO))

f4 = Gσ=2 ∗ Dxy(CMO)

f2 = Dx(Gσ=2 ∗ Dy(CMO))

f4 = Gσ=2 ∗ Dxy(CMC)

f5 = 0.05(Dy(CMC)

−Dx(CMC))

f1 = Dx(Gσ=1 ∗ D2
x(CMC))

f2 = Dx(Gσ=2 ∗ Dy(CMC))

f3 = (Dyxy(CMC))2

f5 = 0.05(Dy(CMO)

f3 = (Dyxy(CMO))2

−Dx(CMO))

V MIV MS = round(hit − miss(M))V MO =
Dy(K)

0.96
0.46V MC = exp(H)− R × (R − G)

Fig. 4 Flowchart of the best individual achieved with the methodology to synthesize an arti-
ficial visual cortex

descriptor values of the best solution for each class. We provide also the overall
results of the best AVC through the confusion matrix, see Table 7. Due to the level of
accuracy being achieved by the AVC we decide to make a simpler test. We evaluated
the performance of the proposed model in the object present/abscent experiment
using several object classes from the same CalTech data set. In this experiment,
each data set was randomly divided in two sets for training and testing using 50
images for each set out of 800 images. We remark that for this case the algorithm
scores a perfect solution during the initial random population. Therefore, it was
not necessary to evolve the AVC to find a solution to the problem. Table 6 shows
a comparison with the HMAX model using boost and SVM as classifiers for the
following classes: airplanes, cars, faces, leaves, and motorbikes.
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Table 5 This table shows the comparison of performances between HMAX, HMAX-CUDA,
AVS and AVC

Image HMAX HMAX Artificial Artificial
size MATLAB CUDA V. S. V. C.

Running time 896×592 34s 3.5s 2.6s 9.91s
over different 601×401 24s 2.7s 1.25s 5.32s
image size 180×113 9s 1s 0.23s 0.49s
Performance over 15 training
images per 10 classes

94% 94% 78% 85.3%

Performance over 15 testing
images per 10 classes

73% 73% 80% 84%

Number of convolutions 4848 4848 216 95

(a) Average fitness with standard deviation
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(b) Behavior of accuracy with respect to the descriptor length

Fig. 5 Figure (a) shows the average fitness and standard deviation of the run that produces
the best individual. Figure (b) depicts the performance after changing the descriptor length.

Table 6 This table shows the performance comparison between HMAX, HMAX-CUDA, and
AVC. Note, that in the case of the HMAX model a learning process was necessary to identify
the best patches, while for the AVC only a random sampling to discover the best solution.

Data sets Performance of HMAX Artificial
boost SVM V. C.

Airplanes 96.7 % 94.9 % 100 %
Cars 95.1 % 93.3 % 100 %
Faces 98.2 % 98.1 % 100 %
Leaves 97.0 % 95.9 % 100 %
Motorbikes 98.0 % 97.4 % 100 %
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Table 7 This table shows the results of the best solution in the form of a confusion matrix
obtained during the AVC testing. The final accuracy acc = 84% classifies correctly (126/150)
images.

Airplanes Bonsai Brains Cars Chairs Faces Leaves Motorcycle Schooner Stop Signal
Airplanes 15 0 0 0 0 0 0 0 0 0

Bonsai 0 9 2 0 3 0 0 0 0 1
Brains 0 2 11 0 1 0 0 0 1 0
Cars 0 0 0 14 0 0 0 0 1 0

Chairs 0 0 2 1 11 0 0 0 0 1
Faces 0 0 0 0 0 14 0 0 1 0

Leaves 0 0 0 0 0 0 15 0 0 0
Motorcycle 0 0 0 0 0 0 0 15 0 0
Schooner 0 1 0 0 0 0 0 0 12 2

Stop Signal 0 2 1 0 0 1 0 0 1 10

135 150
1201059075604530150

Airplanes Bonsai Brains Cars Chairs Faces Leaves Motorbikes
Schooner Stop
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Fig. 6 This plot shows the descriptors of the best individual that are used as input to the
SVM.

7 Conclusions

This work shows that a complex program, mimicking an artificial visual cortex, with
numerous trees can be evolved to approach successfully a multi-object recognition
problem.
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Evolving an Artificial Dorsal Stream on Purpose
for Visual Attention

León Dozal, Gustavo Olague�, and Eddie Clemente

Abstract. Visual attention is a natural process performed by the brain, whose func-
tionality is to perceive salient visual features, and which is necessary since it is
impossible to focus your sight at two things during the same indivisible time. This
work is devoted to the task of evolving visual attention programs through organic
genetic programming. The idea is to state the problem of visual attention, which
is normally divided in two parts: bottom-up and top-down, in terms of a unique
approach based on a teleological framework. Indeed, this paper explains how vi-
sual attention could be understood as a single mechanism that is designed according
to a given purpose. In this way, genetic programming is used to design top-notch
visual attention programs. Experimental results show that this new approach can
contrive solutions useful in the solution of “top-down and bottom-up” visual atten-
tion problems. In particular, we present a solution to the size popout problem that
was unsolved previously in the literature.

1 Introduction

The brain can be extremely complex and despite rapid scientific progress much
about how the brain works remains a mystery. In nature, there is a large diversity of
brain anatomies that are characterized by the specialization of visual systems. Such
diversity shows the power of evolution through adaptation. In this way, it has been
argued that the evolution of specific visual mechanisms in the primate brain is the
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e-mail: eddie.clemente@gmail.com
� Corresponding author.

O. Schütze et al. (Eds.): EVOLVE – A Bridge between Probability, AISC 175, pp. 371–385.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013

leon.dozal@gmail.com, olague@cicese.mx
eddie.clemente@gmail.com


372 L. Dozal, G. Olague, and E. Clemente

MO(·) MI(·) MC(·) M(·)

Function written
as syntax

trees

Stellate
cell

Pyramidal
cell

Terminal and fuction set

Dorsal Stream

Genotype

t1 t2

f1 t3 t1 t2

t1

f1 f2

t3 t4

f2

t2

MO MI MC M

Neurophysiology

Phenotype

MO

MI MC

Fig. 1 This figure illustrates the analogy between the natural and artificial systems. The idea
is based on replicating the functionality of a set of artificial tissues that conform what we
called the organic genetic programming (OGP).

product of natural selection [2]. Contrary, in the past it was widely believed that
human observers construct a complete representation of everything in their visual
field [6, 21]. This has been amply refuted by a large amount of research. The visual
attention is without a doubt one of the most important mechanisms in the visual
system because the brain, or visual cortical areas, are unable to process all informa-
tion received along the entire visual field. In this way, there are two basic process
that define the problem of visual attention. The first basic phenomenon is the lim-
ited capacity of information processing. At one given time, only a small amount of
information available to the retina can be processed and used for control of some
specific behavior. The second basic phenomenon is selectivity; in other words, the
ability to filter unwanted information [5].

In this work, we follow the idea that visual attention is controled by both cogni-
tive, or top-down (TD) factors, such as knowledge, expectation, and current goals;
as well as, reactive stimulus, or bottom-up (BU) factors, that refers to sensory stim-
ulation like gaze, focus, and cuing, see [4]. Moreover, the low level mechanisms for
feature extraction act in parallel over the entire visual field using the TD and BU
systems in order to provide the signs that highlight the image regions. Afterwards,
attention is focused sequentially on the highlighted regions of the image in order to
analyze them in more detail [22, 12].

1.1 Problem Statement

As was mentioned previously selectivity is a quality of the visual attention pro-
cess. Today, many researchers believe that it is necessary to implement this property
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within artificial systems. The answers to the questions: what features should it use?
and when to use those features? is not evident. Moreover, a problem arise after the
feature detection stage known as feature combination. Combining different features,
such as color, orientation and shape, within a single saliency representation becomes
complex since these features came from different visual dimensions. The complex-
ity increases when you are looking for a particular object and it is necessary to filter
the information to stress the features of the desired object. In this work organic ge-
netic programming (OGP) is used to address this problem. In this way, the idea is to
apply OGP as the mechanism to obtain the most suitable visual attention programs
(VAPs) that are capable of pursuing different goals.

2 Visual Attention Processing

This section proposes a new approach for visual attention with the aim of organizing
the whole system as a single functional entity that changes its operation according
to a purpose, but without changing its structure. In this way, contrary to most tra-
ditional approaches that represent the visual attention model through the division
of the process into reactive and volitive parts, our proposal provides the simplicity
and uniqueness to endow a machine with the ability of designing visual attention
programs. Next, the main works are reviewed in order to understand our definition
of visual attention.

In the early 80’s the feature-integration theory for visual attention was proposed
by Treisman and Gelade[22]. Actually, this theory is considered as the most widely
accepted paradigm for visual attention within the cognitive sciences community,
and it is used as the fundamental computational model for “bottom-up” visual at-
tention. In a first stage, the feature-integration theory proposes that the features of
the whole visual scene are perceived in parallel. Next, in a second stage, all features
are detected through the stimuli and are integrated into a coherent representation. In
a third stage, the stimuli are processed serially by focusing the visual attention on
them. In this way, when visual attention is fixed on a particular stimulus, the char-
acteristics, around the attended area, are merged to form a single object. Therefore,
it is said that visual attention should serve as a “glue” that combines the features of
an individual object to obtain a unique and coherent representation.

2.1 Classical Approach to Visual Attention

The visual attention functionality, regarding the localization of objects, is related
to the brain areas around the dorsal stream. Thus, the dorsal pathway is defined as
projecting from V1 through V2, V3, middle temporal area (MT), medial superior
temporal area (MST) and finally to the posterior parietal cortex, see [23]. Never-
theless, there is a lack of consensus about the specific brain areas, structure and
functionality, that conform the dorsal stream. For example, in another theory the
dorsal stream is also known as the “how” stream [15]; while, in the work described
in [1] the dorsal stream areas do not correspond to the literature.
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Nowadays, classical explanations of visual attention are in agreement that the
dorsal stream could be seen as a theory that is influenced by BU and TD factors.
In this way, it is affirmed by [4] that there are two interacting neural systems in-
volved in the control of BU an TD factors that control visual attention. As a result,
the dichotomy of visual attention has inspired several computational models that
are commonly based on only one of these two factors. For example, the research
in computational neuroscience has traditionally separated their study; as well as,
the implementation of visual attention using a benchmark system for human-visual
gaze estimation [17, 3] or for the solution of object recognition tasks. Contrary to
this line of research, we propose to study visual attention from a teleological stand-
point as a way of unifying through this framework both factors with the intention of
considering visual attention as a single mechanism.

Next, both BU and TD factors are reviewed in order to introduce our approach
with the aim of understanding the structure and functionality of visual attention. In
this way, both factors should be studied through a unique process that is capable of
adapting itself according to the pursued goal or goals.

2.1.1 “Bottom-Up” Control for Visual Attention

In the literature the idea of BU visual attention is related with involuntary attention,
which is usually compared with the concept of a spotlight. This metaphor has been
used by Posner et al. [18] to explain that visual attention operates “as a spotlight
which improves the detection of events in their proximity”.

Actually, one of the best and easiest ways of implementing a set of tests is to study
BU attention in terms of visual search. Commonly, the exploratory task is studied
experimentally using a set of images containing challenging visual stimuli that are
presented to an observer. For each image there is an object called target that is dif-
ferent from the rest. Today, the existing computational models are mostly bottom-up
models based on the feature-integration theory [22]. The first biologically, neurolog-
ically, and plausible computational model for BU visual attention was proposed by
Koch and Ullman [12]. Later, Milanese [14] proposed a visual attention system that
uses mechanisms, inspired from biological processes, which were adopted by the
research community to create a whole new trend in visual attention systems. Some
of these processes are the color opponencies such as: red-green and blue-yellow; as
well as, the center-surround difference present in the receptive field of the cortical
cells. One of the most well-known models is probably that of Itti et al. [10], which
provided a software that popularize these theoretical processes. In summary, this can
be considered as a very detailed model that proposes simple solutions to complex
issues. Thereafter, another breakthrough was proposed by Rensink [20, 19] who in-
troduced the notion of proto-objects and the interpretation of the apparent blindness
of observers to recognize dramatic changes within a scene. Finally, Walter and Koch
[24], showed that the proposed model can enhance the task of object recognition
through the application of the concept of proto-object for visual attention tasks.
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2.1.2 “Top-Down” Control for Visual Attention

Today, there is an agreement that TD cues play a key role in the processing of visual
information. In particular, it is known that there are numerous connections between
higher and simpler information processing areas. In this way, it is said that volun-
tary attention takes more time and effort to accomplish compared to involuntary
attention. This is because the target shares with the distractors two or more features,
which forces the observer to perform a scanning of the whole scene.

The TD visual phenomenon, just explained, is studied in psychophysics; in fact,
TD factors are usually investigated through the so-called “cuing experiments”. This
type of experiments consists in presenting a “cue” that guides the observer’s atten-
tion toward the target. In this way, it is said that cues may indicate where is the
target, like in the case of an arrow pointing towards the target, or by answering the
question of what is the target by means of finding the similarities between a picture,
or written description of the target, see [7]. Thus, there have been several attempts to
implement models using TD cues. For example, Oliva et al. propose an attentional
model that uses knowledge about the distribution of features over the image in or-
der to select salient regions [16]. Peters and Itti [17] proposed a combined model
BU/TD, in which they measure the ability of the model to predict the saccades of
people playing video games. In this way, they improved the prediction by a margin
that doubles the performance obtained by the BU model. The TD part computes a
feature vector describing the “gist” of the image with the positions of saccades ob-
tained from real observers that are used to train the model. Finally, a feature vector
is calculated to generate the saccades prediction map. Recently, Borji, et al. [3] fol-
low the same line of research proposed by Peters and Itti, but the system is based on
a different approach that determines the position of the saccades with respect to the
observer by applying a set of robust classifiers.

Thus, from a computational modeling standpoint TD factors are not a trivial task;
in other words, emotions and desires are difficult concepts to model; hence, such
kind of cognitive concepts are still challenging within computer science. Neverthe-
less, from a pragmatic point of view, there are goals to achieve. Therefore, a purpose
should not be confused with a desire; when we refer to a purpose, we talk in terms
of whether the goals are achieved or not. Here lies the importance of modeling TD
and BU mechanisms in teleological terms.

2.2 An Unified Approach of Visual Attention

Aristotle defined the final cause or telos as that for which something is done, its
purpose. Also distinguishes between the telos and desire, consciousness and intelli-
gence. Therefore, according to Aristotle, an organism like a seed has a purpose just
as a person. Latter, Kant [11] wrote, in the “Analytic of Teleological Judgment”, that
organisms must be regarded in teleological terms, and in the “Dialectic of Teleolog-
ical Judgment”, he attempts to reconcile this teleological conception of organisms
with a mechanistic account of nature. Everything can be completely explained by
causality, except the organisms.
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From our standpoint, attention is the result of a single mechanism that is designed
to obey a general purpose; as well as, different particular purposes. For example,
the most primitive purpose for life could be survivorship. But, the achievement of
survivorship depends on many other particular purposes; for example, prey hunting,
mating, predator escape, etc. In this sense, visual attention is capable to adapt itself
to the kind of goal that depend on the current purpose of the organism. In order to
accomplish such task, it is necessary a unique and general visual attention structure
capable of performing, by some temporal readaptation, the necessary functions to
achieve that aim or intention. Furthermore, considering the fact that most of the
tasks involved in the design of BU and TD factors are complex, we could say that
the space of possible readaptations is at least very large and discrete. Therefore, we
defined visual attention as follows.

Definition 1 (Visual Attention) Visual attention is a process that designs a rela-
tionship between the different properties of the scene, which are perceived through
the visual system with the aim of selecting a particular aspect.

For these reasons, we consider the visual attention as a single computational struc-
ture that performs BU and TD processes. In consequence, in this work visual at-
tention is studied within a unified framework in order to evolve visual attention
programs (VAPs) that will be adapted for specific purposes.

3 Purposive Evolution for Visual Attention

The theory of evolution is not exempt of the concept of purpose. Charles Darwin
was the one who brings the concept of purpose into consideration. Note that Dar-
win uses the term final cause systematically in his writings as it is documented
by Lennox [13]. On the other hand, Barton [2] explains the evolution of primates
brains in terms of the specialization of visual mechanisms; such as visual attention.
Thus, this section describes the general structure of attention, which is biologically
inspired and will be evolved to suit different purposes. The resulting evolved pro-
grams will be known as visual attention programs (VAPs). Moreover, following the
same direction of Treisman, the description of the general approach is divided into
two main stages: acquisition and integration.

3.1 Acquisition of Early Visual Features

In previous works of artificial visual attention, the operators are established accord-
ing to the knowledge in neuroscience. Moreover, it is widely recognized that the
operation of the visual cortex, specifically the dorsal stream, is a product of the evo-
lutionary process. In this way, we propose to use evolutionary computation to obtain
these artificial visual operators. In summary, this work explains how to use special-
ized evolved visual operators (EVOs) for the acquisition of visual dimensions such
as color, orientation and shape. Next, the EVO features used within the VAP are
defined.
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Table 1 Functions and terminals used by EVOO to create the orientation visual map V MO

FO = {+, −, ×, ÷, | + |, | − |,
√

ITO , I2
TO

, log2(ITO),

Gσ=1,Gσ=2, |ITO |,
ITO
2 , Dx, Dy}

TO = {Ir , Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv, Gσ=1(Ir), Gσ=2(Ir),
Dx(Ir), Dy(Ir), Dxx(Ir), Dyy(Ir), Dxy(Ir), . . .}

3.1.1 Orientation

In previous work the characteristic of orientation for images was only computed in
gray scales. Thus, our work proposes to evolve the property of orientation along
the different color bands of the image. In this way, a rich set of information is gen-
erated because the edges, corners, and other similar features could appear more
highlighted with the color bands. Therefore, the evolutionary approach evolves a
function EVOO : Icolor →VMO that cooperates with the VAP in order to accomplish
a purpose. The resulting EVOO operation is a visual map VMO for which the pixel
value represents the feature prominence; in such a way, that the larger the pixel
value, the greater the orientation prominence of the feature. This computation is
performed through a set of functions and terminals that are provided in Table 1. The
notation that was used is as follows. ITO can be any of the terminals in TO; as well as,
the output of any of the functions in FO; Du symbolizes the image derivatives along
direction u ∈ {x,y,xx,yy,xy}; Gσ are Gaussian smoothing filters with σ = 1 or 2.

3.1.2 Color

In biology, the color is encoded through photoreceptor cells known as cones, which
are located in the retina. However, a special case is the yellow color which is not
perceived in the cones but in the retinal ganglion cells. Then, the dorsal pathway is
composed of several tissues V1, V2 and V4, whose cells respond to color features.
In this work the characteristics of color information that will be used as the building
blocks to construct the VAPs are color opponencies and simple arithmetic operations
between the different color bands in the corresponding color space. In the same
way, as in EVOO, the evolutionary process uses a set of functions and terminals
provided in Table 2 to evolve the feature in the color space. The result is a visual
map EVOC : Icolor →VMC containing the color prominent features.

Table 2 Functions and terminals used by EVOC to create the color visual map V MC

FC = {+, −, ×, ÷, |+ |, | − |,
√

ITC , I2
TC

, log2(ITC ),
Exp(ITC , Complement(ITC ) }

TC = {Ir , Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv, RGoppn, Y Boppn }
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3.1.3 Shape

As in previous dimensions, the evolutionary process uses a set of functions and
terminals provided in Table 3 to characterize the shape information. Note that we
propose to describe these features through mathematical morphology. The result is
a visual map EVOS : Icolor → VMS containing the shape prominent features. This
part is evolved with genetic programming with the aim to provide the information
about shape and structure of the object of interest within the image. We would like
to remark that the application of this kind of morphological functions has not been
applied in previous research studying the ventral and dorsal streams.

Table 3 Set of functions and terminals used by EVOS to create the shape visual map V MS

FS = {+, −, ×, ÷, round(ITS ), $ITS%, &ITS',
dilationdiamond(ITS), dilationsquare(ITS ),
dilationdisk(ITS ), erosiondiamond (ITS ),
erosionsquare(ITS), erosiondisk(ITS ), skeleton(ITS ),
boundary(ITS ), hit − missdiamond(ITS ),
hit − misssquare(ITS ), hit − missdisk(ITS ),
top − hat(ITS ), bottom − hat(ITS ), open(ITS ),
close(ITS ) }

TS = {Ir , Ig, Ib, Ic, Im, Iy, Ik, Ih, Is, Iv}

Finally, to obtain the intensity of pixels in the image the model averages the red,
green and blue values for each pixel. The result of this operation is a visual map
VMI in which the pixel represents the prominence over the intensity space.

3.1.4 Computing the Conspicuity Maps

The conspicuity maps (CMs) are obtained by means of a center-surround function
that is applied in order to simulate the center-surround receptive fields. This natural
structure allows the ganglion cells to measure the differences between firing rates in
center (c) and surroundings (s) areas of ganglion cells. At this stage, we have one
CM for each feature. The CM is obtained as proposed in the Walther and Koch model
[24]. Finally, the CMs are combined to obtain a single saliency map as explained in
the next section.

3.2 Feature-Integration for Visual Attention

The saliency map (SM) defines the place for the most prominent locations of the
image; given the characteristics of intensity, orientation, color and shape. In other
words, the objective of this stage is to decide where attention could be directed
at any given time. In this work, the problem statement considers that the task must be
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Table 4 Set of functions and terminals used by EFI to create the object saliency map OSM

Ffi = {+, −, ×, ÷, |+ |, | − |,
√

ITf i , I2
Tf i

, Exp(I f i),
Gσ=1,Gσ=2, |ITf i |, Dx, Dy}

Tf i = {CMI , CMO, CMC , Dx(CMI), Dy(CMI),
Dxx(CMI), Dyy(CMI), Dxy(CMI), ... }

addressed to achieve a specific goal. As a result, if the task needs to accomplish a
purpose; then, the main criterion should be the one that guides the suitable com-
bination of characteristics. Therefore, we decided to evolve the integration of CMs
through a function that we called Evolved Feature Integration (EFI). Therefore, the
VAPs provide a dynamic structure since the EVOs can be selected using a fusion
process executed by the EFI. This process considers different combinations of CMs
to complete the entire process. Once the integration of features is performed, we
get an optimized saliency map (OSM) indicating the location of the most prominent
regions within the original image, known as proto-objects (Pt). The definition of the
EFI function is as follows:

EFI : CMl → OSM ; l ∈ {O,C, I}

The evolutionary method uses the set of functions and terminals, listed in Table 4,
to create a fusion operator that highlights the features of the object of interest.

4 Organic Genetic Programming

In this section, we describe the main aspects for the evolution of VAPs using the
organic genetic programming (OGP) strategy. In the OGP the chromosome is com-
posed of several genes that are represented each one with a tree structure. At the
gene level the genetic operations are performed like in the classical genetic pro-
gramming. While at the chromosome level the whole genotype is described by the
parallel set of functions acting over the color, shape, and orientation dimensions.
The design of the OGP embody an organic motivation in a sense of describing an
organ or tissue, as a part of a living organism, and their complexity. We introduce a
set of new concepts in order to deal with the evolution of complex structures, which
are explained below.

In the experiments the OGP goal is to discover a program that learns to attend a
prominent object using a set of training images. In this work, the VAP’s genotype
is considered as robust because it is capable of encoding the phenotype of an
artificial dorsal stream. In other words a genotype consisting of three to four
trees is composed of different and specialized operations. Thus, each tree has
its own independent set of functions and terminals, which are listed in Tables 1,
2, 3 and 4; according to orientation, color, shape and feature integration respectively.
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The first one encodes the orientation feature similar to the orientation-sensitive cells
of V1 [9]. The second one represents the color feature in an analogy to the photo-
receptor cells presented in the retina; as well as, the color sensitive cells of the
layers V1 and V4 of the visual cortex. The third one models the shape feature that
characterizes shape-sensitive cells present in layers V2 and V4 of the brain. Finally,
the fourth one encodes the way in which the features are combined to obtain the
saliency map, or operation of the posterior parietal cortex [8].

5 Experiments and Results

The following experiments are divided in two parts, according to the goal that the
VAP is attempting to reach. The OGP is basically the same for both experiments,
the only parts that change are the fitness function, which encodes the purpose, and
the set of images utilized for training. The fitness function of the OGP is the charac-
terization of the purpose, the answer to the “what are the individuals for?”. In other
words, it is the way in which the purpose is implemented as a computer program-
ming.

5.1 Evolution of VAPs for Aiming Scene Novelty

The first set of experiments are stated in terms of visual search, which is commonly
applied like in classical research devoted to visual attention. In this way, the tests
are designed to obtain through artificial evolution a VAP that is specially adapted to
find the novelty, or asymmetries, in a simple set of images of the kind that are used
in psychophysical studies.

5.1.1 Search of Appearance Novelty

The first experiment was conceived with the aim of obtaining a VAP capable of cen-
tering attention with respect to appearance novelty. In other words, capable of focus-
ing an object using the shape and the information around the object. Figure 2 shows
the VAPtriangle that was obtained by the OGP. We can remark that the VAPtriangle

utilizes only the color dimension. The proposed solution is to regularize the image
through the logarithm function. This process reduces the contrast between the black
and white areas, and as a result, the regions around the triangle are highlighted af-
ter the central-surround processing and evolved feature integration steps. Thus, the
functions obtained by the OGP are listed below:

EVOO:= Dy(IG)
EVOC:= log(log(IB))
EFI:= ‖Dx(CMC)‖
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Visual attention results

IB log log
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IG Dy
Abs
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Fig. 2 Bottom-Up image testing of novelty. This figure depicts the best visual attention pro-
gram that was evolved with organic genetic programming to attend the triangle.

The evolution used only one image per training, This image shows the high-
lighted black square at the top-right corner of Figure 2. The extra images illustrate
the results achieved during a set of tests considering rotation and translation; indeed,
the triangle was rightly focused.

5.1.2 Search of Size Novelty

The experiment described next is important because, according to the literature, it
has not been solved previously by any computational method devoted to the solution
of visual attention. The main reason may be due to the overlook of the characteristic
of size, and the lack of a suitable choice of functions within the problem statement.
Thus, in order to solve this problem for this particular experiment, see Figure 3,
it was decided to increase as an extra dimension the property of shape (EVOS),
which is computed as explained in section 3.1.3 using the fundamental operations
of mathematical morphology. Hence, the best set of functions obtained by the OGP
are listed below:

EVOO := DxDyDxx(Y )+ tresh(DxDyDxx(Y )+0.93
0.83 )

EVOC := IV − IR

EVOS := ((IG + 0.90)⊕ Sqr)⊕ Sqr
EFI := |Dy(CMS)− CMC

|CMO−
CMC

Dy(CMO)
|
|

where Sqr denotes a square structuring element over the dilation operator ⊕.
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Fig. 3 Bottom-Up testing for the size popout problem. This figure provides an example of a
pop-out effect, the big circle, that previous visual attention programs were unable to detect,
see [7]. Indeed, the evolved visual attention program was able to detect the saliency in the
image related to the single big object.

5.2 Evolution of VAPs for Aiming Specific Targets

In this section, the obtained VAPs and their performance are presented for the case
of TD tasks. Figure 4 provides the statistics of the top-down runs plotting the aver-
age, highest, and lowest values. The examples illustrate that for each target object:
red can and traffic signals, a solution could be attained without changing the pro-
posed computational framework. During the training stage, the FOAcoke detected
the object of interest, in this case the coke, with a successful rate of 100% after us-
ing 44 images. In this way, during the testing stage the FOAcoke detected the object
of interest with a rate of 88.13% using 59 images. In this way, from the 59 test im-
ages the coke was detected in 52 occasions. Moreover, the percentage of detection
increases after considering a second attempt since the coke was detected in one ad-
ditional image; producing a total of 53 images that represent 89.83% of the total,
see Figure 5. This best individual brought into consideration the reflectance, which
is a feature that in some images of the can is useful for the solution of the problem.
Next, the functions obtained by the OGP are listed.

EVOO:= Dx(IK)−Dy(IY )
EVOC:= (Exp(IG)/(IH)

2)2

EFI:= Dx(CMC)

As a final experiment, the training stage was applied to the FOAsignal in order to
detect the object of interest, in this case the traffic signal, with a percentage rate of
88.89%; in other words, in 40 of the 45 training images. Next, during the testing
stage the FOAsignal detected the object of interest, traffic signal, in 77.78% of the
images. Thus, from 45 testing images the best evolved program correctly detected
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Fig. 4 These figures show the average, highest, and lowest fitness; for a) the red can run, and
b) the traffic signal that produce the respective best individual of Figures 5 and 6.
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Fig. 5 Top-Down testing for the red can problem. Evolved structure of VAPCan obtained
through the OGP to attend the red can in the images

the salient object in 35 images. Moreover, the percentage of detection increases
when we consider a second attempt as the signal was detected in five additional
images producing a total of 40 images that represent a rate of 88.89%. Finally, in
a third attempt the percentage increases to 95.56%, see Figure 6. Next, the best
functions that were discovered by the OGP are listed.

EVOO:= Hal f (|Gσ=2(Hal f (Hal f (Gσ=2(Hal f (|Dxx(IM)|)))))|)
EVOC:= 4

√
IB

EFI:=

(√√
Dyy(CMO)×CMO

)
×CMO
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Fig. 6 Top-Down testing for the traffic signal problem. Evolved structure of VAPtra f f ic ob-
tained through the OGP to attend traffic signals in the images

6 Conclusions

This work presents a new and useful approach for understanding visual attention.
The experiments are motivated by new ideas about purposive evolution and organic
genetic programming. The results confirm that it is possible to obtain VAPs that
fulfill the task at hand. Moreover, an original program that solves the size pop-out
search task was obtained by our approach, and to our knowledge it is the first time
to be achieved. Also, the incorporation of shape dimension, carried out with mor-
phological operations, is an original contribution to the research in visual attention.

References

1. Baluch, F., Itti, L.: Mechanisms of top-down attention. Trends in Neurosciences 34(4),
210–224 (2011)

2. Barton, R.A.: Visual specialization and brain evolution in primates. Proceedings of the
Royal Society of London Series B-Biological Sciences 265(1409), 1933–1937 (1998)

3. Borji, A., Sihite, D., Itti, L.: Computational modeling of top-down visual attention in
interactive environments. In: Proceedings of the British Machine Vision Conference,
pp. 85.1–85.12. BMVA Press (2011)

4. Corbetta, M., Shulman, G.L.: Control of goal-directed and stimulus-driven attention in
the brain. Nature Reviews Neuroscience 3(3), 201–215 (2002)

5. Desimone, R., Duncan, J.: Neural mechanisms of selective visual attention. Annual Re-
views 18, 193–222 (1995)

6. Feldman, J.A.: Four frames suffice: A provisional model of vision and space. Behavioral
and Brain Sciences 8(02), 265–289 (1985)

7. Frintrop, S.: VOCUS: A Visual Attention System for Object Detection and Goal-
Directed Search. LNCS (LNAI), vol. 3899. Springer, Heidelberg (2006)

8. Gottlieb, J.: From thought to action: the parietal cortex as a bridge between perception,
action, and cognition. Neuron 53(1), 9–16 (2007)



Evolving an Artificial Dorsal Stream on Purpose for Visual Attention 385

9. Hubel, D.H., Wiesel, T.N.: Receptive fields of single neurons in the cat’s striate cortex.
Journal of Physiology 148, 574–591 (1959)

10. Itti, L., Koch, C., Niebur, E.: A model of saliency-based visual attention for rapid scene
analysis. IEEE Trans. Pattern Anal. Mach. Intell. 20(11), 1254–1259 (1998)

11. Kant, I.: Critique of the power of judgment. Cambridge University Press (2000)
12. Koch, C., Ullman, S.: Shifts in selective visual attention: towards the underlying neural

circuitry. Human Neurobiology 4(4), 219–227 (1985)
13. Lennox, J.G.: Darwing was a teleologist. Biology and Philosophy 8, 409–421 (1993)
14. Milanese, R.: Detecting salient regions in an image: from biological evidence to com-

puter implementation. PhD thesis, Department of Computer Science, University of Gen-
ova, Switzerland (December 1993)

15. Milner, D., Goodale, M.A.: The visual brain in action, 2nd edn. Oxford University Press
(December 1995)

16. Oliva, A., Torralba, A., Castelhano, M., Henderson, J.: Top-down control of visual at-
tention in object detection. In: International Conference on Image Processing, vol. 1,
pp. 253–256 (2003)

17. Peters, R.J., Itti, L.: Beyond bottom-up: Incorporating task-dependent influences into a
computational model of spatial attention. In: Proc. IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), Minneapolis, MN (June 2007)

18. Posner, M.I., Snyder, C.R., Davidson, B.J.: Attention and the detection of signals. Journal
of Experimental Psychology 109(2), 160–174 (1980)

19. Rensink, R.A.: The dynamic representation of scenes. Visual Cognition (2000)
20. Rensink, R.A.: Seeing, sensing and scrutinizing. Vision Research 40, 1469–1487 (2000)
21. Trehub, A.: The Cognitive Brain. MIT Press, Cambridge (1991)
22. Treisman, A.M., Gelade, G.: A feature-integration theory of attention. Cognitive Psy-

chology 12(1), 97–136 (1980)
23. Ungerleider, L.G., Mishkin, M.: Two cortical visual systems. In: Ingle, D.J., Goodale,

M.A. (eds.) Analysis of Visual Behavior, pp. 549–585. MIT Press, Cambridge (1982)
24. Walther, D., Koch, C.: Modeling attention to salient proto-objects. Neural Networks

19(9), 1395–1407 (2006)



Comparison of Two Evolutionary Approaches
for the Polygonal Approximation of Digital
Curves

Paola Berenice Alvarado-Velazco and Victor Ayala-Ramirez

Abstract. In this paper, we address the approximation of digital curves us-
ing straight-line segments. Our objective is to compare the performance of two
population-based evolutionary algorithms: an evolutionary programming approach
and a variable length chromosome genetic algorithm to solve the polygonal approx-
imation problem. We describe the main elements of the methods under comparison
and we show the results of the tests executed on a dataset comprising curves that ex-
hibit a range of conditions with respect to two main features: openness and straight-
ness. Our experiments show that the evolutionary programming based technique is
faster and more accurate than the genetic algorithm based approach.

1 Introduction

Polygonal approximation of digital curves is a problem addressed by a large number
of researchers because it has multiple applications. For example, its use for image
compression [1], in the simplification of meshes for CAD models [2] and to ap-
proximate shapes for context based image retrieval applications [3], among many
others. Our interest in the problem is its potential use in commanding the execution
of paths by mobile robots and to control the machining of CNC tools directly from
image input.

The polygonal approximation problem can be stated in brief as: Given a digital
curve composed of N points, to find a subset formed of M of them that can be
taken as the end points of successive straight line segments in order to minimize the
approximation error. Optimal solutions to this problem can be found using dynamic
programming approaches. However, it has also been show that these methods exhibit
a O(n4) complexity order [4]. This complexity order make them of not practical
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use for problems where the curves being approximated are composed of a large
number of points, as it is the case in most real world applications. That is why meta-
heuristics are interesting to approximate digital curves with straight-line segments.

The work in this paper shows the implementation of an evolutionary program-
ming approach to address the polygonal approximation of digital contours, We show
details of the elements of the method and we compare its performance against an im-
plementation using variable length chromosome genetic algorithms. Results shows
that the Evolutionary Programming based technique is faster to find a solution than
the Genetic Algorithm counterpart. Both approaches share the same individual en-
coding and fitness function.

2 Polygonal Approximation of Digital Curves

The problem of the polygonal approximation of digital curves can be stated formally
as follows. Let us consider a digital curve S consisting of N points, S = ∪{pi},
that does not consider any order relation among the points pi ∈ S, and with each
point pi = (xi,yi). The formal problem consists in finding an ordered set of points
T = {pU(0), . . . , pU(M)}, U(k) ∈ {1, . . . ,N}, k ∈ {0, . . . ,M} and T ⊂ S , such that

argmin
T⊂S
|T |

subject to ‖S−T‖< ε
(1)

with ε being a predefined error tolerance and |T | = M + 1 being the cardinality of
the set T . Points in T represent the end points of M straight line segments that are
part of the optimal polygonal approximation.

3 Polygonal Approximation of Digital Curves Using
Evolutionary Meta-heuristics

There are several works that use evolutionary approaches to solve the polygonal
approximation of digital curves. Among them, we can find the use of Genetic Algo-
rithms (GA) [5][6][7], Ant Colony Optimization (ACO) algorithms [8], and Particle
Swarm Optimization (PSO) algorithms [9][10][11]. We discuss here several issues
on the use of Evolutionary Algorithms (EA) to solve the aforementioned problem.
We will show, in particular, an implementation of Evolutionary Programming (EP)
used to solve the problem. EP is a technique where the evolution of the individuals
is provoked entirely by the mutation operator used, and there is no crossover among
the individuals [12]. EP is well suited for the polygonal approximation of digital
curves because it can handle variable length chromosomes encoding solutions com-
posed of a variable number of straight-line segments.
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4 EP Approach to Approximate Digital Curves Using Straight
Line Segments

We will provide in what follows details of our implementation. In particular, we will
explain the main differences of our approach to previous approaches cited above.

4.1 Individual Representation

Previous approaches that use evolutionary methods to approximate digital curves
encode the individual of the EA as a binary string of length N. They consider that
the curve being approximated is given as an ordered set of successive points, and
they exploit this by representing the presence of a particular point in the candidate
polygonal approximation by using a 1 in its corresponding position in the binary
string of the individual; and using a 0 instead when the point under consideration
is not an end point of any of the segments in the encoded solution. Our proposal to
encode a candidate solution for the digital curve approximation problem is to use
an integer string composed of |T | position indexes. These indexes are related to the
position of each point in the input information of the digital curve. The encoded
solution is then the concatenation of the line segments that join the points pU(k) and
pU(k+1) for k ∈ {0, . . . ,M− 1}.

4.2 Mutation Operators

Mutation serves in EP to evolve the population by generating new individuals from
those belonging to the current population. Each individual in the EP population
generates an offspring by using one of the five mutation procedures provided in
our implementation. The proposed mutation operators Mi , with i ∈ {1, . . . ,5} are
described as follows:

• M1 Mutation on n bits. The new individual conserves the bit length of its parent
but n bits are mutated. The bits to be mutated are chosen randomly.

• M2 Add a point at the end. This mutation operator adds a randomly chosen
segment to the end of the bit string of its parent. So, the bit string length is
augmented in NB bits.

• M3 Remove a point at the end. Using this operator, the offspring is generated by
deleting its ending point. The bit string length of the offspring is reduced NB bits
with respect to that of the parent.

• M4 Insert a point. The mutated individual is a modified copy of the parent where
one of the segments of the parent is broken into two separated segments that are
joined at the inserted point. Bit string length of the offspring is NB longer than
that of the parent.
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• M5 Remove a point. This mutation operator removes a point in a random position
of the segment chain of the parent individual. After that, it links previous point
in the chain to the following point into one segment. The bit length of the string
that encodes the mutated individual is reduced in NB bits.

In order to choose which mutation operator to apply for each individual, we use a
roulette-wheel approach. That is, we assign to each mutation operator Mi an a priori
probability Pi representing our expertise for solving the polygonal approximation
problem. According to this, we have assigned to M1 the largest probability of the
mutation operator because it is the operator that helps the most to conserve diversity
in the population. The probabilities for all the mutation operators are presented in
Table 1.

Table 1 Probabilities used to choose a mutation operator from the available operators

i Pi

1 0.32
2 0.17
3 0.17
4 0.17
5 0.17

4.3 Fitness Function

The fitness score results of the aggregation of six measures that try to ensure that
the good individuals exhibit two main characteristics:

(i) The existence of points of the synthesized polygonal curve in the figure being
approximated; and,

(ii) the coverage of the entire digital curve through the synthesized polygonal ap-
proximation.

These measures are described below:

• F1 Overall Distance to Target Curve. For each encoded solution, we consider
the sum of distances from the line segments composing it, to the actual curve
points in the image. Only a sample of points in these segments is used to reduce
computational load.

• F2 Non-collinearity Factor. This factor is used to prevent selection of collinear
straight line segments as consecutive segments of the polygonal approximation.
Its value depends on the angle between consecutive segments.

• F3 Vertex Over Crowding Factor. This factor penalizes individuals that exhibit a
large number of vertices in small regions.
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• F4 Bounding Box Factor. This factor favors the coverage of the bounding box
area of the curve being approximated by the encoded solution.

• F5 Length Similarity Factor. This factor favors the encoded solution that exhibit
a length close to the length of the curve being approximated.

• F6 Recall Factor. The recall factor measures the number of points in the reference
curve that are present in the encoded solution or in a given tolerance radius.

The overall fitness function is then:

F = (1+ k6F6)(k1F1 + k2F2 + k3F3 + k5F5)+ k4F4 + k7F6 (2)

The constants ki, i ∈ {1, . . . ,7} in Equation (2) were calculated automatically in a
parameter-tuning test by using a Genetic Algorithm. A circle image was chosen as
the reference figure because it was a base case along the design process. The values
of these parameters are presented in Table 2.

Table 2 Parameters of the fitness function

i ki i ki

1 2.00 5 4.35
2 47.31 6 36.46
3 20.38 7 3.91
4 0.24

5 Tests and Results

In this section, we first talk about the features of the dataset used to test the proposal.
Next, we present some results on this dataset.

5.1 Test Protocol

The objective of our tests is to observe the behavior of the EP based approach un-
der different error thresholds and to compare it with that shown by a GA based
approach. We have recorded the number of generations needed to achieve a given
error threshold and the optimal number of segments found by each evolutionary
method.

Our dataset consists of five figures that were chosen to sweep a range of open-
ness and straightness features as shown in Figure 1. Openness refers to how closed
or open is a figure, while straightness refers to the smoothness in the transitions
between the component segments.
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Fig. 1 Test set of figures exhibit a range of the openness and straightness properties

We have used as performance metric the distance error, which is the average dis-
tance from each pixel in the resulting figure to the nearest pixel in the reference one.
The approximated minimal distance errors that can be achieved for each figure in
the dataset were found in [13]. We use these error bounds as the stopping condi-
tion for both the AG and EP algorithms in order to make them comparable among
themselves. We have also used larger error bounds to qualitatively see the shape of
the optimal polygons found by the evolutionary approaches under comparison. Each
test has been run 20 times using a fixed number of 600 individuals as suggested by
the work previously cited. Both the GA and EP based approaches share the same
fitness function, as described above.

5.2 Results

The quantitative results obtained from the execution of the tests are presented in
Table 3. We can observe that the EP based approach outperforms the GA based
method on all the test curves. The GA needs longer a larger number of generations
to achieve the same error bound than the EP. In the test figure labeled 3 (see Figure
1), the GA is not able to converge in a maximal number of 1000 generations.

With respect to the number of vertices we can see that, even if both methods
increase the optimal number as the error tolerance is reduced, they are kept in a
small figure. The catalog of mutation operators can explain this fact, because the
individuals evolve by adding vertices to their ends.
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Table 3 Comparison of the quantitative performance of GA and EP approaches for the polyg-
onal approximation of digital curves

Setup GA EP

Figure Error Bound Ngen M Ngen M

1: ε∗ = 0.66

ε < 2ε∗ 54.6 6.35 6.60 7.10

ε < 1.5ε∗ 172.5 6.15 11.90 6.80

ε < ε∗ 694.75 6.05 22.85 6.90

2: ε∗ = 1.10

ε < 2ε∗ 502.75 6.50 17.25 7.50

ε < 1.5ε∗ 604.80 6.30 22.15 7.45

ε < ε∗ 872.25 6.10 124.95 8.10

3: ε∗ = 0.60

ε < 2ε∗ 676.00 5.80 131.75 9.15

ε < 1.5ε∗ 1000.00* - 361.20 10.80

ε < ε∗ 1000.00 - 599.45 12.55

4: ε∗ = 1.06

ε < 2ε∗ 50.75 7.65 6.05 7.50

ε < 1.5ε∗ 267.80 8.15 15.15 8.10

ε < ε∗ 938.10 8.50 25.00 9.30

5: ε∗ = 1.64

ε < 2ε∗ 1.75 6.25 1.20 5.60

ε < 1.5ε∗ 1.80 5.25 1.45 5.65

ε < ε∗ 46.10 5.30 3.55 6.10

In the case of the GA, we have used a variable length chromosome that linked
parts of well-fitted individuals into a chromosome without constraining it to have
the same length of their parents. It is known that the crossover operation is difficult
for this variant of GA, so more work is need to find a better crossover operator for
the polygonal approximation problem.

In Figure 2, we present the qualitative results for both approaches. We can ob-
serve there the finer approximation achieved by the EP approach. We can also see
the failure of the GA based approach to converge for the test case number 3.
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Fig. 2 Qualitative results of both GA and EP based approaches.

6 Conclusions

We have compared an EP based technique and a variable chromosome length GA
method with respect to its performance to solve the polygonal approximation of dig-
ital curves. The EP based approach exhibits a better performance than the GA based
approach with respect to the number of generations needed to achieve a predefined
error bound. We have used a test set that covers a range of values for two main
features of the digital curves: openness and straightness.

The advantage of the EP comes from the catalog of mutation operators used to
perturb good individuals at each epoch. We need to perform more work to improve
this catalog.
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With respect to the variable chromosome length GA, we need to explore other
crossover strategies to improve its overall performance.

The fitness function used by both methods could also benefit from its simplifica-
tion. We will work in the near future in this direction.
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Evolution of Contours for Topology
Optimization

Gideon Avigad, Erella Matalon Eisenstadt, Shaul Salomon,
and Frederico Gadelha Guimar

Abstract. Topology optimization is used to find a preliminary structural configura-
tion that meets a predefined criterion. It involves optimizing both the external bound-
ary and the distribution of the internal material within a structure. Usually, counters
are used a posteriori to the topology optimization to further adapt the shape of the
topology according to manufacturing needs. Here we suggest optimizing topologies
by evolving counters. We consider both outer and inner counters to allow for holes
in the structure. Due to the difficulty of defining a reliable measure for the differ-
ences among shapes, little research attention has been focused on simultaneously
finding diverse sets of optimal topologies. Here, niching is implemented within a
suggested evolutionary algorithm in order to find diverse topologies. The niching
is then embedded within the algorithm through the use of our recently introduced
partitioning algorithm. For this algorithm to be used, the topologies are represented
as functions. Two examples are given to demonstrate the approach. These examples
show that the algorithm evolves a set of diverse optimal topologies.

1 Background

The background for the methodology of this paper includes genetic algorithms (see
Section 1.1), which serve here as the search algorithm, and their use for optimizing
topologies (see Section 1.2). Because we aim at finding multiple solutions to a single
objective problem, multi-modal optimization through the utilization of niching is of
interest. Therefore, a review of niching approaches is given in Section 1.3. Finally,
our recently suggested approach to find diverse sets of functions is briefly discussed
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in Section 1.4. In the paper, this approach will serve to enhance the search towards
diverse topologies.

1.1 Evolutionary Algorithms

Evolutionary algorithms (EAs) belong to a class of non-gradient methods that have
grown in popularity following the original publication of [20], and later [8]. ex-
panded the idea and helped make it popular. EAs are stochastic search methods that
mimic natural biological evolution. EAs operate on populations of potential solu-
tions, applying the principle of survival of the fittest to produce better and better
solutions. An EA uses a population of individuals (solutions) instead of a single so-
lution to perform a parallel search in the problem space. At each generation, a new
set of approximations is created by a nature-inspired process. The natural processes
commonly mimicked by EAs include selection, breeding, mutation, migration, and
survival of the fittest.

1.2 EC for Size/Shape/Topology Optimization

According to [15], the problems addressed by structural optimization can be
divided into three major categories, namely: a. Topology (layout) Optimization
where the search is for an optimal material layout; b. Shape Optimization, where the
search targets the optimal contour, or shape, of a structural system whose topology
is fixed; and c. Sizing Optimization, in which the optimization aims at optimal
cross-sections, or dimensions, of elements of a structural system whose topology
and shape are fixed. Finding a good structural configuration (topology) prior to
shape and sizing optimization is an important but difficult task. In comparison to
shape optimization, topology optimization is more complex since it involves the op-
timization of both the external boundary and the distribution of the internal material
within a structure. Topology optimization is used to find a preliminary structural
configuration that meets a predefined criterion. Occasionally it yields a design that
can be completely new and innovative. An EC approach to the continuum topology
optimization design problem based on genetic algorithms has been proposed, e.g.,
in [21] and in [22]. In these studies, the design domain was discretized into small
elements containing materials or voids in a cantilever plate so that the structure’s
weight was minimized subject to displacement and/or stress constraints. A variety
of structural design fitness functions, among them stiffness, area, and perimeter,
were employed to find optimal cantilevered plate topologies. Another coding
approach for topologies is based on graph theory [23], in which a topology is rep-
resented by a connected simple graph consisting of vertices and simple undirected
cubic Bezier curves with varying thicknesses. The derived results show that the
graph representation EA can generate clearly defined and distinct geometries and
perform a global search. A bit-array representation EA [24] was also implemented
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for topology optimization. Design connectivity and constraint handling were fur-
ther developed to improve the efficiency of the EA. In addition, a violation penalty
method has been proposed to drive the EA search towards those topologies with
higher structural performance, less unusable material and fewer separate objects
in the design domain. A multi-EA system [25] and a variable chromosome length
genetic algorithm [16] were proposed for continuum structure topological optimiza-
tion. Recently, a two-stage adaptive genetic algorithm (TSAGA) [4] was developed
in bit-array represented topology optimization. The authors demonstrate the effi-
ciency and effectiveness of TSAGA in comparison to other approaches in reaching
global optimal solutions on several case problems.

1.3 Niching within EC and for Topology Optimization

The sharing method, originally suggested by Holland, [8], is probably the most
popular niching technique. Sharing is analogous to a situation in nature in which
the resources of a niche have to be shared. In mathematical terms this method
penalizes solutions that are similar by dividing the fitness of the niche among
them. According to [19], niching methods can be divided into iterative methods,
explicit parallel sub-population methods and implicit parallel sub-population
methods. Iterative methods address the problem of locating multiple optima of
a multi-modal function by repeatedly applying the same optimization algorithm.
Several techniques have been used to avoid iterations towards local minima, such
as the Tabu technique [7], the sequential niche technique [4] and various jump
techniques [12]. Explicit parallel sub-population methods attempt to generate
multiple solutions to a multi-modal optimization problem by dividing a population
into sub-populations that evolve in parallel. These methods include Multiple-
National EA [25], Island EAs [5], the Adaptive Isolation Model [5], and Particle
Swarm Optimization [18]. Without communications among the populations, these
methods are similar to iterative methods. Implicit parallel sub-population methods
attempt to generate multiple solutions by introducing niche/speciation techniques
so that population diversity is maintained and many niches survive in a single
population. Among these methods are crowding [22], [20], fitness sharing [8],
restricted tournament selection [13], species conservation techniques [20] and
Genetic Sampler [20]. Species conservation is a relatively new technique for
solving multi-modal optimization problems and has been proved effective for
obtaining multiple solutions of tested multi-modal problems (e.g., [22]). The
study reported in [10] proposed a new approach for finding diverse solutions to
a multi-modal problem. The authors suggested posing the single multi-modal
problem as a bi-objective problem, with the value of the function as the first
objective and the number of neighboring points that are better than others as
the second objective. It should be noted that the above studies deal with single
objective problems. Although the notion of resource sharing is also an essential
part of evolutionary multi-objective optimization this aspect is beyond the scope
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of the current paper. Niching within topology optimization has received very little
research attention. The few existing studies include the search for optimal topologies
for trusses and space planners (see e.g., [2], [17]). There is no record of a simultane-
ous search for several optimal beam cross sections (topologies) using niching within
evolutionary computation.

1.4 Function Diversity

The partitioning of the set of functions into subsets (Avigad et al., 2012) is ex-
plained in the following (taken from [1]). This partitioning serves as the basis for
the approach taken in this paper.

Let A = { fc(t)}(c∈Ω ,t∈D), be a set of real valued alternative functions, each sam-
pled k times, with c = [c1, . . . ,cp]

T , Ω ∈R
p, D ∈R and fc(t) = [ fc(t1), . . . , fc(tk)]T .

a j = min
c∈Ω

fc(t j), b j = max
c∈Ω

fc(t j), Δ j = b j− a j, j = 1, . . . ,k, dA = max
j=1,...,k

Δ j

In fact, dA is the diameter of the set A in the Chebyshev metric. The idea of the sug-
gested algorithm is that at each step, the set with the largest diameter is partitioned
into two subsets. The result of such a partitioning is that subsets are formed, each
with a smaller partition than the former maximal partition. This process is repeated
until the desired number of subsets is attained. The following algorithm describes
the suggested procedure.

Partitioning the set A to m subsets

(a) A1 ← A
(b) i← 1
(c) S←{A1, . . . ,Ai}
(d) While i < m do
(e) Find A j such that dA j = max

l=1,...,k
dAl

(f) Find sample tp such that Δp = dA j. assemble subsets A j1,A j2 from functions
fc(t) = [ fc(t1), . . . , fc(tk)]T which satisfy the inequalities f (tp) ≤ ap + dA j/2
and f (tp)> ap + dA j/2 respectively

(g) S←{A1, . . . ,A j1,A j2, . . . ,Ai}
(h) i← i+ 1
(i) End while

To demonstrate the approach, [1] used an artificial set of 100 functions and divided
it into six different sub-sets by using the partitioning algorithm. Figure 1 (borrowed
from [1]) shows the results of the first, second, third and fifth partitioning stages (re-
sulting in six subdivisions of the function space). As a last step one function is cho-
sen from each sub-division. In [1], such functions were evolved by using set-based
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Fig. 1 Partitioning algorithm

dominance and by implementing crowding, which was based on the number of func-
tions present in each sub-division. The current study proposes evolving contours to
optimize topologies by utilizing both the partitioning algorithm and crowding, as
suggested in [1].

Evolving contours for the purpose of evolving topologies differs from the claim
(see Figure 1) that contours are used only for shape optimization. Moreover, the
purpose here is not merely to find one optimal topology but rather to look for sev-
eral diverse optimal topologies. The motivation for finding different solutions to an
optimization problem is well known (see e.g., Mattson and Messac, 2005). Basi-
cally, finding different solutions provides decision makers with greater flexibility in
choosing the preferred design based on unmodeled properties.

2 Methodology

To enhance topology diversity, the algorithm proposed in [1]is adopted and adapted
in this paper. The algorithm in [1], deals with functions. This means that in order
to use that algorithm for topologies, the topologies should also be described by
functions.

2.1 Describing Topologies by Functions

In this paper, 2D topologies are considered. Polar coordinates are used here for de-
scribing topologies, although, as discussed, other coordinate systems may be used.
Topologies with and without holes are considered.
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For topologies without a hole, the j-th contour is described by an ordered set
of radii: r j = [r j

1(θ1), . . . ,r
j
Nθ
(θNθ )]

T where θ ∈ D ⊂ R is an equally spaced angle.
The topology is formed by connecting the ordered set to form a continuous function
(through linear sections). The left panel of Figure 2 depicts the encoding of a topol-
ogy with k points, and the middle panel of that figure depicts the formed topology. It
should be noted that in this paper we use reflection symmetry (or mirror symmetry)
with respect to the horizontal and vertical axes, although the use of other symme-
tries or of no symmetry at all may be considered. Reflection symmetry implies that
a quarter of the contour may describe the entire contour.
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Fig. 2 The encoding of topology without a hole

In fact, based on these equally spaced coordinates we may now describe the
topology as a function of θ , so that the j-th topology may be described as a function
fr(θ ) = r(θ ). The middle panel of Figure 2 depicts the topology while the right
panel depicts its plot as a function.

Two contours are used to describe a topology with a hole. The j-th topology is
coded by its inner contour radius Rin

j = [r j,in
1 (θ1), . . . ,r

j,in
Nθ

(θNθ )]
T and by its outer

contour radius Rout
j = [r j,out

1 (θ1), . . . ,r
j,out
Nθ

(θNθ )]
T . The topology is formed by con-

necting the ordered set to a continuous function (linear sections). The left panel of
Figure 3 depicts the code of the topology, where squares and circles designate the
inner and outer radii of the inner and outer contours respectively. The middle panel
of the figure shows the topology formed by connecting the radii by linear sections
and using the rotational reflection.

As in the no-hole case, here also this topology may be described by a function so
that the j-th topology may be described as functions; f rout

rin
(θ ) = { f rout (θ )∪ frin(θ )}.

It should be noted that the outer and inner boundaries of the outer and inner contours
should be determined to ensure a reasonable thickness for the topology. The middle
panel of Figure 3 depicts the topology, and the right panel shows its description as
a function.



Evolution of Contours for Topology Optimization 403

  4

  8

90

270

180 0
  4

  8

90

270

180 0

0 30 60 90 0 30 60 90
0.5

3
4

8

θ

r

Fig. 3 The encoding of topology with hole

2.2 Problem Definition
The optimization problem is defined as follows: For topologies without a hole:

min
r

F( fr(θ ))

∀r ∈ R : rmin ≤ r ≤ rmax

g( fr(θ ))≥ 0

(1)

For topologies with a hole:

min
rout ,rin

F( f rout
rin

(θ ))

∀rin ∈ Rin : rin
min ≤ rin ≤ rin

max

∀rout ∈ Rout : rin
max + δ ≤ rout ≤ rout

max

g( f rout
rin

(θ ))≥ 0

(2)

where F : F( f (·))→ 0 ∈ Γ ⊂ R and Γ is the objective space. For example F( f (·))
can be a cross section area, the first or the second moment of inertia and other
topology dependent characteristics.

2.3 Diverse Topologies and Niching

Niching is implemented to find a diverse set of topologies. For this purpose, a
partitioning algorithm is used. First the following parameters must be computed:
a j =min f (·), b j =max f (·) and Δ j = b j−a j, j = 1, . . . ,k as well as dA= max

j=1,...,k
Δ j

then the algorithm of [1] is used by slight changes as follows:

Partitioning the set A to m subsets

(a) A1 ← A
(b) i← 1
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(c) S←{A1, . . . ,Ai}
(d) While i < m do
(e) Find A j such that dA j = max

l=1,...,k
dAl

(f) Find sample θ such that Δp = dA j. Assemble subset A j1,A j2 from functions
fr(θ ) or f rout

rin
(θ ) which satisfy the inequalities:

fr(θ )≤ ap + dA j/2 or f rout
rin

(θ )≤ ap + dA j/2 and
fr(θ )> ap + dA j/2 or f rout

rin
(θ )> ap + dA j/2 respectively

(g) S←{A1, . . . ,A j1,A j2, . . . ,Ai}
(h) i← i+ 1
(i) End while

The algorithm partitions a population of topologies (represented as functions) to
N predefined sub-sets. A solution will reproduce according to its fitness (value
of F( f (·))) which will be penalized according to the number of functions with
which it shares the same sub-partitioning (same niche). Such a penalty will
prevent genetic drift and will increase the chances that other optimal solutions will
reproduce. For example, Figure 4 depicts 20 topologies represented by their related
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Fig. 4 20 individuals before division

functions. The dashed line marks the sample with the largest difference and
therefore the point where the algorithm will divide the group into two groups.
This partitioning results in 5 and 15 individuals in each subdivision, as depicted in
Figure 5. The next partition is marked by the dashed line in the right panel of
Figure 5. The result of dividing the second group (of 15 individuals) into two
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Fig. 5 The two formed subdivisions containing 5 (left panel) and 15 (right panel) individuals
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Fig. 6 The second and third groups
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Fig. 7 The second and third groups

groups is depicted in Figure 6. The point where the algorithm will divide again to
form the next two groups is marked by a dashed line. Finally, the four groups are
presented in Figure 7.

2.4 The Evolutionary Optimization Algorithm

The algorithm described here aims at searching for optimal topologies based on the
optimization problem set in Section 2.2. The algorithm utilizes an archive in order
to preserve elite solutions.

The Evolutionary Optimization Pseudo Code

(a) Initialize a population Pt with n individuals. Also, create a population Qt = Pt

(b) While t ≤ predefined number of generations
(c) Combine parent and offspring populations and create Rt = Pt ∪Qt

(d) For each individual z ∈ Rt compute:

(d.1) F( f (z))
(d.2) g( f (z))
(d.3) The niche count: m(z)
(d.4) The fitness: f it(z) = F( f (z)) 2n

2n−m(z)
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(e) Create elite population Pt+1 of size n from Rt (procedure I )
(f) Create offspring population Q∗t+1 of size n from Rt by Tournament selection

(procedure II )
(g) Perform Crossover to obtain Q∗∗t+1 from Q∗t+1.
(h) Perform Mutation to obtain Qt+1 from Q∗∗t+1.
(i) Set t = t + 1 and go to (b).
(j) Provide the decision maker with N topologies, each from a different sub-

division and each possessing min( f it) within this subdivision.

Procedure I: Archiving

Compute nc = number of individuals that comply with g( f (z)) > 0

(a) If nc ≤ n then include the nc individuals in Pt+1 and sort the remaining 2n− nc

individuals to a list L1(g( f (z) :<)). Add the first n− nc individuals of L1 to
Pt+1.

(b) If nc > n

(b.1) Include N individuals in Pt+1 taking one individual from each sub division
that is with the min(over all fit).

(b.2) Then list all nc−N individuals to a list L2( f it( f (z) :>)). Add the first
n−N individuals of L2 to Pt+1.

Procedure II: Tournament Selection

(a) If g( f (z)) ≥ 0∧g( f (z′))< 0 include z in Qt+1

(b) If g( f (z)) < 0∧g( f (z′))< 0
Then if g( f (z)) > g( f (z′)) include z in Qt+1

(c) If g( f (z)) ≥ 0∧g( f (z′))≥ 0
Then if f it( f (z)) leq f it( f (z′)) include z in Qt+1

Algorithm explanation
In step (a), two populations are initialized. A ”while loop” begins at step (b) and
ends at step (i). In this loop populations of candidate solutions are evolved. Step
(c) is a common step used in MOEAs, which involves creating a combined popula-
tion. In step (d), the following calculations take place with respect to each individual
within a population: (d.1)- value of the objective function (which is to be optimized);
(d.2)- value of the constraint; (d.3)- number of functions that share the same sub-
division with the individual; (d.4)- fitness value of the individual, which is computed
by penalizing the objective function’s value. A greater number of shared individuals
results in a higher penalty and therefore decreased fitness. In step (e) the elite pop-
ulation is formed by utilizing Procedure I. The procedure admits feasible optimal
(low fitness value; without loss of generality) solutions to the archive. Moreover, it
ensures that the archive will always include at least one representative from each of
the N subdivisions. In step (f) the offspring population is created by using Proce-
dure II. In each tournament (among two arbitrary selected individuals), the winning
individual is feasible and possesses a lower fitness value (without loss of generality)
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than its competitor. If both competitors are infeasible, the one with a lesser viola-
tion of the constraint is the winner. Steps (g) and (h) are the crossover and mutation
steps respectively. In the final step (step (j)), the decision maker is presented with N
solutions that have the lowest fitness value (the best as far as minimization is con-
sidered). In order to preserve diversity, each of the presented topologies is extracted
from another sub-division. Please note that step (j) is an a posteriori step and the
decision maker is not involved within the evolutionary search.

3 Examples

In this section two examples are used to demonstrate the proposed approach and to
highlight its potential for solving real life topology optimization problems.

3.1 Cross Section Optimization for a Structure Subjected to a
Tensile Force

A beam is subjected to a tensile force of magnitude: Fr = 150kN. The objective of
the optimization is to find a topology with a minimal cross section A. The allowed
normal stress is: [σ ] = 10MPa, therefore

Amin ≥ Fr
[σ ] =

150×103

10×106 = 150cm2.

This implies on the constraint:

g = A−Amin = A− 150≥ 0

The search here will be conducted towards topologies that contain a hole. The topol-
ogy search space is a priori set such that:
0.5≤ rin ≤ 3;3+ 1 = 4≤ rout ≤ 8, where dimensions are given in cm.

The initial population includes 100 individuals and is represented as functions in
the left panel of Figure 8. In order to prevent the outer contour from dominating the
diversity, normalization is applied such that the amplitude of both contours is the
same. The normalized functions are depicted in the right panel of Figure 8. Note
that the radii have not been altered and that the inner radius seems bigger due to the
normalization.

Two topologies arbitrarily chosen from the initial population are depicted in
Figure 9. These are clearly non-optimal solutions because the topology in the left
panel involves a cross section that is much too big according to the constraint,
whereas the topology in the right panel has a cross section that is smaller than al-
lowed.

Apart from diversity preservation, the algorithm has evolved optimal topologies.
Figures 10 and 11 depict the resulting optimal diversified topologies when the pro-
posed algorithm is run with N=2 and N=4, respectively. Clearly the algorithm has
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Fig. 9 Two cross section in the first generation
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Fig. 10 The result for N=2

evolved diverse optimal topologies. All are distinctly different and possess the min-
imal (or close to the minimal) possible cross section area. Considering feasibility,
clearly most topologies are not natural candidates for manufacturing. Nevertheless,
as expected from such algorithms, they have shown the way, and adaptations to fa-
cilitate manufacturing should follow. One approach that should help is to encode the
topologies with less complexity, i.e., fewer angle divisions. Figure 3.1 depicts the
same problem; however, instead of using 10 angle divisions to decode the topolo-
gies, 5 divisions are used.
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Fig. 11 The result for N=4
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3.2 Cross Section Optimization for a Structure Subjected to a
Moment

A beam is subjected to a pure moment. The moment applied magnitude is: M = 66×
103N×m. The allowed normal stress is: [σ ] = 120MPa The equation connecting the
allowable stress and moment is: [σ ] ≥ Mymax

Ixx
= M

Sx
where Ixx is the second moment

of inertia, ymax is the the maximal perpendicular distance from axis x, and Sx =
Ixx

ymax
is the section modulus about x axis. The allowable stress determined the allowable
range of section modulus about the x axis:

[σ ]≥ M
Sx
→ Sx ≥ M

[σ ] =
66×103

120×106 = 5.5× 10−4m3 = 550cm3

The constraint is g = Sx− 550 ≥ 0 and the objective is the minimal beam weight.
Because the problem deals only with constant cross section beams, minimizing
the weight is the same as minimizing the beam’s cross section area. Figure 12 de-
picts three evolved topologies with no holes. It is apparent that although different
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Fig. 12 The result for N=3 decoded without a hole

topologies have been evolved, their cross sections are not similar. As expected, the
optimal topology involves an I-shaped cross section, where other topologies are less
optimal versions of it.

4 Summary and Conclusions

In this paper, we have adapted a recently proposed partitioning algorithm in order
to evolve a diverse set of optimal topologies. It has been suggested to code topolo-
gies using polar coordinates. Topologies with holes and without holes were coded.
The coding was used to establish topologies through linear interpolation. Then, the
topologies were represented as functions (of an equally spaced angles). Once this
was achieved, the partitioning algorithm was implemented within an evolutionary
search. This algorithm enhances a search toward a diverse set of optimal topologies.
These diversified optimal topologies are associated with multiple optimal solutions
(if the problem is inherently multi modal) or with different levels of optimality (if
the problem is not multi modal by nature). In future work other coordinates will
be used to describe the topologies (Cartesian), allowing more complicated structure
with more holes. Moreover, 3D shapes should be evolved by describing the added
dimension using a function as well. Real life problems should be considered, and
comparisons with other approaches should be made.
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Multi-Objective Particle Swarm Optimisation
for Molecular Transition State Search

Jan Hettenhausen, Andrew Lewis, Stephen Chen, Marcus Randall,
and René Fournier

Abstract. This paper describes a novel problem formulation and specialised Multi-
Objective Particle Swarm Optimisation (MOPSO) algorithm to discover the reaction
pathway and Transition State (TS) of small molecules. Transition states play an im-
portant role in computational chemistry and their discovery represents one of the big
challenges in computational chemistry. This paper presents a novel problem formu-
lation that defines the TS search as a multi-objective optimisation (MOO) problem.
A proof of concept of a modified multi-objective particle swarm optimisation algo-
rithm is presented to find solutions to this problem. While still at a prototype stage,
the algorithm was able to find solutions in proximity to the actual TS in many cases.
The algorithm is demonstrated on a range of molecules with qualitatively different
reaction pathways. Based on this evaluation, possible future developments will be
discussed.

1 Introduction

Many chemical compounds can exist in a number of different forms, or isomers, each
having the same molecular formula but different physical and chemical properties,
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due to their different molecular structure. The process of isomerisation, changing a
molecule from one structure to another, involves passing through an intermediate or
transition state. This transition state is the unstable intermediate state at which the
molecule has the highest potential energy between the two, stable, low-energy iso-
mers. Figure 1 illustrates a reaction path from reactant via transition state to product
on the example of hydrogen cyanide.

TS play an important role in a variety of areas of theoretical chemistry. Accu-
rate knowledge of geometry and potential energy of TS is, for example, required to
understand chemical reactivity, reaction rates and mechanisms as well as analysing
barrier lowering in catalysed reactions [17, 20]. For example, the Arrhenius law,
k = Ae−Ea/RT , gives a good fit to the observed rate constant k(T ) of chemical re-
actions. The parameters A and Ea are readily obtained if one knows the transition
state: Ea is the energy difference between the saddle point and the local minimum,
and A can be estimated from the curvature (energy second derivatives) at the saddle
point. As transition states cannot be directly observed and even their approximation
by experimental means is difficult, determining transition states computationally has
been a field of ongoing research in computational chemistry.

Algorithmically this problem is usually approached by approximating the reac-
tion pathway on the Potential Energy Surface (PES) of the molecule [35]. While
generally not known in its entirety, individual points on the PES can be acquired
by solving the Schrödinger equation for a specific conformation of the nuclei of the
molecule in question. The PES can be pictured as a hilly landscape, in which the
stable isomers are valley bottoms (local minima). The transition states then are the
passes, i.e. the lowest crossing point over the mountains between two valleys [35].

While for macro-molecules, such as proteins, the search for the various local min-
ima of a molecule is still a challenging problem, it is considerably more difficult to
obtain the saddle points even for small molecules. This is in particular due to the fact

Fig. 1 Appromimate illustration of a reaction path showing corresponding conformations of
hydrogen cyanide



MOPSO for Molecular Transition State Search 417

that TSs are first order saddle-points of the PES and therefore require significantly
more complicated approaches than are necessary to identify local minima.

The process of identifying the TS for a given local minimum of a molecule (re-
actant) comprises five distinct steps (see, for example, Fournier et al. [17]):

(i) Locate the reactant on the PES. Depending on the problem definition it may
also be necessary to identify the second local minimum (product) which the
reaction will result in.

(ii) Determine a good approximation for the TS. This is often based on finding an
approximation to the reaction pathways and identifying a candidate TS on it.

(iii) Refine the TS by performing a constraints minimisation of the norm of gradi-
ent. Appropriate constraints need to be chosen to ensure that the search does
not converge to either of the local minima.

(iv) Calculate the Hessian matrix and frequencies of the candidate TS to verify that
the point is, in fact, a first order saddle-point.

(v) Map out the intrinsic reaction coordinate.

Step 2 usually represents the most challenging aspect of identifying a TS. Once
an approximate TS is identified, it is usually straightforward to find the actual TS.
The algorithm presented in this paper addresses the problem of finding such an
approximate TS with sufficient accuracy.

A large percentage of TS finding algorithms can be classified as either Shallow-
est Ascent (SA) or Path Interpolation (PI) methods. SA methods start at the reactant
and iteratively try to follow the shallowest ascent out of the valley until the norm of
gradient becomes zero and the TS is found. One of the first practical approaches to
finding the TS was developed by Cerjan and Miller [5] in 1981. Other approaches
were published by, for example, Baker [1] and Maeda and Kono [31]. To identify
the shallowest ascent the second derivative matrix of the PES needs to be calculated
in every step making SA approaches computationally more expensive than PI meth-
ods. Their advantage, however, is that only the first minimum needs to be known.
SA approaches therefore solve a more general and more difficult problem than PI
approaches, which require a priori knowledge of both minima, i.e. the reactant and
the product. PI approaches start with a coarse approximate path between the two
minima and gradually refines it using constraint optimisation. Common PI methods
include nudged elastic band [15, 22, 23, 41], the string method (SM)[13], Growing
String Method (GSM) [3, 4, 34, 38] and modified GSM [19, 20]. Further methods
outside these two categories include the Fast Marching Method (FFM) [2, 11, 12]
and Dewar’s method [10]. Comprehensive overviews of existing methods can be
found in del Campo and Köster [9] and Schlegel [35].

To the authors’ knowledge, the first non-deterministic method was developed
by Fournier et al. [17]. Their approach combines the ideas of SA with those of
common metaheuristics by using a small group of “climbers” that traverse an ap-
proximate reaction pathway towards the TS. Climbing direction and movements are
thereby guided by a set of parameters acquired from the global information of the
path gathered by all climbers. The performance of each climber is assessed with
an aggregated fitness function based on energy, distance and changes in bonds. An
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interesting feature of this approach is that the climbers can continue after finding
an approximate TS, allowing the algorithm to discover successive minima and TS
without having to restart the algorithm from a new position.

Based on the idea that the reaction pathway follows the shallowest path out of
the valley around the minimum, this paper presents a novel problem formulation
for TS search treating the problem as a multi-objective optimisation problem of the
following form:

minimise f(x) = { f1(x), f2(x), ..., fm(x)}
fk : Rn →R,∀x ∈ F,F⊆S⊂ R

n (1)

where F is the feasible space within the search space S based on a set of given
constraints. A detailed discussion on this formulation and its justification will be
provided in Section 2. Using this problem formulation then allows finding the re-
action pathway and TS using multi-objective metaheuristics, a class of algorithms
highly successful on a wide range of problems in science and engineering (e.g.
[21, 24, 25, 37]). While non-deterministic, metaheuristics have the advantage of
being inherently parallel and do not require structural knowledge of the problem
domain.

As a solution technique, a prototype of a modified multi-objective particle swarm
optimisation algorithm will be used. Particle Swarm Optimisation (PSO) takes its
inspiration from the behaviour of swarming and flocking animals [29]. PSO models
candidate solutions as a populations of particles that can either freely or with con-
straints move in the parameter space of the problem. The velocity of the particles
is thereby governed by a velocity equation usually based on momentum, a particle
specific memory of the best solution visited by that particle and a social component
giving each particle knowledge of the best solution known to the swarm. Sometimes
a turbulence component is used to improve diversity [39]. A variety of PSO adapta-
tions exist to allow simultaneous optimisation of multiple objectives [6, 16, 32]. The
primary difference to single-objective PSO is that multi-objective PSO (MOPSO)
incorporates an archive that holds knowledge of a set of known optimal compro-
mise solutions. Optimality in this context is defined on the basis of the dominance
relation where one parameter vector x1 is said to dominate another parameter vector
x2 if and only if

fk(x1)≤ fk(x2),∀k ∈ 1, ...,nk

∃k ∈ 1, ...,nk : fk(x1)< fk(x2)
(2)

The set of all globally non-dominated parameter vectors form the Pareto-optimal set
or

P∗ = {x∗ ∈ F|�x ∈ F : x≺ x∗} (3)

and the set of corresponding objective vectors is called Pareto-front or

PF∗ = {f(x∗)|x∗ ∈P}. (4)
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which could be described as the set of optimal compromise solutions. For each
solution no objective can be further improved without worsening another.

On the basis of the MOPSO algorithm a method will be presented that can suc-
cessfully converge to the minimum energy pathway. However, a number of adapta-
tions and additions were necessary to address the specific challenges of identifying
the reaction on the PES in the context of a multi-objective optimisation problem.
These will be discussed in Sections 2 and 3.

The algorithm was tested on a set of small molecules with different reaction path-
ways. The results of these tests will be discussed in Section 4. Concluding remarks
and a discussion of future work and extensions to the method presented can be found
in Section 5.

2 The Multi-Objective Optimisation Problem Formulation

This paper introduces a novel way of describing the TS search problem by defining
the minimum energy pathway section-wise as Pareto-fronts, transforming it into
a multi-objective optimisation problem. Based on this formulation, algorithms can
solve the TS search problem without knowledge of the second minimum as required
by PI approaches. It further makes the problem formulation of the more general TS
search problem independent of knowledge of the gradient.

Essential to the problem formulation presented is that the reaction pathway will
always follow the path of the shallowest ascent and points on the path will have
the lowest potential energy of all conformations with the same distance from min-
imum 1. Furthermore, the potential energy is subject to a steady increase along
the reaction path [17]. This allows defining the reaction path as a Pareto-front in a
multi-objective optimisation problem (Equation 1) that minimises potential energy
and maximises distance. In particular, it allows solving the more generic TS search
problem requiring only a priori knowledge of the first minimum, i.e. the reactant.
Based on the reaction pathway the approximate TS can then be identified in a sec-
ond step. The metric for the first objective, molecular potential energy, is derived
from solutions of the electronic Schrödinger equation [36] using quantum chem-
istry software (Gaussian 03) [18]. The details of this computation are beyond the
scope of this paper. The metric for the second objective is the distance between the
conformation of a trial solution and that of the original reactant, ”minimum 1”.

A common definition for the distance between two molecular conformations with
identical atoms is the least root mean square deviation (lRMSD). The lRMSD can
be calculated by shifting each conformation to its geometrical centroid, finding its
optimal alignment and calculating the root mean square deviation (RMSD), defined
as

RMSD(x,y) =

√
1

Natoms

N

∑
i=1
|xi− yi|2 (5)
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for corresponding sets of atoms x and y of magnitude Natoms. Each atom is repre-
sented by its Cartesian coordinates. The optimal alignment of the molecules can be
efficiently computed with either the Kabsch algorithm [28, 27] or using quaternions
[7].

Defining distance as a scalar value, such as lRMSD, practically allows quanti-
fying all combined atom movements in a way meaningful to the problem domain.
However, it does not provide any insight into the direction of the movement, i.e.
whether it is towards or away from the TS. Furthermore, for any distance an infinite
number of conformations with different (or possibly identical) potential energies
can be constructed. While this does not affect the definition of the reaction path
as Pareto-front as such, it poses a challenge to algorithms trying to converge to-
wards the Pareto-front by recombining individuals from its population. To ensure
convergence, several counter-measures were developed as part of this research, us-
ing the specific knowledge available in TS search. Rather than random initialisation
of parameters, the initial population is generated by conducting a Monte-Carlo in-
spired search around the minimum. During this stage, a set of candidate solutions
is created by applying small random movements to some atoms of minimum 1. To
ensure sufficient diversity in the population, a larger than required set of candidates
is generated and its fittest members, by energy and distance are chosen. Candidate
solutions c for which

RMSD(c,nni))‖RMSD(c,min1)−RMSD(nni,min1)‖, i ∈ [1,2] (6)

with nn1 and nn2 being the nearest neighbours as seen from minimum 1, are re-
jected from the approximate front. This further ensures fast convergence towards
the reaction pathwaybby removing solutions likely to be on a different pathway. In
particular for symmetric or partly symmetric molecules, it further proved beneficial
to align candidate molecules to each other at regular intervals but particularly at the
initialisation stage. This is to ensure that identical but rotated conformations do not
slow down the convergence of the algorithm. Since rotations are calculated as part
of determining the lRMSD, this process does not incur any additional computational
costs and can therefore easily be performed in each iteration.

The augmented, multi-objective algorithm is essentially capable of climbing up
the reaction path towards the TS, since the reaction path corresponds with the Pareto
front while the search is concentrated between minimum 1 and the TS. In the region
of the TS, the search must be modified to successfully identify the TS. The algorithm
first needs to detect when it has reached the region of the TS and restrict further
expansion of the front accordingly. One approach is to test candidate conformations
for a norm of gradient close to zero [17]. However, this approach is successful only
with solutions very close to the TS and the diversity inherent in the MOPSO swarm
means many particles may be beyond the TS before this test can confirm its location.
This may lead to potential solutions being prematurely removed from the archive.
Instead, particles can detect when they are near or beyond the TS by observing
changes in gradient direction, which generally points coarsely towards the nearest
local minimum. If the direction of the gradient changes by angle α ≥ 90◦, then it
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can be assumed that the gradient is pointing towards a new local minimum. The
algorithm prevents such solutions entering the archive and corrective measures can
be taken to pull solutions back into the feasible region. Refinement of solutions close
to the TS then usually leads to a candidate TS within very few iterations.

A steepest-descent search (or comparable algorithm) starting from the conforma-
tion with gradient pointing towards the second minimum will quickly discover the
second half of the reaction pathway. Some refinements to this method will have to be
made as it occasionally fails and terminates the search prematurely. While included
in the current algorithm, this feature was not used for the evaluation discussed in
Section 4.

A final consideration in defining TS approximation as a multi-objective optimi-
sation problem is an appropriate coordinate system for the parameter space. A range
of alternative coordinate systems exist to describe molecules. Apart from defining
the location of individual atoms by their Cartesian coordinates, some coordinate
systems are based on bond lengths, valence angles etc. Such non-Cartesian coor-
dinate systems are particularly relevant for macro-molecules, where the “curse of
dimensionality” makes the use of Cartesian coordinates infeasible, as 3 ·NAtoms co-
ordinates are necessary to describe a molecule. For small molecules, as are common
in the TS search literature, Cartesian coordinates provide a suitable coordinate sys-
tem for algorithmic analyses of reaction pathways. For the purposes of evaluating
the proposed method, molecules with between three and seven atoms were chosen.

As the algorithm described in this paper is, at its current stage, mainly targeted
at small molecules, Cartesian coordinates are the natural choice to represent the
parameter space. Cartesian coordinates provide a strong coupling to the potential
energy surface and allow analysing a wide range of molecules easily and without
any adaptation [35]. This allows definition of the feasible space of Equation 1 as
S ⊂ R

3NAtoms . However, in principle the algorithm described in this paper could be
adapted to other coordinate systems with only minor adjustments to the algorithm’s
configurable parameters.

In the following Section MOPSO-specific aspects of the proposed TS search ap-
proach will be discussed.

3 Application of MOPSO

As outlined in Section 1, a MOPSO algorithm comprises a set number of particles
that remains constant throughout the optimisation process. Particles normally start
at random positions in parameter space and are allowed to move in parameter space
based on a velocity equation. This velocity is based on the particle’s previous ve-
locity, a selected globally non-dominated solution and a solution from the particle’s
memory of non-dominated solutions. Each of these is weighted with a constant and
a random factor, generally aiming to over- or undershoot the respective component
with about equal probability. In each iteration, newly found non-dominated solu-
tions are added to the archive, solutions no longer non-dominated are removed. By
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pulling the particles towards well performing parameter vectors, the swarm usually
converges towards the Pareto-front.

However, the nature of the TS search problem renders attempts to naı̈vely ap-
ply MOPSO or the most common multi-objective genetic algorithm, NSGA-2 [8],
unsuccessful. Even given a starting population within a small range around mini-
mum 1, neither method could converge to the minimum energy pathway within a
reasonable number of iterations. Therefore, based on the considerations discussed
in Section 2, a number of changes were made to MOPSO to allow it to move along
the reaction path and identify the TS. These modifications comprise a Monte-Carlo
inspired initialisation of the population, an adjusted guide particle selection mech-
anism, an adapted velocity update and the inclusion of the available knowledge of
the gradient for each conformation.

To create a viable starting population a set of candidate conformations is created
based on the known minimum 1. The size of this set is chosen as twice the number
of particles in the swarm. Candidate conformations are created by adding a random
movement to the position of the atoms of minimum 1. With each candidate created
the magnitude of random dispersion increases slightly, leading to a set of candidate
particles with a range of distances. From these particles the best half, measured by
non-dominance and, if not sufficient for the swarm size, proximity to non-dominated
solutions, is chosen as the initial population. Factors are chosen sufficiently small to
keep the population within a range significantly smaller than the anticipated distance
to the TS.

With the initial population within a small distance from minimum 1, the swarm
will have to move up the reaction path and thereby trade off convergence towards
the actual path, i.e. the Pareto-front, and progress towards the TS. Particularly with
the inclusion of a gradient component, which will be discussed below, it is necessary
to ensure that the swarm does not collapse back towards the minimum. This can
be achieved by employing an appropriate selection mechanism for the global best
guide. A wide range of guide particle selection mechanisms exist [16, 33, 6, 30].
However, all these approaches target algorithms approaching the Pareto-front top
down and aim at a good diversity and spread of the solutions. The algorithm
presented is designed to move up the reaction pathway, requiring a swarm pushing
forward while at the same time attempting not to diverge away from the front.
Adaptive grid and crowding distance based methods were thereby less successful in
terms of convergence speed than roulette wheel selection of archived solutions with
a strong bias towards solutions in the foremost third of the Pareto-front by distance.
The reason for this is that the initial population is already reasonably close to a small
section of the Pareto-front. From there it needs to follow the Pareto-front towards
the TS. Adaptive grid and crowding distance based selection mechanisms are highly
successful at achieving good diversity and spread across the entire Pareto-front,
when the swarm moves top down towards it. This particular variation of MOPSO,
however, requires a swarm that moves along the Pareto-front without diverging from
it but with a constant pressure to move forward. Roulette wheel selection provides
a good mechanism to achieve this pressure without moving so fast that the swarm
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would diverge from the front. For the purposes of this paper non-dominated solu-
tions not in the foremost third of the front were chosen with a probability of 10
percent.

The size of the archive is limited to 40 solutions. If this size is exceeded, solutions
with the highest crowding distance are removed. However, the crowding distance for
solutions in the foremost third is biased with a factor of two, effectively allowing
denser crowding for particles with large distances.

An interesting aspect of the TS search problem is the availability of the gradient.
While a numerical approximation of the Hessian is infeasible due to its inherent
computational complexity, incorporation of the gradient allows performing correct-
ing steps to move particles and archived solutions closer to the Pareto-front. To
achieve this, the velocity update equation was amended with a gradient-based term,
resulting in the following velocity equation:

vt+1 = wt ·vt + c1r1 (ŷpbest− xt) + c2r2 (ŷgbest− xt)+ c3r3gcomp,t (7)

where vt represents the previous velocity (momentum), ŷpbest and ŷgbest denote the
personal and global best respectively and xt stands for the particle’s parameter vec-
tor at the current iteration t. The factors wt , c1,2,3 and r1,2,3 represent the constant
and random weights. The gradient based component is represented by gcomp. It is
defined as

gcomp,t = ẋt−
ẋt · (xt−min1)

|xt−min1|2
· (xt−min1) (8)

and serves the purpose of pushing particles towards the Pareto-front while minimis-
ing the gradient’s drag towards the minimum. An additional normalisation step is
added should the magnitude of the gcomp become greater than the magnitude of the
combined other velocity components. The total velocity is furthermore subjected
to clamping [14], scaling all velocities that exceed a set magnitude to a predefined
maximum velocity. This step proved to improve convergence towards the TS by
keeping particles close to the Pareto-front. A value close to the maximum value for
random movements in the initialisation step is chosen as the maximum velocity.

In combination, these modifications allow the swarm to quickly move up the reac-
tion path without diverging too far from it. However, streamlining the swarm in this
way bears the risk of losing diversity in the population. Such a loss in diversity can
significantly slow down the progress of the search. To counteract that, a turbulence
component [29, 40] was added which, with a certain probability, adds a random mu-
tation to particles. The probability was chosen as 2

dimx , where dimx represents the
number of parameters, selecting on average two components of the parameter vec-
tor for mutation. The mutation for each selected component is uniformly randomly
chosen from the interval [−vmax,vmax].

A final optional step was the possibility for archived solutions to perform a small
number of gradient descent steps. When this option is included, archived solutions
perform a small number of gradient descent steps (usually around 3), after each
of which the new candidate solution is added to the archive iff non-dominated. To
minimise the computational costs, this step is only performed every few iterations
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and only on solutions that have either been newly added to the archive or where
all the gradient descent steps in the previous round were successfully added to the
archive. Doing these additional gradient descent steps only marginally improves the
convergence and quality of the TS approximation. However, it improves the quality
of the overall pathway found as part of the search.

In summary, MOPSO can be adapted to find an approximation to a chemical
reaction pathway that leads up to a TS. Modifications are necessary to ensure that
MOPSO stays in an area where the MOO problem definition is applicable. Primarily
this is achieved by using available knowledge of the reactant to generate the initial
population and applying clamping to ensure that the movements of the swarm re-
main relatively small. To improve the performance of the swarms movement along
the path, a guide particle selection mechanism with a bias for solutions further away
from the reactant is used. Other performance related changes include the incorpora-
tion of the gradient to improve convergence towards the minimum energy path and a
turbulence component to improve diversity within the swarm while operating under
these constraint conditions. The following section will discuss the specific parame-
ters chosen for the algorithm as well as present the results of a number of test runs
on a variety of molecules.

4 Results

For the evaluation of the method, three molecules with qualitatively different reac-
tion pathways were chosen. The specific molecules chosen, the number of test runs
and the metrics reported were chosen to allow comparison with related literature
[17]. At the current stage most emphasis was put on the development of a suitable
problem definition and MOPSO-based algorithm. Plans for qualitative comparisons
with other algorithms as well as future work on making the approach more compet-
itive will be discussed in Section 5. The following molecules were chosen for the
evaluation:

Ar7 −→ Ar7 (Argon7)

HCN −→CNH (Hydrogen cyanide)

HCCH −→CCH3 (Acetylene)

The argon 7 cluster is a well understood molecule often used for benchmarking. As
a noble gas, the potential energy and gradient of argon clusters can be calculated
quite cheaply using the Lennard-Jones potential [26]. The Lennard-Jones potential
is applicable to all molecules comprising only neutral atoms and provides a mean of
accurately approximating the potential energy of a given conformation at negligible
computational costs. The potential energy of the other molecules in this evaluation
was calculated using Gaussian 03 [18]. Gaussian is commercial software for compu-
tational quantum chemistry. Like the Lennard-Jones potential it allows calculating
the potential energy and the gradient for a given molecular conformation, but at
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substantially higher computational costs. The distance objective for all molecules
was calculated as outlined in Section 2. The results from all test runs are sum-
marised in Table 1. Shown are the actual distance between minimum and TS, the
difference in potential energy between the solution found and the actual TS as well
as the differences in distance, measured by distance of the candidate to the TS and
by the difference in distance of the TS and minimum and candidate and minimum.
Following other publications [17], the energy is measured in kcal/mol, distances in
angstrom (Å). In general, the solutions achieved are quite competitive with respect
to their potential energy and in many cases also with respect to their distance to the
actual TS. The following paragraphs will briefly discuss the algorithm’s behaviour
on the different molecules.

Argon 7 – The argon 7 cluster starts with 5 of its atoms in a regular pentagon and
the two remaining atoms above and below the centre of the plane spanned by the
pentagon (Figure 2(a)). Towards the TS one of the pentagon atoms (due to the sym-
metry this can be any one of the five) moves away from the centre while the other
pentagon atoms move closer towards each other, making the pentagon irregular and
giving it a pointy shape. The two atoms above and below the centre take a slightly
angled position towards each other (Figure 2(b)). Towards the second minimum the
pentagon shape is broken up altogether and the atoms take the shape illustrated in
Figure 2(c).

The symmetry of the molecule poses challenges to the algorithm until solutions
align. On argon 7 the front will occasionally move away from the actual reaction
pathway but usually converge back it its vicinity quickly. However, in one of the
runs the algorithm followed a different reaction coordinate ending up with a path at
a significant distance from the desired path (see table 1 run 3 of argon 7).

(a) Reactant (b) TS (c) Product

Fig. 2 Minima and TS of Argon 7 (Ar7)

Hydrogen cyanide – Hydrogen cyanide starts with all three atoms in a line.
Towards the transition state, Hydrogen and Nitrogen rotate around the carbon atom
towards each other, forming a triangle and a bond forms between the hydrogen and
nitrogen atoms. As the molecular structure approaches the second minimum, the
bond between the hydrogen and carbon atoms breaks and the molecule straightens
out, forming a straight line again. The process is illustrated in Figure 3. Test runs on
HCN generally achieved good performance. An approximate transition state could
be acquired in usually less than 15 iterations and with a difference in energy of only
0.001605675 kcal/mol on average.
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(a) Reactant (b) TS (c) Product

Fig. 3 Minima and TS of Hydrogen cyanide (HCN)

Acetylene – At minimum 1 of acetylene all four atoms are aligned in a straight
line with the two carbon atoms in the middle. Towards the TS one of the hydrogen
atoms rotates around the carbon atom it is bonded with, ending up in a position
forming a triangle with the two carbon atoms. Towards the second minimum its
bond changes over to the other carbon atom, eventually ending up in a Y-shape with
both hydrogen atoms bonded with one of the carbon atoms. The three relevant states
are illustrated in Figure 4. Acetylene proved challenging in the tests performed.
The algorithm could successfully perform the rotation of the hydrogen but had a
strong tendency to rotate both hydrogen atoms but one of them usually to a lesser
degree. While the resulting solutions differ from the actual TS due to the second
hydrogen atom, they could successfully perform the rotation and find a solution with
only a small difference in potential energy to the TS. In the four test runs MOPSO
successfully found one solution very close to the actual transition state and with the
second hydrogen in the correct position. The three other runs found solutions with
a similar potential energy but a significant distance away from the TS. Empirically
this can be explained with the relatively small increase in potential energy arising
from the second rotation.

(a) Reactant (b) TS (c) Product

Fig. 4 Minima and TS of Acetylene (HCCH)

In summary, the algorithm could successfully navigate the potential energy sur-
face, in most cases coming up with solutions close to the TS. Currently the al-
gorithm may not reliably determine the transition reliably without the help of a
human decision maker. However, user interaction could also be a pathway to signif-
icant improvements to performance. Incorporating domain knowledge would allow
dynamically constraining the search space and reducing the dimensionality of the
problem. For example, both HCN and HCCH could easily be constrained to only
planar movements, reducing the search space by one third. Future developments
will therefore consist of a combination of improvements to the algorithm itself and
the incorporation of domain knowledge through user interaction. In combination, it
is hoped this will allow discovery of TS on significantly larger molecules.
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Table 1 Overview of results achieved with the proposed algorithm on a range of molecules.
A population of 40 particles was used for each run

Molecule Dist min1→ ts δEa(kcal/mol) Distts(Å) δDistmin(Å) Iterations

Ar7 0.1911537 0.076588 0.018438 0.006651 48
Ar7 0.1911537 0.028173 0.012577 0.000053 73
Ar7 0.1911537 0.245090 0.117432 0.014742 89
Ar7 0.1911537 0.039635 0.028680 0.008752 88
HCN 0.3666355 0.001007 0.005780 0.008611 22
HCN 0.3666355 0.001568 0.013504 0.003783 15
HCN 0.3666355 0.001341 0.031942 0.032877 16
HCN 0.3666355 0.001813 0.015113 0.032877 10
HCCH 0.463125 0.091507 0.639619 0.445840 10
HCCH 0.463125 0.002149 0.311172 0.083044 23
HCCH 0.463125 0.013743 0.204976 0.115168 31
HCCH 0.463125 0.000763 0.015012 0.121488 31

5 Conclusion

This paper presented a novel formulation of the Transition Search (TS) search prob-
lem by treating it as a multi-objective optimisation problem and introduced a proof
of concept MOPSO-based algorithm to solve this problem. At the current stage, a
reasonable success rate on a range of molecules can be reported. In terms of perfor-
mance, the proof of concept MOPSO algorithm still requires more objective func-
tion evaluations to find the TS than some of the other methods. This is partially
alleviated by the inherent parallelism of the approach so that a comparison in wall
clock time, parallel execution of the objective function assumed, is already per-
forming similarly to some other algorithms. Some future work will be dedicated to
improving the success rate and stability of the search as well as the computational
costs. In particular, the incorporation of domain knowledge could greatly aid this
goal. It is hoped the incorporation of domain knowledge and dynamic constraints
will enable the MOPSO based approach to become a viable alternative for larger
molecules which current techniques cannot process in a satisfactory amount of time.

References

1. Baker, J.: An algorithm for the location of transition states. Journal of Computational
Chemistry 7(4), 385–395 (1986)

2. Burger, S.K., Liu, Y., Sarkar, U., Ayers, P.W.: Moving least-squares enhanced shep-
ard interpolation for the fast marching and string methods. The Journal of Chemical
Physics 130, 24103 (2009)



428 J. Hettenhausen et al.

3. Burger, S.K., Yang, W.: Quadratic string method for determining the minimum-energy
path based on multiobjective optimization. The Journal of Chemical Physics 124(5),
54109 (2006)

4. Burger, S.K., Yang, W.: Sequential quadratic programming method for determining the
minimum energy path. The Journal of Chemical Physics 127(16), 164107 (2007)

5. Cerjan, C.J., Miller, W.H.: On finding transition states. The Journal of Chemical
Physics 75(6), 2800–2806 (1981)

6. Coello, C.A.C., Lechuga, M.S.: MOPSO: A Proposal for Multiple Objective Particle
Swarm Optimization. In: Proceedings of the 2002 Congress on Evolutionary Computa-
tion, CEC 2002, vol. 2, IEEE Computer Society (2002)

7. Coutsias, E.A., Seok, C., Dill, K.A.: Using quaternions to calculate rmsd. Journal of
Computational Chemistry 25(15), 1849–1857 (2004)

8. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective genetic
algorithm: NSGA-II. IEEE Transactions on Evolutionary Computation 6(2), 182–197
(2002)

9. Del Campo, J.M., Köster, A.M.: A hierarchical transition state search algorithm. The
Journal of Chemical Physics 129, 024107 (2008)

10. Dewar, M.J.S., Healy, E.F., Stewart, J.J.P.: Location of transition states in reaction mech-
anisms. Journal of the Chemical Society, Faraday Transactions 2: Molecular and Chem-
ical Physics 80(3), 227–233 (1984)

11. Dey, B., Bothwell, S., Ayers, P.: Fast marching method for calculating reactive tra-
jectories for chemical reactions. Journal of Mathematical Chemistry 41, 1–25 (2007),
doi:10.1007/s10910-006-9060-6

12. Dey, B.K., Janicki, M.R., Ayers, P.W.: Hamilton-jacobi equation for the least-
action/least-time dynamical path based on fast marching method. The Journal of Chem-
ical Physics 121(14), 6667–6679 (2004)

13. Weinan, E., Ren, W., Vanden-Eijnden, E.: String method for the study of rare events.
Phys. Rev. B 66, 052301 (2002)

14. Eberhart, R., Simpson, P., Dobbins, R.: Computational intelligence PC tools. Academic
Press Professional, Inc., San Diego (1996)

15. Elber, R., Karplus, M.: A method for determining reaction paths in large molecules:
Application to myoglobin. Chemical Physics Letters 139(5), 375–380 (1987)

16. Fieldsend, J., Singh, S.: A multi-objective algorithm based upon particle swarm optimi-
sation. In: Proceedings of The UK Workshop on Computational Intelligence, pp. 34–44
(2002)

17. Fournier, R., Bulusu, S., Chen, S., Tung, J.: Using swarm intelligence for finding transi-
tion states and reaction paths. The Journal of Chemical Physics 135(10), 104117 (2011)

18. Frisch, M.J., et al.: Gaussian 03, Revision C.02. Gaussian, Inc., Wallingford (2004)
19. Goodrow, A., Bell, A.T., Head-Gordon, M.: Development and application of a hybrid

method involving interpolation and ab initio calculations for the determination of transi-
tion states. The Journal of Chemical Physics 129(17), 174109 (2008)

20. Goodrow, A., Bell, A.T., Head-Gordon, M.: Transition state-finding strategies for use
with the growing string method. The Journal of Chemical Physics 130(24), 244108
(2009)

21. Goudos, S.K., Zaharis, Z.D., Kampitaki, D.G., Rekanos, I.T., Hilas, C.S.: Pareto op-
timal design of dual-band base station antenna arrays using multi-objective parti-
cle swarm optimization with fitness sharing. IEEE Transactions on Magnetics 45(3),
1522–1525 (2009)



MOPSO for Molecular Transition State Search 429

22. Henkelman, G., Jónsson, H.: Improved tangent estimate in the nudged elastic band
method for finding minimum energy paths and saddle points. The Journal of Chemical
Physics 113(22), 9978–9985 (2000)

23. Henkelman, G., Uberuaga, B.P., Jónsson, H.: A climbing image nudged elastic band
method for finding saddle points and minimum energy paths. The Journal of Chemical
Physics 113(22), 9901–9904 (2000)

24. Janson, S., Merkle, D., Middendorf, M.: Molecular docking with multi-objective particle
swarm optimization. Applied Soft Computing 8(1), 666–675 (2008)

25. Jin, N., Rahmat-Samii, Y.: Particle swarm optimization for antenna designs in engineer-
ing electromagnetics. J. Artif. Evol. App., 9:1–9:10 (January 2008)

26. Jones, J.E.: On the determination of molecular fields. ii. from the equation of state of a
gas. Proceedings of the Royal Society of London. Series A 106(738), 463–477 (1924)

27. Kabsch, W.: A solution for the best rotation to relate two sets of vectors. Acta Crystallo-
graphica Section A: Crystal Physics, Diffraction, Theoretical and General Crystallogra-
phy 32(5), 922–923 (1976)

28. Kabsch, W.: A discussion of the solution for the best rotation to relate two sets of vectors.
Acta Crystallographica Section A: Crystal Physics, Diffraction, Theoretical and General
Crystallography 34(5), 827–828 (1978)

29. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of the IEEE In-
ternational Conference on Neural Networks, vol. 4 (1995)

30. Li, X.: A Non-Dominated Sorting Particle Swarm Optimizer for Multiobjective Opti-
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A Multi-Objective Extremal Optimisation
Approach Applied to RFID Antenna Design

Pedro Gómez-Meneses, Marcus Randall, and Andrew Lewis

Abstract. Extremal Optimisation (EO) is a recent nature-inspired meta-heuristic
whose search method is especially suitable to solve combinatorial optimisation
problems. This paper presents the implementation of a multi-objective version of
EO to solve the real-world Radio Frequency IDentification (RFID) antenna design
problem, which must maximise efficiency and minimise resonant frequency. The
approach we take produces novel modified meander line antenna designs. Another
important contribution of this work is the incorporation of an inseparable fitness
evaluation technique to perform the fitness evaluation of the components of solu-
tions. This is due to the use of the NEC evaluation suite, which works as a black
box process. When the results are compared with those generated by previous im-
plementations based on Ant Colony Optimisation (ACO) and Differential Evolution
(DE), it is evident that our approach is able to obtain competitive results, especially
in the generation of antennas with high efficiency. These results indicate that our
approach is able to perform well on this problem; however, these results can still be
improved, as demonstrated through a manual local search process.

1 Introduction

RFID [7] is the technology used to automatically identify objects at a distance with-
out any physical or sight contact. RFID is widely used in applications such as smart
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cards, electronic passports, access control, container identification, animal identifi-
cation, sporting events, medical applications and industrial automation [5].

The RFID implementation requires a tag, which consists of a microchip together
with a radio antenna. For a description of the principles of RFID, the reader is re-
ferred to [6, 7, 8, 12, 14]. The design of the antenna for the tag, as is demonstrated
in the next section, is a Multi-Objective Combinatorial Optimisation Problem (MO-
COP) [3]. Until recently, engineers primarily designed these by hand; however,
nature-inspired meta-heuristics have started to be used to try to find approximated
optimal configurations in the design of RFID antennas. There is an initial and iso-
lated work with genetic algorithms [10], which was centred on a simple and regular
RFID antenna design. A more systematic and general investigation has been de-
veloped on the design of meander line antennas using Ant Colony Optimisation
(ACO) [8, 9, 12, 13, 14] and Differential Evolution (DE) [11]. The research with
ACO and DE has demonstrated that it is possible to apply nature-inspired search
mechanisms to design and evaluate meander line RFID antennas.

The above has motivated the development of an application for the design of
RFID antennas for tags based on EO [1]. EO works by selecting one of the com-
ponents that make up the solution manipulated by the algorithm. This selection is
performed by the assessment of the contribution of each component of the solution.
Hence, the component that degrades the solution evaluation the most has the high-
est probability of being chosen. Its value will be then replaced by a different value.
Over a number of iterations, EO will gradually improve the quality of solutions it
generates. The implementation of the EO approach for this problem is an interest-
ing challenge because the evaluation for any valid solution of an antenna layout is
performed by an external black-box module provided by the free antenna modelling
software package, NEC [2]. In terms of the meta-heuristic, there is no information
about the potential value of components with which to guide the search. Therefore,
an inseparable fitness evaluation mechanism is required to be implemented. One
such scheme is developed as part of this research.

The inseparable fitness evaluation technique will be based on the idea of the
global pheromone scheme used in ACO. This scheme will serve to maintain a
record, over generations, of the components present in the solutions that have good
evaluations. Thus, components with a higher presence in good solutions will have a
higher level of pheromone, which means that these components will be unlikely to
change as a result of EO’s selection mechanism.

The creation of a meander line is the most common form to design a RFID
antenna. The antenna is a folded dipole that can be represented by a Cartesian
grid [6, 12] (see Figure 1), which is symmetrical around the dipole. The grid is
comprised of a finite number of points in a square shape. The meander line is
created by the connection of these points by horizontal or vertical segments, so that
no segment intersects another already established. It is not mandatory that all grid
points be connected; however, the meander line must start on any adjacent point to
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Fig. 1 (a) The grid defines a 5×5 antenna. (b) Illustrates a potential meander line antenna for
the grid defined in (a). (c) The dipole antenna generated through the binding of two mirrored
meander line antennas shown in (b) by a 6 mm join.

the symmetric line that divides the two halves of the antenna. The start point is used
to connect, with an additional line, the two-mirrored dipoles of the antenna.

Recently, Randall et al. [12] developed an initial software system to design and
evaluate the efficiency of meander line RFID antennas based on ACO. The approach
was successfully applied on grids from size 5× 5 grid points to 10× 10 as a con-
structive mechanism creating a path on the grid. Continuing this research, Weis et
al. [13] proposed an extension based on a local search technique that uses an op-
erator known as backbite. The next step was developed by Lewis et al. [8, 9] who
proposed a multi-objective version, which maximises the efficiency and minimises
the resonant frequency. After that, Weis et al. [14] proposed a mechanism to in-
crement the performance of the ACO software using an initial pheromone biased
by the a-priori knowledge from human designers. Each one of these works show
an improvement for all grid instances compared to those obtained by the previous
work.

Montgomery et al. [11] developed a multi-objective DE approach, which differs
from ACO in the way the solution is created. Instead of using a constructive mecha-
nism, the DE algorithm starts with a population of complete initial solutions, which
is iteratively improved using vector differences to modify it. The results showed
that DE is an appropriate method to achieve good solutions, being more effective
for smaller antenna grid sizes. The DE approach did not use any local search mech-
anism to improve the solutions. The DE approach demonstrates that it is possible
to implement a non-constructive technique to solve the RFID antenna design prob-
lem, which is inherently constructive by nature. However, DE is a search method
more suitable to solve continuous optimisation problems and the RFID antenna de-
sign problem has been modelled as a combinatorial problem. For this reason, it is
believed that the non-constructive EO meta-heuristic, whose search method is espe-
cially suitable for solving combinatorial optimisation problems, could also achieve
competitive results to those generated by the ACO techniques.

The EO approach described in this paper is tested and compared on the same grid
sizes as those used in the multi-objective ACO approach of Lewis et al. [9] and the
multi-objective DE approach of Montgomery et al. [11].
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The rest of this paper is organised as follows. Section 3 explains the insepara-
ble fitness evaluation scheme to solve problems that do not provide the necessary
information to perform a separable evaluation of components. Section 3 presents
the extremal optimisation approach applied to the RFID antenna design problem.
Section 4 gives a summary of the computational experiments developed with an
analysis of them. Section 5 presents the conclusions and discusses the future work
arising from this study.

2 The Inseparable Fitness Evaluation Scheme

In EO, each component of the solution is evaluated to assess its contribution to the
quality of the optimal. This evaluation is done at every iteration and it is essential
that the problem to be solved has as much suitable information as possible for this
purpose. However, not all problems can provide this information. For this reason, it
is necessary to incorporate a mechanism into EO in order to solve problems where
it is not possible to carry out separable component fitness evaluations.

In the RFID antenna design problem, the input data are: the grid size, the side
antenna size, the wire width and the dipole segment connection length. This infor-
mation, along with a proposed antenna design, is used as input to the NEC software.
This software works as a black box computation, which returns the evaluation with
regard to the efficiency and the resonant frequency. No other data is available or
known about these calculations, which may be used to perform the component fit-
ness evaluation.

The inseparable fitness evaluation scheme proposed herein is based on the
pheromone structures used by Ant Colony System (ACS) [4]. In ACS, each time
an ant traverses a path from the nest to the food source, a local pheromone update
is done. This action is performed until a complete route is produced, updating the
pheromone level at each section of the route. Once all the ants have finished the cre-
ation of a route from the nest to the food source, a second update is carried out. Here,
the global best route found until the current iteration is used as a global pheromone
update for each section in this route. As EO is not a method that generates a so-
lution by applying a constructive mechanism, only the global pheromone update is
considered.

The idea behind the use of the pheromone structure is motivated by the fact that
it works as an element which can keep a record of the solution components that
are present in good solutions. In this way, each time a new non-dominated solution
is found, a pheromone update is performed. With this procedure, the components
that degrade the solution will have low pheromone levels and the components that
contribute to the optimality of the solution will have high pheromone levels. Thus,
the pheromone structure allows the implementation of a fitness evaluation of the
components of the solution without any specific information about the evaluation of
the objective function(s).
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1 2 . . . mComponent number 3

0.17 0.42 0.36 0.25 PheromonePheromone level

Fig. 2 An example of a pheromone vector for the RFID antenna design problem, where m is
the number of components in the solution. m is formally defined in the next section.

In the particular case of the RFID antenna design problem, each component of
the pheromone structure represents a segment that joins two adjacent non-diagonal
points of the grid. The collection of these segments composes one half of the sym-
metrical design. Figure 2 illustrates the use of pheromone.

The pheromone vector is initialised with a very low value between zero and one.
After that, the pheromone level for each component is updated along the extremal
optimisation search process according to Equation 1.

Φt
i = (1−α)Φt−1

i +αΔ (1)

where:
Φt

i is the pheromone value for the ith component at time t,
α is the pheromone decay factor, and
Δ is the pheromone positive reinforcement for the ith component if it be-

longs to a non-dominated solution, 0 otherwise.

This pheromone update is applied only to each non-dominated solution found
by EO and only the components that have allocated a segment that belongs to
the solution are able to obtain this reinforcement. Finally, the inseparable fitness
evaluation scheme of a solution is given by Equation 2.

λ (xi) =Φ(xi), ∀i 1≤ i≤ n (2)

where:
λ (xi) is the fitness evaluation for the ith component of the solution,
Φ(xi) is the pheromone level for the ith component of the solution,
n is the number of components of the solution.

Note that the fitness function evaluation, for each component of the solution, is
completely defined by the pheromone structure. It is unnecessary to have any other
information with respect to this particular problem. This scheme is very general and
applicable to other black box problems.

3 EO Applied to RFID Antenna Design

Until now, all approaches based on either ACO or DE, have worked with a mean-
der line antenna design. These works fulfilled the objective of demonstrating that
it is possible to develop a software system to design and evaluate meander line
RFID antennas using both constructive and non-constructive meta-heuristics. How-
ever, new questions emerge as to the possibility of applying other nature-inspired
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Fig. 3 (a) The grid representation for a 5×5 antenna based on segment allocation. (b) Illus-
trates a potential modified meander line. (c) The dipole antenna generated with two mirrored
modified meander lines connected by a 6 mm segment.

meta-heuristics for generating antenna designs and if it is possible to build efficient
antennas with a different design to that of a meander line.

In response to these questions, the idea of developing an EO approach using mod-
ified meander lines, is proposed. Here, the restriction of generating a single continu-
ous line is relaxed and now a line with loops, mesh segments and parasitic (isolated)
elements can be designed. This revised scenario involves a new interpretation of
how the grid is built.

In previous works, each node on the grid is tagged with an identification num-
ber from 1 to n2, where n is the grid size, as was shown in Figure 1. Therefore,
the solution is represented by a sequence of nodes, which are joined in order by
a continuous line to generate the antenna design. However, in a modified meander
line antenna design scheme, the same grid has a different interpretation. Here, the
segments that join the nodes are tagged with an identification number from 1 to m,
where m = (2× (n− 1)× n), as shown in Figure 3.

For the modified meander line case, the solution is represented by a vector of m
components. Each component represents a segment that could potentially be put in
the antenna design. If the ith segment is allocated to the antenna design, then a value
of 1 is assigned to its position in the solution vector. A value of 0 is assigned to
signify that the segment is not part of the antenna design (see Figure 4).

This representation to design a general modified meander line antenna becomes
a combinatorial optimisation problem similar to the knapsack problem (KP). The
main difference between KP and the problem defined in this paper, is that the weight
for each knapsack item is known, whereas in the modified meander line antenna de-
sign there is no information related to any sort of weight that is associated with the
segments. Also, there is the constraint that a segment associated with the edge of

0 0 11111 0 01 1
1 2 . . . mSegment number

Solution

Value
1: allocated 
0: unallocated

Fig. 4 An example of a solution vector for the modified meander line antenna
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the grid aligned to the symmetric line, must be allocated. Taking into considera-
tion these differences, the modified meander line antenna design will be formulated
as a multi-objective KP, which must maximise efficiency and minimise resonant
frequency.

The initial solution is obtained by a random selection of segments. This mecha-
nism could generate an infeasible solution due to the requirement that at least one
segment associated with the edge of the grid aligned to the symmetric line must be
in the antenna design. This is because the additional 6 mm segment is used to con-
nect and energise the two-mirrored grids that form the dipole antenna. If an initial
feasible solution is generated then this is added as the first point in the approximated
Pareto-front set.

For this particular problem, which has no available information to perform an
assessment of the components of the solution, a differentiated fitness evaluation is
implemented with the support of the inseparable fitness evaluation scheme described
in Section 3. Equation 3 illustrates the fitness evaluation to select the segment that
degrades the solution to be assigned or unassigned from the antenna design.

λ (xi) =

⎧⎨
⎩
Φ(xi) ,∀i 1≤ i≤ m , for feasible solutions

−Vi ,∀i ∈ M̃ , for infeasible solutions
(3)

where:
Φ(xi) is the pheromone level for the ith component of the solution,
m is the number of components of the solution,
Vi is the number of segments connected to the ith unassigned segment

associated to the edge of the grid aligned to the symmetric line, and
M̃ is the set of segments associated to the edge of the grid aligned to

the symmetric line.

When the solution is feasible, the inseparable fitness evaluation based on the
pheromone structure is applied to define which components of the solution de-
grade the solution. Thus, segments that have a low level of pheromone are chosen
with a higher probability to be allocated/unallocated than those with a high level of
pheromone. This is because a segment with a low level means that it does not con-
tribute to achieving a high efficiency with a low resonant frequency in the modified
meander line antenna design. On the other hand, when the solution is infeasible,
this means that none of the segments on the symmetric line are allocated. To obtain
a feasible solution again, one of them must be selected to be part of the antenna
design. Hence, unallocated segments on the symmetric line, with a high number of
neighbouring segments that could be connected to it, are considered to be the com-
ponents that degrade the solution. This is because those unallocated segments have
a higher probability of generating a longer continuous line when this is connected to
a segment forming part of a long line. This is important as longer continuous lines
generally reduce resonant frequency.

The Roulette Wheel Selection (RWS) scheme is used to select one of the worst
evaluated segments according to its probability P. The replacement of the value for
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the chosen component (segment) is a simple process because it only has to change
its value from 0 to 1 or from 1 to 0, as appropriate.

Because of the fact that the NEC software frequently requires a considerable
amount of time to evaluate a solution, for now, secondary search is not performed.
However, a local search performed manually, to discern a possible future effi-
cient implementation of this, is carried out. For the same reason, as in previous
works [9, 8, 11, 12, 13, 14], a caching system is implemented to reduce the number
of evaluations made by the NEC software and to decrease the runtime of the EO
process.

Each time a feasible solution is found, the non-dominated procedure is activated
to update the approximated Pareto-front set found at the current iteration. If a new
non-dominated solution is found, then the pheromone level update is performed.
The EO procedure is repeated for a pre-set number of iterations. Finally, the ap-
proximated Pareto-optimal and Pareto-front sets that were found by the approach
are returned as output. Algorithm 1 shows the EO pseudocode for the bi-objective
modified meander line antenna design problem.

Algorithm 1 The EO pseudocode for the RFID antenna design problem.
1: Generate the probability vector P
2: Generate the initial pheromone structure Φ
3: Initialise a solution S with random values from {0,1}
4: if S is feasible then
5: Add S into the approximated Pareto-front set
6: Update pheromone levels Φ
7: end if
8: repeat
9: if the current solution is feasible then

10: Evaluate the fitness λ (xi) for the components of the feasible solution
11: else
12: Evaluate the fitness λ (xi) for the components of the infeasible solution
13: end if
14: Rank the components according to its fitness λ (xi) from the worst to the best
15: Select a component based on the probability of its rank P using RWS
16: Obtain a Snew by changing the value of the selected component in S to 0 or 1 as

appropriate
17: Evaluate the new solution Snew

18: if Snew is feasible then
19: Apply the NonDominance(Snew) procedure
20: if a new non-dominated solution is generated then
21: Update pheromone levels Φ
22: end if
23: end if
24: until the termination condition is satisfied
25: return the approximated Pareto-optimal and Pareto-front sets
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4 Computational Experiments

The EO algorithm was coded in the C language and compiled with gcc. The tests
were performed on a Linux workstation with a 3 GHz Core2 Duo CPU and 3.8 GB
of RAM. The NEC software was the version available in late October 2010.

The antenna attributes were the same as used in the previous works by Lewis
et al. [8] and Montgomery et al. [11]. Tests consist of six grid sizes, from 5× 5 to
10×10. All grids have a dimension of 25×25 mm and the segment width is 1 mm.
An extra segment of 6 mm in length is used to connect the dipole.

The number of iterations for the search was set to 1000. Each instance was run
three times using a different random seed. Grids from 5× 5 to 7× 7 ran an extra
search with 2000 and 3000 iterations only to observe if lower resonant frequencies
could be reached. The work at this time is exploratory and preliminary and the main
aim of this research is to prove the viability of EO for RFID antenna design and
observe its behaviour for further development.

The initial pheromone level and the pheromone decay factor were set at 0.1, as
these values have been found to be robust by Dorigo and Gambardella [4]. The
pheromone value was set at 1.

4.1 Comparison of Results

The EO results were compared with those obtained by the ACO [9, 8] and the
DE [11] algorithms. These variants are denoted as ACOq1, ACOq5, ACOq9, DE ,
DEminL. The q index for the ACO approaches refers to three different levels of greed-
iness to determine the next component to add in its constructive process; that is, the
probability that a greedy decision is made instead of a probabilistic one. On the
other hand, the DE variant minL alludes to the incorporation of a minimum length
constraint in the meander line to encourage the exploration of solutions with lower
resonant frequencies.

The objective of this comparative study is to discuss the strengths and weak-
nesses of the EO approach and the contribution that this new technique for RFID
antenna design can provide. To do this, it is necessary to consider the following
implementation differences that affect this comparison:

• The ACO and DE approaches work under the restriction of generating meander
lines, which can have different lengths. The EO algorithm, however, develops an
antenna based on the presence or absence of the segments that make up the grid
through a modified meander line that is able to create any design.

• The connection line is another aspect that has been dealt with in different ways.
The DE approach always places the connection line, which is the link connecting
the two halves of the dipole antenna, at node 1, while the ACO and EO algorithm
may make the connection at any node on the symmetrical line.

• The local search mechanism has only been implemented by the ACO approach
through the application of the backbite operator [13]. The DE and EO algorithms
have not yet implemented a local search mechanism.
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• The number of solutions produced by DE and ACO were 10100 and 10000 solu-
tions respectively. However, EO produced only between 1000 and 3000 solutions
according to the performed experiment.

• DE and ACO, are population-based techniques. The variability of new solutions
generated by population-based methods is generally greater than the single-based
methods, as is the case for extremal optimisation.

Figure 5 shows the plotted graph results for the ACO, DE and EO approaches
for the grid size 7 × 7. The remaining plotted graphs can be obtained from
http://it.bond.edu.au/evolve2012/.
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Fig. 5 Results for the 7×7 bi-objective RFID antenna design problems. This graph is indica-
tive of the performance of EO, regardless of grid size.

The first issue that can be evident in the graph is an approximated Pareto-front
set that is biased towards the objective related to efficiency. This can be interpreted
as EO generating designs with a high efficiency instead of antenna designs with low
resonant frequencies. This is evident by observing the number of solutions gener-
ated in the frequency range 1 GHz to 2 GHz. Furthermore, most of the solutions
generated in that frequency range achieved better efficiency than those generated by
the previous approaches.

Use of the S-metric [15] and the C-metric [15] can achieve a more analytical com-
parison than the visual analysis of the plotted graphs. The S-metric evaluates how
much of the multi-objective space is dominated by a given approximated Pareto-
front set. The C-metric compares two approximated Pareto-front sets by measuring
the proportion of points in one set that are dominated by the other set.

From Table 1 it can be observed that EO achieved a similar coverage of the
dominated space in comparison with the other approaches for the grids of size 5×5,

http://it.bond.edu.au/evolve2012/
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Table 1 The S-metric values for the RFID antenna design with a grid size of 5× 5, 6× 6,
7×7, 8×8, 9×9 and 10×10

Grid Size ACOq1 ACOq1 ACOq9 DE DEminL EO

5×5 49331.8 48658.8 48600.0 49326.1 48053.9 49422.6
6×6 86862.4 86557.3 86081.1 86949.5 86898.8 86319.2
7×7 48587.1 48333.5 48005.2 48583.5 47525.4 47118.1
8×8 27738.0 27738.0 27473.7 27684.6 27201.7 19713.8
9×9 48250.1 48177.5 47847.0 47835.6 46291.9 36255.8

10×10 47477.0 47333.5 47303.5 46678.4 44753.3 35810.6

6×6 and 7×7. However, for the grids of size 8×8, 9×9 and 10×10, the S-metric
indicated a lower dominated space than the ACO and DE approaches. The decrease
in the value of the metric for the three largest grids was due to the reduced number of
iterations that EO carried out (just 1000, versus 3000 performed by the three smaller
grids). This demonstrates that EO is able to find new, non-dominated solutions as the
number of iterations is increased. It is important to note that despite the similarity
of the S-metric value achieved by it, the approximated Pareto-front sets obtained by
EO is more inclined towards higher resonant frequencies than lower ones.

The C-metric values shown in Table 2 illustrate that even with the low number
of iterations performed by EO, the proportion of solutions found for this, that are
dominated by the other approaches, is less than 32%. Furthermore, this became zero
in the case of the 9× 9 grid. These values can be considered to be good, but it is
necessary to develop a deeper analysis to understand why these values are received.

Table 2 The C-metric values for grid sizes of 5×5, 6×6, 7×7, 8×8, 9×9 and 10×10

5×5 ACOq1 ACOq5 ACOq9 DE DEminL EO 6×6 ACOq1 ACOq5 ACOq9 DE DEminL EO
ACOq1 - 0.290 0.347 0.222 0.177 0.279 ACOq1 - 0.304 0.442 0.131 0.219 0.161
ACOq5 0.083 - 0.152 0.044 0.044 0.102 ACOq5 0.146 - 0.442 0.171 0.243 0.161
ACOq9 0.0 0.036 - 0.044 0.044 0.102 ACOq9 0.08 0.130 - 0.105 0.134 0.147

DE 0.027 0.2 0.173 - 0.0 0.205 DE 0.333 0.391 0.519 - 0.207 0.279
DEminL 0.013 0.163 0.152 0.044 - 0.205 DEminL 0.293 0.391 0.480 0.157 - 0.25

EO 0.027 0.109 0.065 0.066 0.022 - EO 0.04 0.072 0.038 0.013 0.024 -
7×7 ACOq1 ACOq5 ACOq9 DE DEminL EO 8×8 ACOq1 ACOq5 ACOq9 DE DEminL EO

ACOq1 - 0.285 0.229 0.559 0.397 0.301 ACOq1 - 0.0 0.517 0.689 0.656 0.066
ACOq5 0.245 - 0.208 0.623 0.479 0.290 ACOq5 0.0 - 0.517 0.689 0.656 0.066
ACOq9 0.210 0.116 - 0.537 0.397 0.107 ACOq9 0.173 0.173 - 0.655 0.585 0.016

DE 0.333 0.181 0.187 - 0.173 0.311 DE 0.269 0.269 0.344 - 0.474 0.083
DEminL 0.315 0.233 0.25 0.731 - 0.161 DEminL 0.057 0.057 0.241 0.333 - 0.016

EO 0.017 0.025 0.104 0.010 0.0 - EO 0.038 0.038 0.137 0.011 0.0 -
9×9 ACOq1 ACOq5 ACOq9 DE DEminL EO 10×10 ACOq1 ACOq5 ACOq9 DE DEminL EO

ACOq1 - 0.573 0.608 0.824 0.982 0.051 ACOq1 - 0.408 0.701 0.886 1.0 0.112
ACOq5 0.166 - 0.540 0.72 0.965 0.038 ACOq5 0.39 - 0.656 0.806 1.0 0.105
ACOq9 0.102 0.16 - 0.662 0.844 0.0 ACOq9 0.123 0.098 - 0.647 0.95 0.090

DE 0.166 0.253 0.297 - 0.87 0.102 DE 0.109 0.197 0.388 - 1.0 0.127
DEminL 0.012 0.04 0.148 0.094 - 0.0 DEminL 0.0 0.0 0.014 0.0 - 0.052

EO 0.025 0.013 0.094 0.0 0.017 - EO 0.013 0.014 0.029 0.011 0.033 -
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A possible reason for these results is because of the fact that EO creates a type of
antenna with different features to those generated by the previous works.

4.2 Manual Local Search Analysis

Previous work leant towards the creation of antennas through a continuous line that
follows the pattern of a meander path. Generally, the longer the continuous line,
the lower the resonant frequency and quicker the NEC evaluation. However, the EO
implementation investigates the free allocation of segments in the grid generating
antenna designs that do not necessarily follow any predetermined pattern. There-
fore, the probability of creating a continuous long line is lower. This feature has a
strong impact on both increasing the evaluation runtime for the NEC software and
decreasing the generation of antennas with lower resonant frequencies.

Results showed that EO was able to generate similar approximated Pareto-front
sets for runs with different initial seeds. Also, when the iterations are increased, the
approach is able to find points on the attainment surface with better convergence
and diversity. However, this improvement was not expected to reach solutions with
lower resonant frequencies.

To improve the convergence towards lower resonant frequencies, a potential lo-
cal search mechanism was analysed. The backbite local search mechanism used in
previous works cannot be applied to the EO approach as this technique is oriented
to the construction of Hamiltonian walks as in the case of a meander line. However,
EO needs a mechanism to generate, in the current modified meander line solution,
a continuous line as long as possible through the modification of one or more seg-
ments. The difficulty of performing this seemingly simple operation lies in the mod-
ified meander line generated by EO not following any predefined pattern such as a
meander line (see Figure 3). The drawn line on the grid can simultaneously produce
continuous lines, branched lines, circuits and completely isolated lines.

A heuristic that can be followed is to identify all end segment lines and to try
to add a new segment without creating a circuit. For example, Figure 6 (a) shows
the minimum resonant frequency (RF) with its associated efficiency (E) that was
found in the 5× 5 grid. Here, all end segment lines that potentially can add an
adjacent segment are identified. From these points, only segments 31 and 37 are
able to add a new segment without generating a circuit. Figure 6 (b) shows the
result when segment 32 is incorporated. It can be seen that the resonant frequency
decreases, but also there is a decrease in efficiency. A better resonant frequency is
achieved when segment 9 is added (see Figure 6 (c)). This improvement is because
the incorporation of segment 9 achieves a longer continuous line.

A special case can be given in Figure 7 (a), which illustrates when it is not possi-
ble to add an adjacent segment without generating a circuit. Here, there is the option
of removing any of the branched segment lines as can be seen in Figure 7 (b). The
elimination of one of these branched segment lines achieved a fall in the resonant
frequency. This is an interesting finding that requires more analysis; however, this
was not the only discovery. It is possible to reduce the resonant frequency even
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Fig. 6 A manual local search case for the 5×5 grid, when it is possible to add a new segment
without generating a circuit. The dashed segment represents the connection line.

1

36
15

40

2524
2 3

5 6 7 8

9 10 11 12

13 14 15 16

17 18 19 20

31

26

21

37

32

27

22

38

33

28

23

39

34

29

24

40

35

30

25

4040

5

4

9

Fig. 7 A manual local search case for the 5× 5 grid, when it is not possible to add a new
segment without generating a circuit. The dashed segment represents the connection line.
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Fig. 8 A manual local search case for the 6×6 grid, given a change to the connection line to a
different segment in the symmetrical line side. The dashed segment represents the connection
line.

more with a slight increase in efficiency, which is desirable in RFID. This is possi-
ble when segment 40 is eliminated and segments 5 and 9 are incorporated into the
circuit that is generated at the end of the continuous segment starting from the line
of connection (see Figure 7 (c)). For these two last cases, it is necessary to create
a general local search heuristic that allows for the discovery of new non-dominated
points towards lower resonant frequencies.

A third interesting case to discuss is given by analysing the solution with the low-
est resonant frequency obtained by EO for the grid size 6× 6. Figure 8 (a) shows
the antenna design and identifies the end segment lines that potentially could add an
adjacent segment. From these segments, the only one that can add a new segment
without generating a circuit is segment 16. When segment 43 is added to segment
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16, the resonant frequency has a slight decrease from 969.625 MHz to 968.875
MHz (see Figure 8 (b)). However, if the connection line is considered in the local
search process, the simple act of changing the connection point to a new position
could achieve a significant improvement in the reduction of the resonant frequency.
Figure 8 (c) shows the considerable fall in the resonant frequency from 968.875
MHz to 741.75 MHz when the connection line is moved from segment 21 to seg-
ment 55.

The incorporation of a local search mechanism is a task that requires some time
to be studied. The aim is to develop a mechanism that requires as few assessments
as possible due to the considerable amount of time required for the NEC software.
This is because the local search could multiply the number of solutions generated to
be evaluated by the NEC software by a factor determined by how many additional
solutions are generated by it.

5 Conclusions

This paper described the implementation of an EO algorithm, which was applied to
solve a real-world RFID antenna design problem.

The need to extend fitness evaluation to deal with problems that have no avail-
able information or data to perform the fitness evaluation for the components of
the solution was evident. In response to this requirement, the inseparable fitness
evaluation technique was proposed. The implementation of this technique used a
pheromone-based mechanism (borrowed from ACO) to assess the contribution of
the components of the solution.

A new representation of the solution based on the allocation of segment lines was
implemented. With this novel representation, the RFID antenna design was set out
as a KP, which allowed the generation of a new type of antenna design through a
modified meander line.

Results show that the EO is an effective and efficient mechanism to find antenna
designs with high efficiency for resonant frequencies over 1 GHz. The new scheme
of the modified meander lines generated by EO has features that the traditional me-
ander line does not, such as an increase in the antenna inductive load. However, it
is believed that these same features prevent the new approach from achieving low
resonant frequency designs, which are efficiently produced by the ACO algorithms.
For this reason, a set of mechanisms, to be implemented as extensions to the EO
approach, improving its convergence towards antenna design with low resonant fre-
quencies, were proposed.

Despite the low number of evaluations that were performed with the EO ap-
proach (between 1000 and 3000 evaluations, depending on the size of the instance)
compared with the 10000 evaluations performed by previous works, the prelimi-
nary results are very promising. A number of potential future works emerge from
the proposal. Firstly, a population-based extension of the EO approach is an inter-
esting aspect to be developed, with the aim of increasing the diversity of the solu-
tions. This improvement will be the basis for a parallel implementation of the EO
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algorithm, with the objective of reducing the considerable wall-clock time required
by the NEC evaluation software. Finally, taking into consideration the good perfor-
mance achieved by EO to find antenna designs with high efficiencies and by ACO
to find antenna designs with low resonant frequencies, a new hybrid heuristic that
uses both methods could be implemented. It is believed that with this new hybrid
heuristic, enhanced approximated Pareto-front sets could be found.

Acknowledgements. The first author is supported by a Bond University Publication
Scholarship.
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Wasp Colony with a Multiobjective Local
Optimizer for Dynamic Task Planning
in a Production Plant

Luis Fernando Gutierrez-Marfileno, Eunice Ponce-de-Leon, Elva Diaz-Diaz,
and Leoncio Ibarra-Martinez

Abstract. Dynamic task scheduling is a time-dependent optimization issue. In this
work, we modeled the process that is performed at a production plant as a task
scheduling issue, in which a production line sends trucks to a painting plant with
several stations. The objective is to attain efficient task scheduling, taking into
account three conflicting objectives: number of color changes in booths, work tar-
diness, and makespan. In order to solve this problem, we developed a hybrid tech-
nique, which comprises a Wasp Colony algorithm and a set of priority rules. Both
the problem and its solution were modeled through Agent Unified Modeling Lan-
guague (AUML) so as to achieve implementation. The results were a remarkable
decrease in the number of color changes and work tardiness and the preservation of
the number of painted trucks within an acceptable magnitude.

1 Introduction

Daily task scheduling is a time-dependent optimization problem and, where work-
load is not stationary and the environment is changing (as tasks are dynamically
created or destroyed or they appear in bursts), task scheduling should be performed
in real time and based on task attributes; the needs of future tasks are not known a
priori. This model comprises a set of specific resources (individuals, processors, ma-
chines, etc.) that are allocated to specific tasks [24]. One application of this problem
is machine scheduling for the performance of manufacturing tasks in manufacturing
companies [7].

Dynamic task scheduling algorithms require high performance when facing the
problem’s dynamic nature during the execution of production plans in the manu-
facturing shops and its goal is to optimize one or more objective functions [24].
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Currently, this is one of the most important problems for manufacturing companies.
Such algorithms should be efficient and generate feasible decisions and, at the same
time, help optimize production plans.

The first solutions for dynamic task scheduling arose within the Operations Re-
search area (Greeding Algorithms [4], Dynamic Programming [14], Branching and
Bound [3],[16]), palthough heuristic techniques (Simulated Annealing [30], Genetic
Algorithms [15], Tabu Search [26], Neural Networks [31], Evolutionary Program-
ming [17]) have been the ones that, together, have provided the best solutions.

This paper deals with the dynamic task scheduling within the manufacturing in-
dustry, where several objective functions are considered so as to approach more
to their actual modeling. Some objective functions that can be optimized are flow
time (i.e. the time that an job takes until its completion), tardiness (i.e. the time
exceeded by a job until its termination date), makespan (i.e. the duration of a pro-
duction plan) or setup (i.e. task changes during the execution of a production plan).
As a benchmark, we will use a real-world problem posed by Morley [18] which
involves a General Motors truck plant where one assembly line produces one truck
per minute; said truck is to be allocated to a paint booth. Each truck enters with a
previously assigned color, based on a job order, and the painting work takes three
minutes. The booth takes one additional minute to change colors, which generates
both a bottle neck and a waste of paint.

Morley [18], [19] proposed a simple bidding mechanism in which two agents
send requests for arriving trucks in accordance with the length of their current queue
and the color required by the last truck on the queue. In the simulation, this simple
bidding mechanism proved to be more effective than the centralized scheduler that
controlled access to paint booths (with an improvement of 10%), taking into con-
sideration only the objective function of the number of color changes (setup).

Other authors have approached the dynamic task scheduling issue. Among them,
Cicirello & Smith [9] proposed a solution by using an algorithm based on social
insect behavior, namely Wasp Colony. This metaheuristic was first proposed by
Theraulaz et al. [27] [28]; it represents a self-organization model that takes place
within a wasp colony. The wasp behavior model describes the nature of interactions
between wasps as individuals and their local environment with respect to task as-
signment. Their colony self-organized task scheduling model uses what is referred
to as response thresholds. An individual wasp has a response for each wasp nest
zone. Based on the wasp threshold for a given zone and the amount of stimulus
of the brood located in that zone, a wasp can or cannot undertake the feeding task
in such location. A lower threshold in a given zone equals a greater probability of
undertaking an activity when a stimulus is given.

The Cicirello & Smith [9] model integrates two algorithms, one for allocating
work to resources, namely routing wasp, and another one for scheduling produc-
tion, namely wasp scheduler. Like Morley [19] Cicirello [9] only looks forward to
optimizing the number of task changes accumulated by the manufacturing system.

Nouyan et al. [21] retake the approach used by regarding Cicirello & Smith
[9] Morley’s model [19] and propose four modifications to said algorithm: the
manner in which the thresholds are refreshed, task priority calculation, probability
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calculation so as to obtain a job, and a way to foster idle resources to participate in
task request. They also extend the dynamic threshold model used by Theraulaz et al.
[27] in order to solve the heterogeneous case in which different booths may require
different processing times for completing a similar task.

Cao et al. [8] also worked based on the approach made by Cicirello & Smith [9]
and modify both the routing algorithm, changing the form in which the probabil-
ity of selecting a task is calculated, and the scheduling algorithm, modifying how
hard the bidding is done for certain task. Also, they propose a multiagent system
architecture for implementing their approach.

In Cicirello & Smith [9], the function to be optimized is the minimization of color
changes in the booths; in Nouyan et al. [21] and in Cao et al. [8], the function to be
optimized is the minimization of the makespan.

The objective of this paper is to develop a hybrid algorithm that combines the
Wasp Colony bio-inspired metaheuristics with a set of priority rules so as to at-
tain the simultaneous optimization of the objective functions: setup, tardiness and
makespan, using the problem posed by Morley [18] which is located within a dy-
namic task scheduling environment at a manufacturing company.

Section 2 represents the task scheduling issue, its model and characteristics. Sec-
tion 3 shows the production system elements, their constraints and resource op-
eration rules. Section 4 shows our solution proposal, based on a hybrid between
the routing wasp algorithm and a set of heuristic rules that perform dynamic task
scheduling, and defines the applied multiobjective focus. Section 5 shows an ex-
perimental analysis that presents improvements in performance obtained by the hy-
bridization proposed with respect to the previous work [9]. Section 6 presents our
conclusions.

2 Job Shop Scheduling Problem

The job shop scheduling is an optimization issue which can be formalized through
its mathematical model [14]:

Given sets: M = {M1,M2, ...,Mm} of machines, J = {J1, ...,Jn} of jobs, and
O = {Oi j|i = 1, ...,μ j, j = 1, ...,n} operations.

Where m is the number of machines, n is the number of tasks, μ j is the number
of operations of task Jj, and μ = max jμ j.

Operation Oi j is the ith operation of task Jj which requires a given processing
time over machine Mκi j ∈M , where κi j indicates the machine that shall process
operation Oi j, for an uninterrupted period of a given pi j length.

Should the time to complete operation Oi j be defined as Ci j , then one of the pos-
sible objective functions is to produce a plan that minimizes the maximum termi-
nation time, Cmax = maxi, jCi j whose optimum value is defined by C∗max also named
makespan.

Operation Oi j requires the exclusive use of Mj in an uninterrupted duration pi j,
which is the processing time, and where preemption is not allowed.
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The problem is characterized as follows: Each machine can only process one
operation at a time, and each task can only be performed by not more than one
machine at a time in an order provided by a predefined technological sequence of
machines.

The starting and due times of one operation Oi j is denoted by si j and ci j respec-
tively, and where a schedule is a set of due times of each operation {ci j|1 ≤ i ≤
n,1≤ j ≤ m} that satisfies their constraints.

The predefined technological sequence for each job can be collectively given as
a matrix {Tjk} in wich Tjk = r corresponds to the kth operation O jr of job Ji of
machine Mr.

This is a rather wide problem that may derive in different subproblems depending
on the considered restrictions and characteristics of each case, reason why most of
them are complete NP problems [2].

The description of a specific task planning problem in a plant can be performed
through the following information:

• The description of the job arrival process (A)
• The number and type of machines that integrate the job shop (B)
• The description of the plant’s floor flow pattern (C)
• The criteria with which these production plans are assessed (D)

The notation used by these for parameters so as to define a planning problem is then
A/B/C/D [10].

For Morley’s [18], problem, including our solution proposal, the notation is:

n/m/R/Cmax,Tmin,Smin

where n is the number of trucks to be painted, m is the number of paint booths, R
is the random arrival of trucks to the booths and, last, the objective functions to be
optimized: makespan, tardiness and number of paint color changes.

In this case, the integrated workshop production system plant flow problem is
defined by the number of parallel multipurpose machines (paint booths) that can
process the same number of different types of works (painting trucks in different
colors), although with a refreshing cost by machine, from one type of job to the
other.

3 Plant Description in Morley’s Problem

Morley’s problem [18], involves the dynamic allocation of jobs to booths in a real
General Motors factory, where the production line produces trucks that enter the
paint plant and are allocated to the queue of some of the booths located at the end
of the manufacturing line and where each queue has a truck limit. When the queues
are full, the following truck should wait in a storage area until it can to be processed
by the system.
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The production system that will be worked on is formed by the different elements:

• One assembly line where trucks ready to be painted come from
• One series of paint booths capable of painting in different colors
• One area where trucks that cannot be serviced by the booths are stored in

Constraints in Morley’s Production System: The production system allocates
each truck that leaves the assembly line to one paint booth, taking into consider-
ation the following elements:

• The time of arrival to a paint plant is of one truck per time unit.
• There are seven booths in the paint booth.
• Each booth has a process queue for 3 trucks at most.
• Painting a truck takes 3 time units.
• There are 14 different paint colors.
• Each truck requires a specific paint color and arrives with no order.
• Approximately 50% of trucks require the same color.
• The remaining 50% requires colors randomly distributed among the other 13

colors.
• One paint booth can only use one color at a time and there is a paint update cost.
• The update cost is of one time unit.

Paint Booth Operation Rules: the following three considered rules are established
in this order:

• Allocate one truck to the booth with shorter queue (with space) whose last truck
is of the same color as the next one (if such booth exists).

• Allocate the truck to the booth with an empty queue, if there is one.
• Allocate the truck to the booth with a shorter queue (with space), if there is one.

Each booth uses one color at a time and changing a color requires a cost related to the
time necessary for making the change (and also to the wasted paint). When a color
update is made, the wasted paint amounts are significant (between 1/6 and 1/8 of that
required for each vehicle, according to Braslaw [7]). This shows the importance of
handling a control policy when allocating trucks to paint booths which minimizes
color changes. Attaining this objective is not easy, as the colors required by the next
trucks are not known and there are unexpected events, such as booth failures and
others, present.

4 Solution Proposal

Our solution proposal is based on a multiagent system which is formed by agents
related to the booths that bid for the trucks that arrive from the assembly line,
and where the winning agent is the one presenting a greater probability value.
When all agents are busy, the trucks are sent to a warehouse (storage), where they are
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allocated to virtual queues in accordance with their color; every certain time, booths
that paint with the same color are searched for so as to be assigned warehouse truck
groups with that same color. For the job routing algorithm, we start from the solution
approach proposed by Theraulaz [27] [6], which is based on the Wasp Colony Algo-
rithm and, for the scheduling function, we added a series of priority rules that make
up a local optimizer, which controls the allocation of trucks that are in the ware-
house, taking into consideration a multiobjective focus for improving the system’s
performance

4.1 Wasp Colony Algorithm

Theraulaz’ [27] work shows a self-organization model inside a wasp colony, where
the author describes the behavior and nature of the interactions between wasps, as
individuals, and the local environment with respect to the allocation of tasks through
response thresholds. Each wasp has a response threshold for each nest zone and,
depending on the amount of stimulus that is emitted by the brood located in that
zone; the wasp may or may not perform feeding tasks. A low threshold in a given
zone amounts to a greater probability of undertaking an activity when a stimulus is
given. The threshold may be fixed in time [5], or it is possible to consider that the
threshold falls during time periods in which the task is performed or increased [6].

In Cicirello & Smith [9], the response threshold is a bias to respond to a stimulus
more than a specific response degree. Taking this into consideration, the system uses
the wasp’s behavior model and the response threshold so as to formulate an adaptive
policy so as to decide whether to bid or not for a job.

In the wasp behavior model, when two individuals of a colony meet, there is a
possibility that they interact in a dominance competition. Should this interaction
occur, the wasp with higher social rank has greater probability of dominating the
interaction. Through these interactions, the colony’s wasps self-organize in a domi-
nance hierarchy.

[27] incorporates this aspect to its system in order to determine the winning bid.
In other words, when two or more routing wasp choose the same job, the winner
is selected through the dominance bidding. The wasp colony model puts two algo-
rithms together: one routing wasp (which updates the thresholds and decides what
job it will bid for) and a wasp Scheduler (which determines the priority of each job).

4.2 Routing Wasp Algorithm

In the problem posed by Cicirello & Smith [9], each booth has a routing wasp related
to it; said routing selects the jobs that are to be bid for so as to attain a possible
allocation to its queue, and each routing wasp has a set of thresholds similar to
those in the actual wasp model.
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4.2.1 The Routing Wasp Behavior Mathematical Model:

The routing is in charge of selecting which truck it will request for a possible al-
location to its related booth queue. Each routing wasp has a set of thresholds very
similar to the underlying behavior model of an actual wasp:

Θw = {θw,0, ...θw, j} (1)

where θw, j is the response threshold of routing wasp w a to jobs of type j.
The trucks inside the system that have not been allocated to a booth and that

await to be allocated irradiate a stimulus S j to all the routing wasp; said stimulus
is proportional to the time awaited by the truck for an allocation to a booth. The
longer the truck stays without an allocation, the stronger the stimulus it will emit. A
routing wasp w may bid for a job that emits a stimulus S j with probability:

P(bid|θw, j,S j) =
S2

j

S2
j +θ 2

w, j

(2)

Otherwise, it should not bid. Threshold values θw, j may vary within range
[θmin,θmax] . At all times, each routing wasp knows what its booth is doing, in-
cluding: the color of the truck that is being processed, the state of its queue, whether
the booth is performing an update or not, and whether the booth is idle or not. This
response threshold update occurs in every step. Should the booth be currently pro-
cessing a truck of color j or should it be in the process of updating to a truck of
color j, then θw, j is updated in accordance with:

θw, j = {θw,0− δ1} (3)

Should the booth be processing or updating painting with a color different than i
then the update is performed in accordance with:

θw, j = {θw,0 + δ2} (4)

And, should the booth be currently idle and its queue be empty then, for all the
trucks of color i, the routing wasp adjusts response threshold θw, j in accordance
with a:

θw, j = {θw,0− δ t
3} (5)

where t is the time the booth has been idle and is an exponent, and δ1, δ2 and δ3

are system constants. This is why the response thresholds currently in progress for
the color truck are reinforced for encouraging the routing wasp to make a bid for a
similar color; in the meanwhile, the response thresholds for trucks of other colors
that are currently not being worked are adapted so as to discourage routing wasp
from bidding for those other colors. This routing wasp specialization (i.e., that of
the booths) helps to minimize the update times. The first two forms in which the
response threshold is updated (equations 3 and 4) are analog to those of the actual
wasp model ([5], [28]). The third equation (equation 5) is included for encouraging
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a routing wasp related to an idle machine to engage any job that it may have in order
not to remain idle. This last update rule acknowledges that, although specialization
may reduce the update time, overspecialization of a type of job with low demand
may result in a low system response.

4.3 Priority Rules for Scheduling

Once the form of allocation of trucks through the routing wasp algorithm to booths
is defined, the following priority rules are established for scheduling the jobs:

(i) If the truck was not routed to any booth, it is allocated to the waiting queue
(warehouse) of the system and placed within a logic queue depending on its
color

(ii) Its stimulus S is increased by steps as the waiting time passes along.
(iii) Once 4 trucks of the same color have been accumulated in the waiting queue,

a revision is made whether any of the booths is working with that color and
the trucks are allocated to said queue with a stimulus value greater than those
that may be at the process queue of said booth, with which they get before
any others that may be on that same queue and enter directly into the booth.

4.4 The Multiobjective Optimization Focus

Generally, the literature on this subject (production scheduling) looks forward to
optimizing only one objective function. For instance, scope, delay percentage, etc.
This is due to the difficulty of the problem when more objective functions to be op-
timized are added at the same time, although, in many cases, there are real problems
that involve two or more conflictive objectives.

The multiobjective optimization problem is such that it is necessary to find the
vector of decision variables that optimize one objective function vector and satisfies
some restrictions.

According to [1], it is necessary to optimize vector F(−→x ) subject to:

Ω = {−→x ∈ Rn|G(−→x )≤ 0} (6)

Where:
−→x is the vector of decision variables (x1, ...,xn)
F(−→x ) is one vector of objective functions ( f1(

−→x ), ..., fK(
−→x )

which are functions over Rn and Ω is a non-empty set in Rn

Vector G(−→x ) represents the restrictions that may be explicitly handled.
As for the decision-making form, the multiobjective optimization problem can

be faced in the following ways [29]:

• A priori (Decide −→Search) Decision making precedes optimization, combines
the different objectives in one step cost function, and converts the problem into a
single-objective issue.
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• A posteriori (Search−→Decide) Decision making is made after the optimization
has reached a set of equally feasible solutions, named Pareto’s optimal set.

• Progressive (Search ←→ Decide) Decision making is performed together with
optimization, through the supply of partial information over the precedence of
criteria. This information is integrated within the same solution algorithm. It is
an intermediate focus between the other two.

In this case, we employed the a posteriori focus, generating a Pareto front of solu-
tions and then that which improves the number of updates (minimum), the average
tardiness of jobs (minimum) and the production output (maximum) is selected.

4.5 System Modeling

Once the proposed solution components were defined, we created a model so as
to implement the computer system that simulates the manufacturing process from
Morley’s [19] problem. In order to create the model, we will use modeling tool
AUML [13] which is an extension of UML which allows the developer to pass
from software development to agent development. There are examples of the model
components shown below.

Cases of use: Use cases are means for specifying the system’s required uses
[12]; in the following case, paint booths and the wasp router are related through the
process of bidding for one truck that leaves the assembly line.

Process name: Choose truck to bid
Description:: Each booth in the system has an associated Routing wasp.

Each Routing wasp is in charge of selecting which trucks it
will bid associated booth.

Actors: Assembly line, Routing wasp, Paint booth.
Trigger: After bidding for a truck, the Routing wasp allocates it to its booth.
Normal course: 1. The assembly line sends a truck to the queues of booths

for its paintwork
2. Routing Wasp bid for jobs.
3. The winning Routing Wasp allocates the truck to the

booth of its associated booth.
Alternate course: None

The following example of case of use shows the activity that involves sending
the truck to the warehouse between the assembly line and routing wasp.

Process name: Send truck to storage
Description: If the Wasp Router does not accept the truck, then it is sent

to the warehouse.
Each wasp router is in charge of selecting which trucks it
will bid for; nevertheless, if none of them has space in its
queue, the truck is sent to a warehouse.
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Actors: Assembly line, Routing wasp, Warehouse.
Trigger: If no router accepts the truck, it is then sent to the

production system warehouse.
Normal course: 1. The assembly line sends a truck to the queues of booths

for its paintwork.
2. Routing wasp do not bid for the truck.
3. The truck is sent to the warehouse.

Alternate course: None

The following example of case of use shows the activity that involves sending a
truck of color i from the assembly line to the routing wasp.

Process name: Send truck to color i
Description: From the assembly line, each truck may require any of the 14

colors and arrive without any order in particular
Actors: Assembly line, Routing wasp
Trigger: The arrival of a truck with a specific color.
Normal Course: 1. A truck above the assembly line.

2. The assembly line sends a truck of color i to all
the routings wasp.

Alternate Course: None

Class diagrams. Taking into consideration the previous characteristics, the agent
class diagram [12] where agent stereotypes were employed (in this case, reactive
agents that respond to environmental changes) was prepared, specifying the follow-
ing attributes:

• Perception - through which the agent receives physical or social information from
the environment (private).

• Interaction - enables the agent to interact and communicate with others in direct
or indirect (public) form.

• Abilities - specific knowledge of the agent for performing actions (private).
• Action - actions performed over the environment (private).

The assembly line, paint booths and warehouse are objects that compose the en-
vironment of the multiagent system, which has association relationships, although
said relationship is no longer strong, reason why its life lines do not depend on one
another. Figure 1 shows an Agent Class diagram

State Diagram. The state diagram provides the graphical representation of discrete
behavior through finite state transition systems and is focused on the changing state
of the system that is controlled by events. In this case, the example shows the states
that may be assumed by each paint booth, which go from idle up to full queue.
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Fig. 1 Agent Class Diagram

Interaction Diagram. The interaction diagram shows the interaction focused over
the sequence of messages that are exchanged, along the occurrences of their corre-
sponding events over the life lines [23]. Figure 2 shows the diagram of interaction
between the Assembly Line, Routing Wasp, Paint Booth and Warehouse (Storage).

Fig. 2 Interaction diagram

Activity Diagram. The protocol between elements will be specified through an ac-
tivity diagram [22] the truck allocation process uses a paradigm based on the market
where the wasp router bids for taking trucks of the assembly line. This triggers a
stimulus mechanism in time as it passes along; if this is not taken into account, the
stimulus increases. The generated protocol is shown in figure 3.
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Fig. 3 Routing Bidding Process Activity Diagram

Time Domain Modeling. In this part, the times and rules of propagation as time
passes along are described for the model. Temporary restrictions are related to the
time trucks have to stay in the system [11]. Here, we define the type of temporary
restrictions considered in this work.

• Time Domain: Discrete
• Propagation Rule: Periodical
• Dependences between Time Domain: Synchronized
• Types of Temporary Constraints: Timed

5 Experimental Design

A description of the implemented problem is shown below.
Problem parameters:
Seven paint booths and 14 colors.
Each booth starts with a randomly selected color. The queue is limited to three

trucks.
Trucks arrive, one by time unit.
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The painting time is of three time units per truck.
If the queue is full, the Routing Wasp will try to prevent its queue from reacting

to the stimuli from the trucks.
Initial values θw, j are randomly selected in relation to initial booth w and the

painting color. c.
If c = j then the initial value for θw, j is θmin

In any other case, it is randomly selected from the interval [ θmax
2 ,θmax]

If a truck j cannot be assigned to any of the booths k, it is sent to the waiting
queue (warehouse) and it is assigned to the virtual queue of its same color.

The stimulus S that is emitted by a truck j is increased by steps as time units tx
pass along in accordance with the following pattern:

S j = (1{t1, t2},2{t3, t4},3{t5, t6},4{t7, t8},5{t9, t10},6{t11, t12},7{t13, t14})

The algorithm parameters are defined as:
The update of thresholds occurs during 1/4 of the time unit. The simulation ex-

periment was run during 1000 time units

• δ1 = 100
• δ2 = 10
• δ3 = 1.05

Table 1 System Performance

> Performance measures > Cicirello & Smith Algorithms > Multi-objective

Setups 302 171
Average tardiness 6 6.9
Makespan 994 967

The result was obtained through 100 independent simulation runs and table 1 shows
the average values of the updates (paint changes), tardiness, production times and
total throughputs.

6 Conclusions

This paper presents a hybrid job shop scheduling system originally based on the
works of Bonabeu [6] and Cicirello & Smith [9] applied to a real problem (Morley
[18]).

The solution is obtained by an algorithm referred to as wasp colony, based in the
natural behavior of these insect societies. The algorithm is integrated by a routing
and a scheduler; this work employs the routing specified in Cicirello & Smith [9]
and the scheduler’s algorithm is modified through a series of priority rules that make
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up a local optimizer, which allow decreasing the number of updates required for
finishing a lot of products. Also, the modification to used not affect significantly the
tardiness of jobs and the total number of finished jobs, looking for a commitment
between the objectives.

An analysis of the production system modeling of Morley’s problem is realized
and the proposed model is implemented and used. The AUML language is used in
order to make up the multiagent system that operates in the job shop scheduling
problem.

As a future work, we intend to incorporate the analysis of cases in which re-
sources may fail and verify the robustness of the proposal.
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Optimization Metaheuristic for Software Testing

Nashat Mansour, Hratch Zeitunlian, and Abbas Tarhini

Abstract. This paper presents an evolutionary method for testing web applications.
Although state-based testing has been reported, few papers have addressed modern
web applications. In our work, we model web applications by associating features
or web pages with states; state transition diagrams are based on events representing
state transitions. We formulate the web application testing problem as an optimiza-
tion problem and use a simulated annealing (SA) metaheuristic algorithm to gen-
erate test cases as sequences of events while keeping the test suite size reasonable.
SA evolves a solution by minimizing a function that is based on the contradictory
objectives of coverage of events, diversity of events covered, and definite continuity
of events. Our experimental results show that the proposed simultaneous-operation
SA gives better results than an incremental SA version and significantly better than
a greedy algorithm.

1 Introduction

During the past decade web applications evolved significantly. A new dimension of
web technology, known as Web 2.0, was depicted where web applications are no
longer static pages but lighter client applications. In Web 2.0 the web is approached
as a platform, and software applications are built upon the web as opposed to be built
upon the desktop [1]. The web development technologies changed into technologies
that rely heavily on client side code.

Web 2.0 applications are heavily built around several technologies such as AJAX
(Asynchronous JavaScript and XML), rich media content, widgets, and third party
applications that can be executed within webpages, Webparts, Portlets and similar
HTML units. Applications developed with AJAX technology provide the user with a
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rich dynamic interface that enables responsive interaction through light client soft-
ware where the user is capable of controlling the content of the website through
asynchronous request and responses resulting in a new page that is updated dynam-
ically through the Document Object Model (DOM) [2].

The new Web technology introduces additional challenges to the already hard
task of Web application testing. In addition to the searchability and accessibility, we
have to test the dynamic user interface elements and states to find abnormalities and
errors [3]. Thus, existing Web testing methods [4,5,6] are not adequate to Test Web
2.0 applications.

In this paper, we propose an effective state-based testing method which is de-
signed to handle the complexity of the Web 2.0 application. This method is based
on deducing Web page states and generating the equivalent state chart. Then, we
use a metaheuristic approach based on simulated annealing to simultaneously gen-
erate a controlled number of test cases with maximum diversity and coverage, and
then compare the results with those of other strategies. Simulated annealing is a
single-solution-based well-established metaheuristic that has been used for solving
many real-world problems. It has exhibited faster processing than population-based
metaheuristics [7,8].

2 Related Work on Testing Web Applications

There exist several functional testing tools proposed by the industry for testing Web
application. Some tools rely on capture/replay facilities which allow functional test-
ing [9]. They record the interactions that users have with the graphical interface and
repeat them during regression testing. However, they do not detect the failures in
meeting the functional requirements. Other tools rely on discovering and systemat-
ically exploring Web-site execution paths that can be followed by a user in a Web
application [10]. Further approaches to functional testing are based on user session
data to produce test suites [11] others are based on HttpUnits where the application
is divided to HttpUnits and tested mimicking web browser behavior [12]. HttpUnit
can be used for unit testing and it is best suited for the implementation of func-
tional tests and acceptance tests; however, it is not practical for typical Web layer
components like JSP pages, servlets, and other template components. Liu et al. [13]
propose a formal technique that models web application components as objects and
generates test cases based on data flow between these objects. Ricca and Tonella
[14] present a test generation model based on the Unified Modeling Language. In
fact, these techniques extend traditional path-based test generation and use forms of
model-based testing, but can be classified as “white-box” since the testing models
are generated from the web application code.

The major challenges for the techniques of testing web applications with dy-
namic features are how to model the application and what algorithm can be used in
order to select the test cases from a huge number of possibilities. Not much research
has been reported on testing web applications with dynamic features using state
transition diagrams. Marchetto et al. [15] proposed a state-based testing technique
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designed to address the new features of Web 2.0 applications. In this technique, the
DOM manipulated by Ajax code is abstracted into a state model where callback
executions triggered by asynchronous messages received from the Web server are
associated with state transitions. The test cases are generated from the state model
based on the notion of semantically interacting events. Empirical evidence shows
the effectiveness of this kind of testing in finding faults. However, this technique
generates a very large number of test cases that could limit the usefulness of the test
suites. Another proposal by Marchetto et al. [3] addressed this problem. They pro-
posed a search-based approach based on a hill-climbing algorithm to generate test
sequences while keeping the test suite size reasonably small. In order to preserve a
fault revealing power comparable to that of exhaustive test suite, they aimed to max-
imize the diversity of the test cases by introducing a measure of test case diversity
instead of exhaustively generating all test cases up to a given length k, and selecting
the most diverse test cases, without any constraint on their length k.

3 Testing Web Applications

The dynamic features of Web 2.0 add more complexity to the already hard task
of web application testing. The complexity is found in the absence of traditional
navigation paths. A complete Web 2.0 web application can be made from a single
page whose content and functionalities change by asynchronous server calls raised
by the user interaction with the application, which changes the state in the client site,
resulting in a dynamic DOM. It is not possible to walk through the different states
of the dynamic page since there is no unique URI assigned to a specific variant of
the dynamic page, unlike in traditional web applications where we have an explicit
and unique URI for each Web page and each variant of a dynamic web page.

To test Web 2.0 applications and to cover the dynamic aspects of the Web 2.0,
widgets, third party applications that can be executed within WebPages, Webparts,
Portlets and hypermedia , we suggest a state based testing strategy that will dynam-
ically generate a finite state machine from a web application by extracting semanti-
cally interacting events [15] that produce state changed in the user interface. From
the inferred graph test cases, a sequence of events will be generated. However, gen-
erating test case sequences from the finite state machine can lead to a very large
number of test cases in the test suites. This is why Marchetto et al. [3,15] suggested
a search based approach to generate long sequences of events while keeping the test
suite size reasonably large using a hill-climbing algorithm. The problem with this
algorithm is that the solution will be a local optimum rather than being a global
optimum.

The objective of our research is to develop a more effective state based testing for
a Web 2.0 application that will cover its dynamic features. This testing approach is
based on a search-based algorithm rather than exact graph algorithms for traversing
the events in the state-based graph model. The reasons behind this decision are: (a)
often, when browsing or traversing through the functionalities of a web application,
we end up visiting the same application state more than once, thus resulting in a
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partial loop-like sequence; (b) the objective of our research is develop optimal or
good suboptimal test suite that reduces the number of test cases and not merely a
set of sequences of events/edges in the graph; (c) although depth-first-search (DFS)
graph algorithms can guarantee graph coverage but they do not guarantee diver-
sity, nor do they allow elimination of some events/edges; (d) DFS would generate
a number of test cases but without prioritization and without including significance
weights of events; (e) DFS will start from a root, i.e. test sequences will start from the
same state, which is not the case in web applications where users can start travers-
ing the site from any state through a saved hyperlink; (f) DFS does not allow loop
traversals.

4 State Graph Modeling

Extracting a state graph form a Web 2.0 application is not a direct and simple task.
The main challenge is the absence of traditional navigational paths. This is because
in Web 2.0 there is no unique URI assignment to a specific variant of the Dynamic
Page, unlike traditional web applications where each web page state in the browser
has an explicit URI assigned to it. Moreover, an entire Web 2.0 application can
be created from a single web page where User Interface (UI) is determined dy-
namically through changes in the DOM initiated by user interaction through asyn-
chronous server calls. Further, Web 2.0 application may contain third party HTML
units, user shared data, widgets and media content that are added to the applica-
tion simultaneously during execution. To overcome the above mentioned challenges
our testing mechanism will reconstruct the user interface states, and generate static
pages having navigation paths each with unique URL. These static pages will be
used to conduct state-based testing [15].

To achieve the static-like pages we need a tool that will execute client side code,
and identify clickable elements which may change the state HTML/ DOM within
the browser. From these state changes, we will build our state graph that captures
the states of the user interface, and the possible transitions between the states.

4.1 State Graph

Our model must reveal all user interface state changes in Web 2.0 application. Thus
the model must record all navigation paths/semantically interacting event of the
DOM state changes. This can best be represented by a State Graph which is defined
as follows:

Definition 1 A State Graph for a Web 2.0 site A is a 4-tuple <r,V,C, E> where:

(i) r is the root node representing the initial state after A has been fully loaded
into the browser.

(ii) V is a set of vertices representing the states. Each v ∈V represents a run-time
state in A.
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(iii) C is a set of clickable elements that enables the transition from one state to
another.

(iv) E is a set of edges between vertices. Each (v1,v2) ∈ E represents a clickable
c ∈C connecting two states if and only if state v2 is reached by executing c in
state v1.

Definition 0.1. Semantically interacting events: Events e1 and e2 are interacting se-
mantically if there exists as state S0 such that their execution in S0 does not com-
mute, i.e., the following conditions hold:

S0 =>e1:e2 S1

S0=>e2:e1 S2

S1<>S2

where S0 , S1, and S2 are any states in the state graph of the web application.

The notion of pair of semantically interacting events can be easily generalized to
sequences.

Definition 0.2. Sequence of semantically interacting events: The event sequences
(e1,. . . en) is a sequence of semantically interacting event if every pair of events in
the sequence is pair of semantically interacting events according to Definition 0.1.

4.2 Building the State Graph

Two issues are to be considered while building the state graph. First we need to
detect the event-driven elements; next, we need to identify the state changes. The
state graph is created incrementally; initially, the state graph contains only the root
state. Additional states are appended to the graph as event-driven elements are
traced/invoked in the application and state changes are analyzed. In the following
subsections, we detail how event-driven elements are detected and state changes are
identified.

4.2.1 Detecting Event-Driven Elements

In order to detect even-driven elements, we suggest a candidate list of elements
that responds to events (clickable events). For example, <div>, <input>, <a>,
and others may respond to events like (Click, Doubleclick, Mouseover). Once an
HTML page is loaded, we access the HTML elements through the DOM and detect
the event-driven elements by checking whether each element in the DOM belongs
to the suggested candidate list of clickable events.

4.2.2 Identifying State Changes and Inferring the FSM

Once a candidate element is detected, we execute the event attached to that element.
In order to determine whether the execution of the event results in state change, we
compare the version of DOM-tree after firing the event and the DOM-tree version
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just before firing that event. If the execution of the event results in state change,
we check whether the resulting state is already covered in the graph. If the state
hasn’t been covered, the new state is added to the graph, and an edge representing
the executed event will connect the two states. If the state is already covered, an
edge will be added between the states. Similarly all clickable elements will be de-
tected and executed, and the FSM generated covering all functionalities the Web 2.0
Application included.

5 Simulated Annealing Algorithm

The simulated annealing algorithm (SA) simulates the natural phenomenon by a
search (perturbations) process in the solution space optimizing some cost function
(energy) [16]. It starts with some initial solution at a high (artificial) temperature and
then reduces the temperature gradually to a freezing point. In the following subsec-
tions, we describe how we generate test sequences of semantically interacting events
using the simulated annealing algorithm; an outline of the SA algorithm is given in
Algorithms 1 and 2. In our work, we choose simulated annealing, in contrast with
hill-climbing [3], in order to generate test sequences because it allows uphill moves
which will force the solution to jump out of a local minimum a more promising
downhill, in a controlled way.

Algorithm 1 Outline of the SA Algorithm
1: Initial configuration = Sequence of events from the state graph;
2: Determine initial temperature T (0);
3: Determine freezing temperature T f ;
4: while T (i)> Tf and not converged do
5: repeat
6: Generate function();
7: until several times (multiple of the number and size of required test cases)
8: save best sofar();
9: T (i) =Θ ·T (i);

10: end while

Algorithm 2 Procedure Generate function()
1: perturb();
2: if ΔOF1≤ 0 then
3: update();{/*accept*/}
4: else if random() < exp(−ΔOF1/T (i)) then
5: update(); {/*accept*/}
6: else
7: reject perturbation();
8: end if
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5.1 Solution Representation

Our solution is represented as a configurationC, which is implemented as an array of
variable-length test cases. Each test case is represented by a sequence of a maximum
of K events derived from the state graph. The length of the array is K ·N, where N
is the maximum number of test cases required in the solution. To allow variable
length of test cases, we introduce a random number of fake edges into our set of
valid events. These fake edges, called “No Edge”, will play the role of space holder
in the array.

5.2 Energy Function

The energy function measures how good the current configuration is. We based
the energy function on three major weighted factors. The weights represent the
importance of each factor. The three factors are Continuity, Diversity and Coverage.

Continuity: When testing event based applications it is very important to test a
continuous set of events. In fact, test cases with longer continuous sequences of
events have higher capability of revealing faults. In our SA strategy, we want to
minimize/eliminate the discontinuity (DC) of events in a test case. We calculate
discontinuity by checking the events in every test case and incrementing the value
by one whenever discontinuous events are found.

Diversity: Diversity is an important factor which guarantees that test cases will
cover events from the entire scope of the web application, and not just concentrate
on events from a certain part. Hence, we guarantee equally distributed events within
the entire test suite. In this work, we will be minimizing the Lack of Diversity by
calculating the average frequency of events in the entire test suite. Thus, given a test
suite S, composed of a set of test cases based on semantically interacting sequences
of events, its Lack of diversity (LDiv) is computed as follows:

LDiv =
√
∑

e∈Events
(Fe−Favg)

2 (1)

where: e is an event that belongs to the set of events Events, Fe is the execution
frequency of event e, and Favg is the average frequency of event e computed over
the entire test suite.

Weighted Coverage: In Web 2.0 applications, end users and third parties can
change the content of a web page dynamically by injecting HTML code or web
widgets through their interaction with the site. Thus, some events would have higher
importance than other events; accordingly, we may control or even limit some
functionality from being included in our testing plan by allowing a measure of im-
portance on events that are part of the original web application, compared to injected
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events or functionality into the web application. The importance of events is repre-
sented by pre-defined weights assigned to every event. Again we want to minimize
the value of the unimportant events and this value is calculated by checking if an
event is covered in the test suite and multiplying it with its importance or weight.
The weighted coverage is given by

WC = ∑
e∈Events

(We ·Ce) (2)

The Energy function is represented as:

E = α × 1
WC

+β ×LDiv+ γ×DC, (3)

where α , β , and γ are user-defined weights for weighted coverage, diversity, and
discontinuity respectively.

Note that different values can be assigned to the weights in E. These weights are
important for selecting test cases. They might be contradictory; that is, by increasing
one of these weights, say α , the solution will improve in minimizing one factor
(discontinuity) while it might increase the other factors. These weights will allow
flexibility in using our proposed solution algorithms to suit the user’s particular
choices or requirements for different instances of the problem.

5.3 Metropolis Step and Feasibility

An iteration of the Metropolis step, Generate function(), consists of a perturbation
operation, an accept/reject criterion, and a thermal equilibrium criterion. Perturba-
tion in our strategy is done randomly by selecting an event within a test case and
substituting it with a randomly chosen event from the Events Set.

The acceptance criterion checks the change in E due to the perturbation. If the
change decreases the objective function, the perturbation is accepted and C is up-
dated. However, if the perturbation causes the objective function to increase, it is
accepted only with a probability e−ΔOF1/T(i). The main advantage of this Monte
Carlo algorithm is that the controlled uphill moves can prevent the system from be-
ing prematurely trapped in a bad local minimum-energy state. Note that for lower
temperature values T(i), the probability of accepting uphill moves becomes smaller;
at very low (near-freezing) temperatures, uphill moves are no longer accepted.
The perturbation-acceptance step is repeated many times at every temperature af-
ter which thermal equilibrium is considered to be reached.

Perturbations can make C infeasible if they violate the definition of continuity.
But, the formulation of the energy function E accounts for this infeasibility problem.
The last term in E, DC, can be assigned a large weight, γ , so that infeasibility is
severely penalized. Thus, infeasible test cases will be prevented at low temperatures.
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5.4 Cooling Schedule

The cooling schedule is determined by running a heuristic algorithm that deduces
the starting and freezing temperatures with respect to the number of Uphill Jumps.
The initial temperature T (0) is the temperature that yields a high initial acceptance
probability of 0.93 for uphill moves. The freezing point is the temperature at which
such a probability is very small (2-30), making uphill moves impossible and al-
lowing only downhill moves. The cooling schedule used in this work is simple:
T (i+ 1) = θ ·T (i), with θ = 0.95.

As the annealing algorithm searches the solution space, the best-so-far solution
(with the smallest energy value) found is always saved. This guarantees that the
output of the algorithm is the best solution it finds regardless of the temperature it
terminates at. Convergence is then detected when the algorithm does not improve
on the best-so-far solution for a number of temperatures, say 20, in the colder part
of the annealing schedule.

6 Experimental Results

In this section, we present the results of generating test cases using SA algorithm
and compare them with the results of incremental simulated annealing and greedy
algorithms. Incremental SA generates test cases one at a time rather than all tests
simultaneously. These algorithms are applied on a state graph with 106 events. We
generated a test suite of 40 test cases; each test case has a maximum of 6 test events.
To simulate variant-length test case size, we appended 10% Fake Edges (‘No Edge’)
to the list of events.

Figure 1 shows the convergence of the energy function for the SA and greedy
algorithms. Clearly, SA converges to a lower energy value. Also, the greedy algo-
rithm converges faster (about iteration 20) to a bad local minimum whereas SA takes
longer (about iteration 110) to a much better set of test cases.

Table 1 shows the comparison between the best energy function for the three
strategies (SA, Incremental SA, and Greedy) obtained for different maximum event
numbers in a specific test case. The results show that SA converged to the best en-
ergy values in all cases followed by incremental SA; the greedy algorithm failed
badly in comparison with the two SA versions. Figure 2 graphically compares the
results of incremental SA and the (simultaneous-operation) SA algorithm. This fig-
ure shows that the incremental SA limits its search by the early decisions on test case
selection (made in early iterations), in contrast with the simultaneous-operation SA
that simultaneously generates test cases. Also, it shows that as the test case length,
K, increases, the energy values for the three algorithms increase since it becomes
harder to maintain relative diversity.
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Fig. 1 The energy function convergence for the SA and greedy algorithms

Table 1 Energy values for the three algorithms

Max number of
events in Test
cases

Simulated Anneal-
ing

Incremental SA Greedy

k= 5 0.83314 1.22692 10.36046
k=6 0.91643 1.3067 12.87138
k=7 1.00339 1.40049 16.43683
k=8 1.10088 1.42656 30.36671
k=9 1.26278 1.45067 30.42697
k=10 1.31808 1.48529 36.96823

Fig. 2 Energy values for the incremental vs simultaneous-operation SA
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7 Conclusions

We have presented an optimization metaheuristic method for testing web applica-
tions. We have also modeled the dynamic features of Web 2.0 using state transition
diagrams. We use a simulated annealing algorithm to generate test cases as long
sequences of semantically interacting events. We have also formulated an energy
function that is based on the capability of test cases to provide high coverage of
events, high diversity of events covered, and definite continuity of events. Our ex-
perimental results show that the proposed concurrent-operation simulated annealing
algorithm gives better results than the incremental simulated annealing and signif-
icantly better than a serial greedy algorithm. Future work will aim to compare the
SA algorithm with a population-based metaheuristic.

Acknowledgements. This work was partially supported by the Lebanese American
University.

References

1. O’Reilly, T.: Design Patterns and Business Models for the Next Generation of Software,
http://oreilly.com/web2/archive/what-is-web-20.html

2. Document Object Model (DOM), http://www.w3.org/DOM
3. Marchetto, A., Tonella, P., Ricca, F.: State-based testing of ajax web applications. In:

Proceedings of IEEE International Conference on Software Testing (ICST), Lilleham-
mer, Norway (April 2008)

4. Andrews, A., Offutt, J., Alexander, R.: Testing Web Applications by Modeling with
FSMs. Software and System Modeling 4(3) (July 2005)

5. Tarhini, A., Mansour, N., Fouchal, H.: Testing and Regression Testing for Web Services
Based Applications. International Journal of Computing & Information Technology 2(2),
195–217 (2010)

6. Di Lucca, G.A., Fasolino, A.R., Faralli, F., Carlini, U.D.: Testing Web applications. In:
Proc. of the International Conference on Software Maintenance, Montreal, Canada. IEEE
Computer Society (October 2002)

7. Mansour, N., Salame, M.: Data generation for path testing. Software Quality Journal 12,
121–136 (2004)

8. Mansour, N., Isahakian, V., Ghalayini, I.: Scatter search technique for exam timetabling.
Applied Intelligence 34(2), 299–310 (2011)

9. Web application Testing Tools,
http://logitest.sourceforge.net/logitest/index.html

10. Benedikt, M., Freire, J., Godefroid, P.: VeriWeb: Automatically Testing Dynamic Web
Sites,
http://www2002.org/CDROM/alternate/654/

11. Elbaum, S., Rothermel, G., Karre, S., Fisher, M.: Leveraging user session data to support
web application testing. IEEE Transactions of Software Engineering 31, 187–202 (2005)

12. Fejes, B.: TestWeb applications with HttpUnit,
http://www.javaworld.com/javaworld/jw-04-2004/
jw-0419-httpunit.html

http://oreilly.com/web2/archive/what-is-web-20.html
http://www.w3.org/DOM
http://logitest.sourceforge.net/logitest/index.html
 http://www2002.org/CDROM/alternate/654/
http://www.javaworld.com/javaworld/jw-04-2004/jw-0419-httpunit.html
http://www.javaworld.com/javaworld/jw-04-2004/jw-0419-httpunit.html


474 N. Mansour, H. Zeitunlian, and A. Tarhini

13. Liu, C., Kung, D., Hsia, P., Hsu, C.: Structural testing of web applications. In: Proceed-
ings of the 11th IEEE International Symposium on Software Reliability Engineering,
pp. 84–96 (October 2000)

14. Ricca, F., Tonella, P.: Analysis and testing of web applications. In: Proceedings of the
International Conference on Software Engineering, pp. 25–34 (May 2001)

15. Marchetto, A., Tonella, P., Ricca, F.: Search-Based Testing of AjaxWeb Applications.
In: Proc. of 1st International Symposium on IEEE Search Based Software Engineering
(May 2009)

16. Kirkpatrick, S., Gelatt, C., Vecchi, M.: Optimization by simulated annealing. Science
220, 671–680 (1983)



Stochastic Optimisation in Computational
Engineering Design

Timoleon Kipouros

Abstract. It is evident that the requirements and specifications for engineering prod-
ucts, as well as the demand for these products, have increased substantially over the
last couple of decades. As a result, various engineering design tasks have become
considerably more complex. These observations and facts have necessitated the de-
velopment of new design approaches that offer alternatives to the traditional ways
of exploring design spaces and performing engineering design. At the same time,
the Mathematical Sciences have produced a number of advanced search and opti-
misation algorithms that can explore and assess challenging and complicated mod-
els and functions. Furthermore, significant advances have been made in the field
of Information Technology in terms of utilising massively parallel computational
power. It has been shown that all these advancements can be exploited in comple-
mentary and synergistic ways when combined appropriately, producing a complete
computational engineering design system. In this paper, a guide for deploying all
these available technologies in efficient and appropriate ways is presented, illus-
trated with applications to real-world engineering problems in which not only are
innovative solutions produced but also previously unidentified avenues of research
are revealed.

1 Introduction

There is a seemingly constant stream of remarkable advances in many scientific dis-
ciplines, including computer gaming and geometry management, flow and perfor-
mance evaluation tools from the aeronautical and aerospace engineering disciplines,
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optimisation algorithms from mathematical and computing sciences, and visualisa-
tion techniques for multi-dimensional data. All these technologies can be utilised in
the context of computational engineering design.

Furthermore, the techical specifications in aviation for future aircraft and jet en-
gines have been set to very high and challenging targets, in terms of emissions, noise
levels, flight paths, and overall efficiency [5].

These industrial design objectives reflect directly to the energy and power and
propulsion sciences, where these applications can extend from fine geometrical
modifications of turbomachinery blade components or aircraft wings to whole en-
gine and whole aircraft conceptual and detailed design. The primary objective is
always to improve the efficiency of these machines, and at the same time to achieve
more sustainable operation within the environmental conditions, and satisfy strict
regulations and constraints that combine aerodynamic, structural, aeroacoustical,
cost, or manufacturing considerations.

The complexity of optimisation problems increases dramatically when the num-
ber of design variables and objective functions increases. In addition, the different
hard and soft constraints that must be considered in order to maintain the practical-
ity of new design configurations test the capabilities of the optimisation algorithms
to their limits.

Hence, computational design methodologies are essential in contemporary en-
gineering. Furthermore, new methodologies and technologies that could not have
been investigated before can be explored with these design tools and systems.

2 Computational Design Approach

Figure 1 describes the iterative design process within a computational environment.
Even though it relates to shape optimisation examples, the methodology is generic
and can be applied to any engineering design problem. The initialisation of the pro-
cess happens when the detailed CAD (Computer Aided Design) definition of a ge-
ometry is parameterised and expressed through a manageable string of numbers, the
design vector. This procedure is executed only once, at the beginning of the whole
operation. In general cases, this stage of the process expresses the translation of the
design problem of interest through the design parameters.

Once this step is complete, the main loop of the process is executed, where the
geometry is translated back into a CAD definition, in order for the computational
mesh to be generated, which in turn enables the computational flow evaluation us-
ing a CFD (Computational Fluid Dynamics) tool. This process can, of course, be
replaced by other appropriate evaluation packages according to the type of design
problem under consideration, for example: FEA (Finite Element Analysis) for struc-
tural analysis, an analytical model for thermal analysis, or combustion CFD mod-
elling for combustion metrics evaluation.

The process continues by assessing the flow metrics and constraints, as well as
any geometrical characteristics, which describe the objective functions of the design
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Fig. 1 The Computational Engineering Design Cycle supported by surrogate modelling

problem. The evaluated target functions, together with the corresponding design
vectors, are provided to the core of the whole process, the optimisation algorithm. At
this stage, the optimisation algorithm performs intelligent operations that produce
the new candidate design descriptions of the problem that require evaluation and
assessment, and hence the workflow closes the loop. Additional information and
details can be found in [19, 34].

However, rather than executing the computationally expensive tasks that evaluate
the objective metrics of interest, a surrogate model can be deployed that can provide
a prediction of the objective function values to the optimisation routine. As a result,
the whole design process can be accelerated significantly.

It should be emphasised here that each of these computational tools has to exhibit
particular characteristics that enable them to be applied in computational engineer-
ing design. The geometry management tool should be flexible enough to allow the
exploration of innovative design configurations, but at the same time should secure
high accuracy and ideally utilise a small number of design parameters. The evalu-
ation tool should always be sufficiently accurate that it at least predicts the correct
trends in the objective metrics and does not provide misleading information to the
optimisation routine. Finally, the design space exploration should be performed by
an application-specific optimisation algorithm, which is properly tuned.

In the following sections, detailed descriptions of these characteristics and of the
methodology to deploy metamodels within the computational engineering design
cycle are presented, with examples of real-world design applications.

3 Indispensable Components of Automatic Design Systems

As presented earlier in Section 2, in order to build an automatic computational
design system for engineering applications, three main components are required.
These tools perform the tasks of geometry management, evaluation of the objective
functions, and exploration of the design space. In addition, there are ancillary tools
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that can be deployed within the design cycle to enhance the practicality and viabil-
ity of computational design approaches for real-world applications. These tools are
metamodels and advanced Grid computing architectures.

3.1 Parameterisation of the Design Problem

When shape optimisation problems are considered, the ability to efficiently man-
age geometrical modifications is a vital characteristic for the whole design system.
Not only should enough flexibility be achievable, but also a low number of design
parameters should be required. However, this is a general comment that applies to
any type of real-world engineering design case. There are a number of techniques
that can efficiently manage different types of geometries, and an excellent review of
these methods is presented in [32].

Flexibility is essential in order to allow the search exploration method to inves-
tigate innovative areas that can produce significant improvements in the quality of
the final optimum solutions. As an example, a benchmark 2D airfoil aerodynamic
case has been considered for demonstration of these characteristics. The changes to
the airfoil section are managed using the Free Form Deformation (FFD) technique
[33] and the 8 design parameters of the problem express the horizontal and vertical
displacements of the control points of the FFD lattice, as presented in Fig. 2. The
two objective functions express the lift and drag aerodynamic coefficients subject
to two hard geometric constraints on the thickness of the airfoil at 25% and 50% of
the chord. This ensures that the thickness of the new optimum designs should not
drop below the datum reference values, in order to secure sufficient space for the
two main spars that support the wing of an airplane.

Fig. 2 The parameterisation of the 2D airfoil section using Free Form Deformation

In Fig. 3 the effectiveness of a wide design space is clearly demonstrated. The
boundary limits correspond to the range of variability of the FFD control points in
both directions (positive and negative). As these ranges increase, more space for
improvement develops that the optimisation algorithm can explore. Initially, there
is improvement to the optimum level achievable and then the spread of the Pareto
Set increases as well. Finally, the ’global’ optimum area may be revealed with the
highest values of variability of the design parameters. The Multi-Objective Tabu
Search (MOTS) algorithm [18] has been employed for the investigation of this test
case.
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Fig. 3 The significance of the degree of flexibility to the design space for a 2D shape optimi-
sation test case

3.2 Evaluation and Modelling of the Objective Functions

In engineering design problems there are usually many conflicting metrics that ex-
press the overall efficiency of a machine or device. Hence, it is important the de-
signer is able to identify the critical features that should be improved, but at the
same time subject to the appropriate set of constraints that give significance and
practicality to the design problem.

In all cases, the evaluation tool(s) should be accurate enough and able to capture
the physics of the objective and constraint metrics at as a low computational cost
as possible. At all times though, the trends and the overall behaviour of the physi-
cal objective metrics should be captured correctly, in order to avoid providing any
misleading information to the optimisation algorithm.

As an example, for the detailed aerodynamic design of axial compressor blade
rows the flow separation and the general and secondary factors of losses that de-
velop over and along the span of the blade should be considered for simultaneous
improvement in order eventually to achieve a highly efficient aero-engine. The four
objective metrics are blockage, entropy generation rate, profile losses and endwall
losses – detailed definitions and descriptions of the modelling of these metrics can
be found in [24]. In addition, the mass flow rate is treated as an equality constraint,
and the mass averaged flow turning, the minimum radius of the leading edge, and
the tip clearance of the blade are considered as inequality constraints. The objective
functions, equation 1, are normalised and include penalty function terms to handle
the aerodynamic and geometric constraints.
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In equation 1, M represents any of the objective metrics, ṁ is the mass flow rate, RLE

is the minimum radius of the leading edge of the blade, Δθ is the mass-averaged
flow turning, and C measures the tip clearance of the blade. The zero subscripts
identify the equivalent quantities for the datum blade geometry, the initial design in
the optimisation.

The treatment of the mass flow rate as an equality constraint is essential, in order
to secure applicability of the improved design configuration to the same compressor
core of the aero-engine, which is designed to operate within specific limits. Fur-
thermore, the constraint to the leading edge radius is imposed in order to avoid
sharp blades that will express very poor off-design performance. The tip clearance
constraint expresses manufacturing proximity considerations that secures enough
thickness of the compressor blade at the tip, and hence allows the screw to be fixed
and the blade to be installed around the annulus of the compressor core. Finally, the
mass-averaged flow turning secures appropriate inlet conditions to the subsequent
blade row.

The geometry is parameterised using a Partial Differential Equation approach
[3], giving a compact but flexible representation of the design in a design vector
consisting of 26 variables. It should be noted here that these parameters do not
reflect direct geometric characteristics (thickness, chord length, etc.) or any other
engineering properties.

The dimensionality of the optimisation cases should be treated carefully, as it dra-
matically increases the complexity and computational cost required to fully explore
the design problem. However, depending on the complexities of the design problem
each time, it may be necessary to consider more than two objective functions in or-
der to fully manage all the critical physical aspects that control the overall optimal
behaviour of a machine.

Fig. 4 Optimal blade geometries found by different optimisation approaches
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For this particular example, initially a single-objective study was performed by
Harvey et al. [15], considering blockage as the only objective function, subject to the
same set of constraints as expressed in Eq. 1. Next, a bi-objective optimisation case,
considering blockage and entropy generation rate as objectives, was investigated
[25] leading to a three-objective case, with profile and endwall losses and blockage
as the objectives [24]. Finally, the investigation has been extended to a four-objective
case in which blockage, profile and endwall losses, and entropy generation rate are
all to be minimised.

The richness of the design space for this application is readily apparent from the
variation in the geometric characteristics of the various optimum designs, as appear
in Fig. 4. However, the optimum design from the four-objective study appears to
combine and blend geometric characteristics identified in optimum designs from
each of the previous studies. This observation suggests that a complete investigation
of this particular design problem has now been achieved.

3.3 Search Exploration of the Design Space

The optimisation operation within the computational engineering design cycle is the
core of the whole process. However, not only the appropriate selection of optimi-
sation technique should be considered, given the morphology and characteristics of
the design space under investigation, but also the modelling and tuning of the opti-
misation algorithm is equally essential for the successful execution and exploration
of an engineering design problem.

For the design problem described in Section 3.2 a number of detailed investiga-
tions of optimisation scenarios have been developed. For the single-objective op-
timisation, two complete simulations have been executed and presented in Fig. 5.
Even though the same single-objective Tabu Search algorithm has been employed,
the final optimal result is different. Apparently, during the second execution, shown
on the right hand side of Fig. 5, the optimiser has been trapped in a local optimum
area, as the pattern that has developed of design points visited reveals. This is a re-
sult of inappropriate tuning of the Tabu Search optimisation algorithm. The correct
modelling of an optimisation algorithm primarily depends on the number of design
parameters and objective functions.

Furthermore, the benchmark aerodynamic design case described in Section 3.1
has also been used to highlight the importance and significance of suitable selection
of the optimisation algorithm. Figure 6 illustrates the optimum level achievable for
gradually increased ranges of variability of the design parameters when using the
NSGA-II algorithm [6]. It is again quite clear that with a larger design space, better
exploration of the design problem can be attained. However, when the geometric
flexibility exceeds a threshold the NSGA-II algorithm struggles to satisfy the hard
geometric constraints and cannot achieve any progress in the exploration of the de-
sign space (left hand side in Fig. 6). As a result, the technique cannot reveal the
’global’ optimum area as presented in Fig. 3. Apart from that, a random genera-
tion of the initial population contains a high fraction of aerodynamically infeasible



482 T. Kipouros

Fig. 5 The importance of the optimisation modelling in engineering design for a 3D shape
aerodynamic design of compressor blades

Fig. 6 The importance of the appropriate optimisation algorithm selection for a 2D shape
aerodynamic design of airfoil profiles (MOTS vs. NSGA-II)

designs, and hence it is very difficult for any Genetic Algorithm-type optimisation
method to perform competitively in aerodynamic shape optimisation cases.

Figure 6 (right hand side) also highlights the fact that for the same extent of the
design parameter boundary limits, the population based algorithm benefits from its
global search characteristics and produces a trade-off that fully dominates the one
produced with a Tabu Search exploration. However, it has to be noted that the opti-
misation level between the two Pareto fronts is very similar and, quite remarkably,
the diversity of the trade-offs is very similar as well. There is only an issue with the
richness of the final Pareto front for all the traditionally-defined, population-based
algorithms as, implicitly, a maximum size is set once the number of individuals
within a population is fixed. In contrast, there is no limit assigned to the size of the
Pareto front in MOTS.

4 Contributions of Optimisation Intelligence

Practical engineering design problems often require a large number of design param-
eters in order to model design geometry and configuration accurately and flexibly
enough. As consideration of multiple objectives inevitably increases the proportion
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of the design space in which optimal solutions are to be found, reducing the
dimensionality of the design space can significantly improve the tractability of
multi-objective design optimisation problems. In order to achieve this, sophisticated
parameter selection mechanisms are required.

A variant of the Multi-Objective Tabu Search algorithm has been developed
(PRMOTS) ([18, 21]) facilitating a sophisticated system for selecting the design
variables to be modified in the search, based on the work of [20]. This seeks to iden-
tify the variables that have the greatest impact on the performance of the current
design, based on geometric dissimilarity, and prioritises them at each local search
iteration, so that the variables to be modified are chosen on this basis rather than
randomly. The prioritisation procedure occurs at specific, user-defined intervals, and
this strategy is based on the idea of path relinking, proposed by Glover [14].

Fig. 7 Demonstration of the efficacy of the advanced parameter selection technique based on
Path Relinking (MOTS vs. PRMOTS)

Figure 7 highlights a more consistent design space exploration towards the
’global’ optimum area for the PRMOTS algorithm, when applied to the bi-objective
investigation of the 3D shape aerodynamic design problem that is described in Sec-
tion 3.2. More importantly, the computational cost has been reduced by 50%, when
compared with the application of the MOTS algorithm, and the rate of aerodynam-
ically feasible solutions has been increased from 17%, for the MOTS algorithm, to
48% for the PRMOTS. In addition, a smoother Pareto front is revealed with bet-
ter exploration of the compromise design area. The importance of this optimum
region should be emphasised here, where the design configurations balance all the
objective metrics at an optimal level, and hence the optimum design configurations
behave robustly over a range of critical flow metrics.

Another variant of the MOTS algorithm, PCMOTS, has been developed and pre-
sented by Ghisu et al. [11], who applied it successfully to a real-world aerodynamic
test case, the preliminary design optimisation of the compressor core of an aero-
engine. This implementation is based on Principal Component Analysis, and the
aim is to identify an optimal reorientation of the design parameters and to prioritise
the most energetic of these rotated design parameters. The result is a more efficient
search process that requires fewer design evaluations to find high quality solutions,
since a reduction in the dimensionality of the design space is achieved.
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Fig. 8 Demonstration of the efficacy of the advanced parameter selection technique based on
Principal Component Analysis (PRMOTS vs. PCMOTS)

The behaviour of PCMOTS in the same 3D aerodynamic design case consider-
ing all the four objective functions was similar to that already shown by Ghisu et
al. [11, 12, 13] for the preliminary design of the compressor core of an aero-engine.
The use of this technique significantly reduced the dimensionality of the design
space, improving at the same time the quality of the Pareto front. Additionally, the
number of evaluations of candidate designs required per optimisation step reduced
from 25 (for PRMOTS) to 18, further reducing the computational cost. In particular,
considerably reduced values of normalised endwall losses were found; the values of
normalised blockage and entropy generation were reduced noticeably, while the re-
gion of minimum normalised profile losses was perhaps not similarly well explored.
Figure 8 presents the Pareto fronts found with PRMOTS and PCMOTS and the dif-
ferences are clear, especially for the normalised endwall losses.

5 Auxiliary Tools

When considering further reducing the computational cost required for successful
and efficient exploration of complex engineering design problems, the deployment
of meta-models within the computational design cycle (Fig. 1) is essential. How-
ever, the surrogate models should be utilised in such a way that assists accelerated
exploration only in “downhill” design areas. When a new candidate geometry is
significantly distant (in terms of the Mahalanobis distance) from the available
designs, the prediction would probably be quite poor. Using the Reduced Order
Model (ROM), built on points available in the data base, to evaluate a “distant” point
would be an extrapolation, rather than an interpolation. Hence, the main challenge
is not to generate a model which can completely replace the accurate, but expensive,
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evaluation tool (CFD in the present example), but to define the boundaries of relia-
bility of that model. In other words, there is a need to define a method for deciding
whether the model is reliable or CFD is required. For this purpose, three main crite-
ria are suggested:

(i) High leverage points are excluded from the prediction. In essence this criterion
rejects predictions at points whose distance from the remaining points is too
large.

(ii) For each new point P it is necessary that the variation between the predicted
value of each objective function and the equivalent objective functions for the
closest few points to P be less than a strictness threshold in order for the pre-
diction to be considered reliable.

(iii) When a new point P is predicted by the surrogate model to be a Pareto design,
then it is re-evaluated by CFD, in order to eliminate any over-prediction of the
objective function values.

Fig. 9 Demonstration of the efficacy of the meta-model support for a 3D shape optimisation
test case

Fig. 10 Close comparison of the two Pareto Sets revealed with direct detailed evaluations
and meta-model support

The current history of an optimisation process, all the points visited in the de-
sign space, delivers the necessary information for on-line training of the surrogate
model. This process can be implemented in real time, but the ability of the meta-
model to make reliable predictions depends on and defines a minimum number of
input designs required for training. The meta-model cannot be deployed within the
optimisation process unless this criterion is satisfied.
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The approach described above is generic and can be applied for any type of sur-
rogate model. In the present example a Radial Basis Function (RBF) [4] model is
used [22].

Figure 9 presents the search patterns revealed from two optimisation runs for
the bi-objective investigation of the 3D shape compressor blades design case: the
first used PRMOTS with CFD; the second used PRMOTS with CFD+RBF system.
Similar behaviour of the two runs is apparent not only in the search patterns but also
in the Pareto fronts found. Perhaps surprisingly, the Pareto front in the CFD+RBF
case is somewhat more advanced than that found in the CFD-only case. This is
obvious when comparing the two Pareto fronts in Fig. 10, where the compromise
and right-hand end optimum areas of the CFD-only front are dominated by the front
found in the CFD+RBF case. This suggests that the efficiency of the search of the
design space has been improved by the use of the surrogate model. Although the
left-hand end of the Pareto front found in the CFD+RBF case is not very rich, the
optimum level achieved is comparable to that found in the CFD-only case. Most
importantly, a 60% reduction of the overall computational cost for the exploration
of this test case has been recorded.

6 Grid Computing

Another scientific discipline that offers complementary technology to the compu-
tational engineering design is eScience. Normally, many design systems devel-
oped by engineers exhibit powerful capabilities for tackling complex, non-linear,
and discontinuous problems, but with weaknesses in the ease of use and range of
applicability. On the other hand, design systems developed by computer scientists
often integrate very powerful computational infrastructure, but with limited empha-
sis on the suitability for practical engineering problems. However, there is a plat-
form with advanced optimisation functionalities that can efficiently manage the si-
multaneous execution of computational tasks through cluster and grid environments
named Nimrod/O [1, 26]. Only when such capability exists can engineers consider
difficult design problems that require substantial computational resources due to the
size of the design space, the size of the design problem, and the computational cost
for the evaluation of the critical metrics of each discipline. Such design software
facilitates all levels of parallelisation, from domain decomposition to functional de-
composition and multi-threaded execution of computationally intensive jobs com-
bining cluster of clusters and utilising all the available hardware resources between
institutions and industrial companies.

7 Post-optimisation Analyses

Successful application of these methods of computational engineering design gen-
erates vast quantities of data on potential optimal designs. To gain maximum value
from the optimisation process, designers need to visualise and interpret this infor-
mation leading to better understanding of the complex and multimodal relations
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Fig. 11 An example of post-optimisation analysis significance for the design of wind turbines
test case. The problem is described with 8 design parameters (x1-x8) and 4 objective functions
(c1-c4) comprising a 12-dimensional hyper-space

between parameters and objectives, and better decision-making between multiple
and strongly conflicting criteria. It has been identified that the Parallel Coordi-
nates interactive visualisation method has considerable potential in this regard. This
methodology involves significant levels of user-interaction, making the engineer-
ing designer central to the process, rather than the passive recipient of a deluge of
pre-formatted information.

The aim is to be able to visualise the whole design space of an engineering
design problem in relation to the objective functions. These sets of data develop
a multi-dimensional space and advanced scientific visualisation techniques are re-
quired. The suggested approach is based on parallel coordinates multidimensional
geometries representation, introduced by Inselberg [17]. The parallel coordinates
technique is very popular in the field of information visualisation [36]. Using this
method, it is possible to visualise multivariate relations (i.e., subsets of RN) by map-
ping them uniquely into indexed subsets of R2. This type of visualisation directly
reflects the conversion of the multidimensional design vector of an optimisation de-
sign problem to a two-dimensional space. Hence, the complexity of analysing the
high-dimensional design space is reduced significantly when we perform the same
analysis in two dimensions.
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One of the advantages of parallel coordinates is the uniform treatment of multi-
ple dimensions that is paramount in exploratory tasks. Another advantage is that the
technique allows users to interact with the data in many ways. This is very useful,
as interaction is known to augment the knowledge acquisition process [36]. One of
the most common tasks in information acquisition is cluster analysis, and parallel
coordinate visualisations have been considered for this purpose in order to identify
the patterns and combinations of design parameters that relate to optimum perfor-
mance of specific objective functions for the aerodynamic design of wind turbines
[8] as presented in Fig. 11.

Furthermore, this technique of post-optimisation analysis can be expanded and
deployed while an optimisation process progresses, in a pro-active way, by identify-
ing the importance of each design parameter and fixing the variability of those that
are no longer significant. As a result, a reduction in the dimensionality of the design
problem can be achieved that produces accelerated exploration of the design space
[23].

8 Conclusions and Future Directions

In this paper a complete methodology for advanced computational engineering de-
sign practice has been presented. All the critical aspects of each module of such
complicated systems have been analysed and demonstrated through real-world en-
gineering applications: the 3D aerodynamic design of compressor blades and wind
turbines, and the preliminary design of the compressor core of an aero-engine.

Additional challenging engineering design examples have been successfully in-
vestigated following these principles, as presented in [37] for the aerodynamic de-
sign of multi- element airfoils, as well as the structural design of gears in helicopter
transmission systems [30]. Additionally, the successful design and initial develop-
ment of micro-combustor devices is addressed in [31] and the design of bio-fuels in
[28].

It has been confirmed that optimisation is an enabling technology in innovation
and proven to be beneficial in exploring engineering design problems. Furthermore,
this methodology leads to innovative solutions in shorter times, if at all possible,
and releases time to the human designer for creative thinking. The trade-offs and
design spaces are explored and revealed, which are understood by no other means.
Insight into the design space and physical mechanisms responsible for improved
efficiency can now be identified through visualisation and analyses of optimisation
data that further improve decision making. Finally, the optimisation process is an
optimisation problem itself.

As for future directions for research, there are already investigations towards the
development of hybrid optimisation algorithms that combine merits of different
methods ([27, 29, 10]), as well as examples of high-level interactive optimisation
[16]. Additionally, application-specific optimisation methods and strategies should
be investigated, explored and developed [38], as well as sophisticated mechanisms
and tools that minimise the design cycle time [35, 9, 2, 7].
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Evolutionary Algorithms and Water Resources
Optimization

Oluwatosin Olofintoye, Josiah Adeyemo�, and Fred Otieno

Abstract. Heuristic optimization models with varying degree of complexity have
been widely applied for resolving water resources optimization and allocation prob-
lems. Nevertheless, there still exist uncertainties about finding a generally consistent
and trustworthy method that can find solutions, which are really close to the global
optimum in all circumstances. This paper makes a review of some of the numerous
evolutionary optimization algorithms available to water resources planners and man-
agers. Evolutionary algorithms have been found propitious and useful in facilitating
critical water management decisions and are becoming promising global optimiza-
tion tools for major real world applications. Further research aimed at developing
optimization models for water resources planning, management and optimization is
therefore necessary.

Keywords: heuristic, optimization, global optimum, evolutionary algorithm, water
resources.

1 Introduction

Water is a natural resource that is essential for good health and the survival of all
kinds of lives on earth. Less than 1% of the water of the earth is available as fresh
water on land. The rest is contained either in the oceans or in form of frozen ice
on mountain tops and glaciers [1]. Under pressure from population explosion, ur-
banization, extravagant lifestyles, climate change, intensive agriculture and indus-
trialization, water is fast becoming a scarce resource. This is evident from the fact
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that a lack of water to meet daily needs is a reality for one in three people around
the world today. Health consequences of water scarcity and its impact on daily life
pose a threat to national growth and impede international development [2]. It is ab-
solutely necessary therefore, to sensitize people of all nations about the imminent
danger posed by mismanagement, which may result in the depletion of limited fresh
water resources and the impact this will have on people and the ecosystems on which
they depend.

From the earliest times, water resources management and allocation had been
on the basis of social criteria, maintaining the community by ensuring that water
is available for human consumption, sanitation and food production [3]. In some
case, there had existed rigid water right policy in which water was allocated to users
according to their rights without taking into account economic efficiency in water
use [4]. However, with the trends in population growth and its attributes and contin-
uous pollution of the available water sources, there has been increased pressure on
the available water resource resulting in increased conflict over its allocation and a
further stress on this resource leading to scarcity [5]. In some cases, existing hydro-
logic policies for resolving deficit often aims at increasing water resources through
the construction of more hydraulic regulation or retention works, mainly large dams.
Societies have invested capital in infrastructure to maintain this allocation. Yet so-
cial changes, further population growth and water pollution has made water scarcity
more widespread than ever before. Thus inefficient use of water, poor cost recov-
ery for operating and maintenance expenses, the mounting cost of developing new
water sources and problems with the quality of service in agency-managed systems
has led to a search for alternatives that make water allocation and management more
efficient [3]. This has oftentimes led to amendments in existing water management
policies.

Water inadequacy in most countries calls for concern in the management of ex-
isting facilities since the building of new facilities requires very high investment [6].
If available water resources are not utilized efficiently and effectively, water demand
may exceed available supply ultimately leading to artificial drought situations in sev-
eral places on the globe in the near future. Therefore, employing advanced water
use forecasting and optimization models that integrates resource planning of avail-
able supply and the simultaneous management of various demands or allocation is of
paramount importance in the field of water resources planning and management [1].

Awareness of increasing water scarcity has driven efforts to model global water
resources for improved insight into water resources infrastructure and management
strategies [7-10]. Developing strategies that facilitate the efficient use of available
water resources have been the subject of many studies in the field of water resources
planning and management [4, 11-14]. Several optimization techniques that attempt to
propound ways of mitigating or resolving water resources allocation problems have
been reported in several studies [15-17]. In recent times, methods of evolutionary
algorithms (EAs) have found widespread use in the fields of water resources sin-
gle and multi-objective optimization due to their robustness in the resolution of such
problems [18-20]. EAs are population-based metaheuristic optimization algorithms
that use biology-inspired mechanisms like mutation, crossover, natural selection, and
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survival of the fittest in order to refine a set of solution candidates iteratively [21]. EAs
often perform well approximating solutions to all types of problems because they ide-
ally do not make any assumption about the underlying fitness landscape. Apart from
their use as mathematical optimizers, EAs have also been used as an experimental
framework within which to validate theories about biological evolution and natu-
ral selection, particularly through work in the field of artificial life. EAs belong to
a class of search methods with remarkable balance between exploitation of the best
solutions and exploration of the search space. They combine elements of directed
and stochastic search and, therefore, are more robust than existing directed search
methods, providing the global optimum without being trapped in local optima. Ad-
ditionally, they may be easily tailored to the specific application of interest, taking
into account the special characteristics of the problem under consideration and they
can be easily parallelized [22]. In the past decades, several EAs that mimic biolog-
ical entities behaviour and evolution have emerged. Available EAs include but are
not limited to genetic algorithm (GA), differential evolution (DE), evolution strategy
(ES) and genetic programming (GP). The superiority of EAs in the solution of single
and multi-objective optimization problems over other optimization techniques have
been demonstrated by several researchers in recent years [23-25].

2 Water Resources Management Using Genetic Algorithms

Genetic algorithms are a subclass of EAs where the elements of the search space are
encoded using binary strings or arrays of other elementary types, although versions
of GAs that employ the use or real valued parameters are now available [21]. In a
GA setup, possible solutions of a mathematical problem are represented by strings
of genetic factors called chromosomes. A set of individuals makes up a generation.
The generation is allowed to evolve through the genetic operations of selection,
crossover and mutation till a global optimum solution is obtained [26]. The success-
ful application of GA in the solution of water resources management problems has
been reported in several studies [27-29]. [30] presented an approach of GA opti-
mization (GAO) for generating optimal water network topology (OWNT) with an
objective to minimize total low-level contaminated water (LLCW) consumption.
The algorithm was applied to water systems with multiple pollutants and several
LLCW sources, considering only one resource at a time and complying with all
restrictions. The OWNT was viewed as an oriented graph, starting from unit op-
erations with the lowest level of contaminants at entrance using an ordering rule
based either on the load or the maximum LLCW consumption. A mathematical
model based on the total and contaminant species mass balances, together with the
input and output units’ constraints was developed and solved using the GAO. Each
internal flow defined the genes on a chromosomal representation of the decision
variable. The individual chromosomes were interbreed according to their frequency
of selection, using one-point crossover method, then mutation was applied to ran-
domly selected members of the new population. Comparison of the results with a
method of mathematical programming showed that the performance of the GAO
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was satisfactory, thus the GAO could be used as an alternative for minimizing total
LLCW consumption in water network topologies.

It has been observed that water quality of most large rivers in South Korea is
poor due to industrialization and pollution due to the high population resident in
the cities [26]. Also, seasonal variation in river flow is very large. In the drought
season, low flows lead to an increase in the pollution level. Pollution is a serious
problem in the middle and lower parts of the rivers because many industrial facili-
ties and large populated cities are located around them. It was especially noted that
in the Youngsan river basin, one of the most polluted rivers in South Korea, water
quality has decreased due to heavy pollutant loads from Kwangju city and surround-
ing areas. In the past, wastewater treatment policy for polluted rivers in Korea has
been to construct secondary treatment plants for untreated areas, and secondly, to
construct advanced treatment plants for the river sections whose water quality is im-
paired. Unfortunately, the water quality goal of the ministry of environment was not
met. Thus, [26], in a study to achieve water quality goals and wastewater treatment
cost optimisation in the affected river basin developed a mathematical water qual-
ity management model integrating a GA. In the study, total wastewater treatment
costs in the basin were calculated as the sum of the treatment cost for each plant,
which was based on the treatment type. Treatment cost for a wastewater treatment
plant is the sum of the annual repayment for capital construction costs and annual
operation-and-management costs. In calculating the annual repayment for capital
costs, the construction costs of already completed plants were not included, but the
construction costs for the new plants and the additional costs for the capacity ex-
pansion and the upgrade of existing plants were included. An amortization period
of 20 years and the social discount rate of 11.3% were used in the study. Pollution
source, land use, geographic features and measured water quality data of the river
basin were incorporated into the Arc/View geographic information system database
to facilitate the selection of treatment type and computation of treatment cost for
26 wastewater treatment plants in the river basin. In applying the algorithm to the
water quality management, the chromosome was designed in such a way that the
genes represented the treatment level at each wastewater treatment plant. A careful
selection of proper genetic operators among various kinds of genetic operators was
made. The chromosomes were encoded using a system of binary digits. In the opti-
misation process of the GA, a population of 90 chromosomes was used; crossover
and mutation probabilities were set at 80% and 1% respectively. Algorithm was re-
peated for 100 generations. The fitness of the chromosomes were evaluated using
the results of the forecasts of water quality and treatment cost. The fitness value was
represented as the inverse of the sum of the total treatment cost and the penalty. A
penalty was given whenever the water quality goal is violated and subsequently, the
fitness value is modified by linear scaling. Linear scaling was used for the proper
selection of the parents. The modified fitness value of each chromosome was used
for the selected parents that will produce offspring for the next generation. Results
from four scenarios that do not use the GA were compared with the results of the
management model using the GA. It was found that the results based on the GA
were much better than those for the other four scenarios from the viewpoint of the
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achievement of water quality goals and cost optimisation. It was concluded that GA
could be an alternative to other mathematical programming methods, which have
been applied in regional wastewater treatment cost optimisation.

[31] proposed the use of a hybrid technique based on an improved GA, to solve
the optimisation problem of finding the minimum water supply concomitantly with
the water network topology ensuring the maximum water reuse. The hybrid char-
acter of the algorithm is given by the local reshape of the chromosome at the gene
level to cope with the mass balance restrictions, while the improvement of the GA is
given by the shrinking neighbourhood cloning strategy, which favours the individu-
als surrounding the best-so-far solution. The GA optimisation uses each network’s
internal flow as a gene, assembling the topology into a chromosome. The restrictions
in terms of minimum and maximum allowable flows for each gene are dealt with nat-
urally during the population generation, simply rejecting those genes outside their
feasible domain. The individuals were interbred according to their frequency of se-
lection, using the one-point crossover method and then mutations were applied to
randomly selected individuals. The algorithm was tested on test problems form liter-
ature and was proven to have better-solving capacity after which it was used for the
more difficult problem of finding an optimal topology of the wastewater network
when multiple contaminated water sources are available. A mathematical model
describing each unit operation based on total and contaminant species’ mass bal-
ances, together with input and output constraints was developed and solved using
the algorithm. The topology of the wastewater network was encoded by an oriented
graph, which was adequately represented by an upper triangular matrix in which the
units lay on the diagonal positions. Finally, the algorithm was encoded in an easy
to use software, which facilitates the computation of the optimal topology of the
unit operations’ network and the minimum supply water consumption, observing
the imposed inlet and outlet constraints.

In a study employing the use of an enhanced GA for bi-objective pump schedul-
ing in a water supply system, [28] argued that when a cost-effective water distri-
bution system is to be designed, the best way is to plan a profitable schedule for a
set of pump combinations. Frequently, existing infrastructures, more often than not,
are not allowed to be altered or re-constructed. Thus, without modifying the infras-
tructure, the overall cost can still be cut down by using a good pumping schedule.
Moreover, a good pump scheduling scheme is a feasible and economic way to save
the pumping cost. This is because there is no need to destroy the current infras-
tructure and the existing pumps and pipelines still can contribute to daily water
distribution. Therefore, the only thing that needs to be redesign is a good schedule,
namely that, if possible, the pumps had better be operated in the night time. They
further argued that in areas where groundwater is the sole water resource, it should
be used temperately because depleting groundwater may cause land subsidence,
an environmental change can hardly be recovered. This situation may be avoided
through artificial mediation through improved pumping by pumping water inter-
mittently. Thus by developing an eco-aware schedule, land subsidence caused by
over-pumping groundwater can thus be slowed down. Therefore, an eco-aware ob-
jective was considered in the proposed model such that the final resulting schedules
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can be not only cost-effective but also environmental conscious. A good pumping
scheme therefore, should be a trade-off between environmental benefits and main-
tenance cost. In the study, a GA-based pump scheduling scheme was proposed in
which pumps need to be used intermittently. In this scheme, a GA-based local search
is proposed to enhance the intensification force, i.e., the exploitation of the accumu-
lated search experience. A real-number chromosome encoding was also employed
to meet the needs of the real-world problem. Two selection operators were em-
ployed in the selection procedure: one for single-objective optimization and one for
bi-objective optimization. For the simple single-objective optimization (i.e. cost),
the roulette wheel selection is considered while for the bi-objective optimization
(i.e. cost and subsidence), a Pareto fitness ranking was used to guide the selection
procedure. A single-point crossover operator was used in which a pump is randomly
chosen as a crossover point and tail parts of two solutions are exchanged to produce
two new offspring. Five heuristic mutation procedures were employed to access
vector points in the search space. The evolutionary population size N was set at 100
and the number of generations G at 1000. The crossover rate and mutation rate used
in all methods were 0.9 and 0.5, respectively. Unlike traditional GA methods, the
proposed enhanced GA (EGA) has two merits. First a method of greedy selection
is employed to obtain a near-optimal solution at the beginning and to accelerate the
convergence speed. In comparison to conventional methods, the proposed scheme
generates a higher-quality population. Therefore, only a few generations are needed
to achieve desired convergence. Second, a binary local search is developed accord-
ing to the properties of the problem. With this local search, each chromosome can
converge at the local minimum in its neighborhood such that promising solutions
are not ignored by the proposed scheme. To ease the computational tedium involved
in the research, the proposed algorithm was implemented using Delphi 7, a powerful
rapid application development tool. Final results showed that the schedule did not
only achieve lower cost but also gained more environmental benefits. In conclud-
ing the study, [28] suggested that future researches should focus on accelerating the
convergence speed of the EGA.

3 Water Resources Management Using Differential Evolution

Differential evolution (DE), developed by Price and Storn in 1995 [32], is a simple
yet powerful heuristic method for solving nonlinear, non-differentiable and multi-
modal optimization problems. The algorithm combines simple arithmetic operators
with the classical events of crossover, mutation and selection to evolve from a ran-
domly generated initial trial population until a fittest solution is found. The key idea
behind DE is the scheme it uses for generating trial parameter vectors. Mutation and
crossover are used to generate new trial vectors while a selection scheme determines
which of the vectors survives to the next generation. [32]. In recent years DE has
gradually become more popular and has been used in many practical cases, mainly
because it has demonstrated good robust convergence properties and is principally
easy to understand [19, 33, 34]. For instance, [6] presented four strategies of an EA,



Evolutionary Algorithms and Water Resources Optimization 497

multi-objective differential evolution algorithm (MDEA) to demonstrate the poten-
tial of maximizing the farmer’s total net income despite the water shortage problems
in South Africa. MDEA is a novel algorithm based on the original differential evo-
lution algorithm proposed by [35]. In the study, four strategies of MDEA namely,
MDEA1, MDEA2, MDEA3 and MDEA4 were adapted to solve a multi-objective
crop planning model with multiple constraints in a farmland in the Vaalharts irriga-
tion scheme (VIS). VIS covers about 36,950 ha and is located in the east of Fhaap
Plateau on the Northern Cape and North West province border in South Africa. The
three objectives of the model were to minimize the total irrigation water (m3) and
to maximize both the total net income in South African Rand (ZAR) from farm-
ing and the total agricultural output in tons. Four crops namely maize, groundnut,
Lucerne and Peacan nut were planted with each crop planted in at least 5000m2 of
land. Monthly estimated of gross irrigation water requirements for the crops were
computed following standard procedures. The volume of total irrigation water to be
used for irrigating the four crops on the farm is minimized due to shortage of water
in the study area. Numerical results produce quality non-dominated solutions which
converged to Pareto optimal fronts. MDEA1 and MDEA2 strategies with binomial
crossover method were found to be better for solving the crop planning problem pre-
sented than MDEA3 and MDEA4 strategies with exponential crossover method. It
was observed that MDEA, which handles multiple constraints using a penalty func-
tion proposed by [36], runs faster with more quality Pareto optimal solutions when
tested on benchmark problems. All the four strategies of MDEA namely, MDEA1,
MDEA2, MDEA3 and MDEA4 found non-dominated solutions that converge to
the Pareto fronts. The solutions were also diverse on the Pareto fronts. Thus, it was
concluded that the four MDEA strategies are effective and robust multi-objective
optimization algorithms for solving multi-objective models in water resources man-
agement especially in water deficient countries like South Africa.

According to [37], the multiple uses of the coastal water resources and the neces-
sity of maintaining them in good quality require rational design and management.
The water quality deterioration due to seawater intrusion that is observed in the
coastal aquifers, especially during the summer season, has been identified as the
main environmental problem for these regions and it is directly related to seawa-
ter intrusion phenomenon and its development. In an attempt to design an optimal
pumping scheme in the coastal aquifer of Hersonissos in Crete, to ensure water ad-
equacy during the summer season without enhancing the already intense seawater
intrusion problem in the region, [37] understudied the optimal management of fresh
water resources in coastal regions based on environmental criteria with focus on the
determination of an optimal pumping scheme that will ensure adequacy of portable
water demand in coastal regions without deteriorating the quality of the fresh water
due to the seawater intrusion. The objective of the management model was formu-
lated as the maximization of the total extracted fresh water volume from five pre-
selected pumping locations (production wells). Constraints that ensure no further
intrusion of the seawater front were imposed at ten pre-selected observation loca-
tions where the calculated hydraulic head should be greater than a specified value the
end of a 10-year management period. Restrictions for all the five production wells
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regarding the maximum allowable extracting rate were also set and summarized
in a mathematical model. First, a simplex method was used to solve the constrained
optimization problem; a piecewise linearization of the non-linear optimization prob-
lem was obtained by sequential implementation of the simplex algorithm. Secondly,
the solution of the non-linear optimization problem was obtained using a Differ-
ential Evolution (DE) algorithm. In the implementation presented in the study, the
constraints were combined with the objective function as penalty terms, to form a
fitness function, which is minimized using the DE algorithm. A comparison of the
results obtained by the two different optimization approaches was performed and
a sensitivity analysis was employed in order to examine the influence of the active
pumping wells in the evolution of the seawater intrusion front along the coastline.
The solutions provided by the two methods were similar for values of the volume
flow rates and the values of the sensitivity analyses. However a discrepancy be-
tween the two solutions was observed at a particular pumping well location where
the Simplex method, contrary to the DE algorithm, provided a zero value for the cor-
responding volume flow rate. Additionally, as the sensitivity analysis demonstrated,
the Simplex solution shows a much higher sensitivity, at the well, compared to the
DE solution, which seems more robust.

4 Water Resources Management Using Evolution Strategy

Evolution strategy (ES) was developed in 1963 by Ingo Rechenberg and Hans-Paul
Schwefel at the Technical University of Berlin (TUB) while solving an engineering
optimization problem. ES like GA is a stochastic search heuristic based on ideas
of adaptation and evolution and is conceptually similar to natural evolution. [38].
An ES is an effective continuous function optimizer, in part because it encodes pa-
rameters as floating-point numbers and manipulates them with arithmetic operators.
ES primarily uses mutation and selection as search operators, which are applied
iteratively. Each iteration is called a generation [32]. The use of ES as function opti-
mizers have been reported in studies [39-41]. For example, [38] in a study aimed
at finding solutions to groundwater contaminant source identification problems
argued that groundwater contaminant source identification is important in environ-
mental forensics and characterization of contamination for the purposes of regu-
latory enforcement and liability assessment. Further, groundwater characterization
can be classified as an inverse problem, which involves the resolution of unknown
system characteristics from observed data. Inverse problems are difficult to solve
due to their natural ill-posedness and computational intractability. In the study, a
simulation–optimization approach that couples a numerical pollutant-transport sim-
ulation model with an evolution strategy search algorithm was adopted for solu-
tion of the inverse problem. In a simulation–optimization approach, the simulation
model is coupled loosely or tightly with an optimization technique to determine the
model inputs that best represent the observed data. The research considered three-
dimensional heterogeneous and homogeneous flow field problems with four to seven
unknown parameters to be estimated, with the contaminant source located within the
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aquifer. The solution method uses a loosely coupled simulation–optimization ap-
proach. In the problem context, source locations and historical contaminant release
schedules were the unknowns, and were resolved from the spatially and temporally
distributed observations collected at contaminant monitoring wells. The main ob-
jective was to enhance the efficiency of the simulation–optimization approach uti-
lizing high performance technologies that minimizes the overall computation time
for solving groundwater inverse problems. A parallelization approach that exploits
the fine and coarse grained parallelism exhibited by simulation–optimization frame-
works was employed to improve the simulation model efficiency and reduce forward
model computation time. A forward model, represented by a system of partial differ-
ential equations (PDEs) was used to describe the transport processes of the ground-
water system and to define the relationship between system inputs and outputs. This
numerical transport model is then solved iteratively during the evolutionary search.
Several variations of a groundwater source identification problem were examined
and the fitness function was evaluated in terms of solution quality and computational
performance. A population size of 128 vectors was used for the ES-based procedure,
which was executed for 10 generations, to estimate the computation time. The re-
sults indicate that while ES performs adequately for all scenarios investigated, the
performance was affected by problem complexity i.e. number of decision variables
used to characterize the source. It was however found that the parallel simulation–
optimization framework with the optimal configuration reduces the simulation time
drastically from days to minutes when compared to a serial implementation method.
The process involved in the study were computationally intensive since several hun-
dreds to thousands of forward model evaluations are typically required for solutions
to be found, hence the computational experiments were performed on the TeraGrid
cluster, a mainframe computer available at the National Center for Supercomputing
Applications.

5 Water Resources Management Using Genetic Programming

Genetic programming (GP) is a class of EA that automatically creates computer
programs to perform a selected task using the principle of Darwinian natural selec-
tion. GP is a robust, dynamic and fast growing discipline and has been successfully
applied and verified in the field of water resources engineering [42-44]. [45], in a
study to investigate best-fit models for predicting groundwater depth in Bondville
and Perry, understudied the ability of GP and adaptive neuro-fuzzy inference system
(ANFIS) techniques for groundwater depth forecasting. Five GP and ANFIS models
comprising various combinations of water table depth values were developed to
forecast one-, two- and three-day ahead water table depths. Comparison of the
accuracy of the models were made based of the root mean square errors (RMSE),
scatter index (SI), Variance account for (VAF) and coefficient of determination
(R2) statistics. Results showed that the GP and ANFIS models could be employed
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successfully in forecasting water table depth fluctuations. However, GP was found
to be superior to ANFIS in accuracy and provided explicit mathematical expressions
for the problem.

A machine code-based GP for suspended sediment concentration estimation in
the flow of a river at Jagual, Puerto Rico, was developed by [46]. The study pro-
posed an application of linear genetic programming (LGP), which is an extension to
GP technique, for suspended sediment concentration estimation. The authors argued
that accurately estimation of suspended sediment concentration carried by a river
is important with respect to channel navigability, reservoir filling, hydroelectric-
equipment longevity, river aesthetics, fish habitat, scientific interests and many water
resources projects. Under-estimating of sediment yield ultimately results in insuffi-
cient reservoir capacity. Hence, acquire an appropriate reservoir design and opera-
tion it is mandatory to determine sediment yield accurately. The study utilized the
LGP variant of GP, which operates directly on binary machine code strings that are
perturbed directly in memory and are executed directly without passing an inter-
preter during fitness calculation. This result in a significant speedup compared with
interpreting systems. The main characteristic of LGP in comparison to tree-based
GP is that expressions of a functional programming language (like LISP) are substi-
tuted by programs of an imperative language (like C). The main aim of the study was
to develop an explicit formulation based on LGP to accurately estimate suspended
sediment concentration. The EA adopted for the LGP applies tournament selection
and puts the lowest selection pressure on the individuals by allowing only two in-
dividuals to participate in a tournament. The loser of each tournament is replaced
by a copy of the winner. In the crossover scheme adopted, a segment of random
position and random length is selected in each of the two parents and exchanged.
If one of the resulting children exceeds the maximum length, crossover is aborted
and restarted with exchanging equally sized segments. The crossover points only
occur between instructions. A mutation operation that randomly replaces instruc-
tion identifier, variables, or constants by equivalents from valid ranges was adopted.
High mutation rates have been experienced to produce better results. The length
of initial population of feasible programs was 64 instructions per program and the
maximum number of instructions allowed per program was set to 256. LGP model
was evolved for 10,000 generations. The daily streamflow and suspended sediment
concentration data from two stations, Rio Valenciano Station and Quebrada Blanca
Station, operated by the US Geological Survey (USGS) were used as case studies.
The performance of LGP was compared with those of the adaptive neuro-fuzzy,
neural networks and rating curve models employed in previous studies. Comparison
of the results indicated that the LGP performs better than the neuro-fuzzy, neural
networks and rating curve models based on the root mean square errors (RMSE)
and determination coefficient (R2) statistics. Unlike the NF and ANN, which are
black-box models. The LGP model presents a simple explicit mathematical formu-
lation. It was concluded that the LGP, which is relatively much simpler than the NF
and ANN can be successfully used in modeling daily suspended sediment concen-
trations in rivers.
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[47] developed surrogate models based for evolving multi-objective management
strategies for saltwater intrusion in coastal aquifers. Two different surrogate mod-
els one based on GP and the other based on modular neural network (MNN) were
developed and linked to a multi-objective genetic algorithm (MOGA) to derive the
optimum pumping strategy for coastal aquifer management, considering two objec-
tives. The surrogate models were trained and tested then used to predict the salinity
concentrations at different locations resulting from groundwater extraction. A two-
stage training strategy was implemented for training the surrogate models. Surrogate
models were initially trained with input patterns selected uniformly from the entire
search space and optimal management strategies based on the model predictions
were derived from the management model. Second, a search space adaptation and
model retraining was performed by identifying a modified search space near the
initial optimal solutions based on the relative importance of the variables in salin-
ity prediction. The performance of the methodologies using GP and MNN based
surrogate models were compared for an illustrative study area. It was found that
the developed GP models had lesser uncertainty compared to MNN models and the
number of parameters used in GP models was lesser than that used in the MNN
models. Results also showed that GP based models were better suited for optimiza-
tion using an adaptive search space.

6 Conclusion

Optimization models with varying degree of complexity have been widely applied
for resolving water resources optimization and allocation problems. In recent times,
procedures based on heuristic EAs have found wide spread applications in the fields
of water resources planning, management and optimization. This paper makes a re-
view of some of the numerous evolutionary optimization algorithms available to
water resources planners and managers. Several heuristic algorithms have been ap-
plied in resolving water resources optimization problems, yet there still exist some
uncertainties about finding a generally trustworthy method that can consistently find
solutions that are really close to the global optimum of the problems in all circum-
stances [48]. The choice of optimization models is almost arbitrary as no physical
basis is available to rationalize the use of any particular algorithm. Search for the
proper optimization function has been the subject of several studies [49-51].

EAs have been found propitious and useful in facilitating critical water man-
agement decisions and are becoming promising global optimization tools for major
real world applications. Therefore, developing single and multi-objective evolution-
ary optimization models that integrate resource planning of available resources and
the simultaneous management of various demands or allocation is a topic that is
still open for further research in the field of water resources planning and manage-
ment. Further research aimed at developing evolutionary optimization procedures
for water resources planning, management and optimization is therefore necessary.
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