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Preface

The Second International Conference on Advances in Computing and Information
Technology (ACITY-2012) was held in Chennai, India, during July 13–15, 2012.
ACITY attracted many local and international delegates, presenting a balanced mix-
ture of intellect from the East and from the West. The goal of this conference series
is to bring together researchers and practitioners from academia and industry and share
cutting-edge development in the field. The conference will provide an excellent interna-
tional forum for sharing knowledge and results in theory, methodology and applications
of Computer Science and Information Technology. Authors are invited to contribute to
the conference by submitting articles that illustrate research results, projects, survey
work and industrial experiences describing significant advances in all areas of Com-
puter Science and Information Technology.

The ACITY-2012 Committees rigorously invited submissions for many months from
researchers, scientists, engineers, students and practitioners related to the relevant
themes and tracks of the conference. This effort guaranteed submissions from an unpar-
alleled number of internationally recognized top-level researchers. All the submissions
underwent a strenuous peer-review process which comprised expert reviewers. These
reviewers were selected from a talented pool of Technical Committee members and ex-
ternal reviewers on the basis of their expertise. The papers were then reviewed based on
their contributions, technical content, originality and clarity. The entire process, which
includes the submission, review and acceptance processes, was done electronically. The
overall acceptance rate of ACITY-2012 is less than 20%. Extended versions of selected
papers from the conference will be invited for publication in several international jour-
nals. All these efforts undertaken by the Organizing and Technical Committees led to
an exciting, rich and a high quality technical conference program, which featured high-
impact presentations for all attendees to enjoy, appreciate and expand their expertise
in the latest developments in various research areas of Computer Science and Informa-
tion Technology. In closing, ACITY-2012 brought together researchers, scientists, en-
gineers, students and practitioners to exchange and share their experiences, new ideas
and research results in all aspects of the main workshop themes and tracks, and to dis-
cuss the practical challenges encountered and the solutions adopted. We would like to
thank the General and Program Chairs, organization staff, the members of the Technical
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Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish
them every success in their research.

It is the humble wish of the conference organizers that the professional dialogue
among the researchers, scientists, engineers, students and educators continues beyond
the event and that the friendships and collaborations forged will linger and prosper for
many years to come.

Natarajan Meghanathan
Dhinaharan Nagamalai

Nabendu Chaki
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Abstract. Networks are regarded as one of the biggest advancements in the 
field of computer science. But they enable outsiders to “intrude” into our 
information. Intrusions can be in the form of simple eavesdropping, or gaining 
access to the host itself. Here, intruders are identified using two main methods – 
signature analysis and anomaly analysis. The proposed method is such that the 
signature analysis is strengthened by anomaly analysis, which in turn uses some 
level of intelligence based on the traffic parameters, obtained and processed 
using neural networks. The initial intelligence is obtained using the 
KDDCUP99 dataset, which trains a neural network. The neural network will 
take care of further detections, and it strengthens itself during the run itself. The 
result obtained suggests that even with minimal initial intelligence, iNIDS can 
reach accuracy levels of over 70%, and by increasing the initial set a little more, 
it reaches accuracy levels exceeding 80%. 

Keywords: Intrusion detection, neural networks, intelligence, anomaly 
analysis, signature analysis, KDDCUP99, JpCap. 

1   Introduction 

Advancements and increased usage of computer networks paved way for increase in 
variety and complexity of security threats. The scenario is getting worse in the sense 
even single firewall strategies are insufficient to counter security threats[1]. 
Nowadays people are aware of the risks involved in securing a computer network. So 
a system which is capable of detecting network security threats is developed [2]. 
Here, an Network based Intrusion Detection System (NIDS) is proposed that uses real 
time internet traffic for analysis. Also, the system uses Artificial Intelligence for 
improving the performance and speed of detection. 

Real time packets in the network are captured online i.e. from the internet as and 
when they reach the interface of the network, using suitable Java[3]-based packages. 
iNIDS is designed to provide the basic detection techniques so as to secure the 
systems inside a computer network that are directly or indirectly connected to the 
Internet.  

Network intrusion[4] can be defined as any deliberate attempt to enter or gain 
unauthorized access to a network and thereby break the security of the network and 
thus gaining access to confidential information present in the computers inside the 
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network. An IDS[4] captures and inspects all traffic, regardless of whether it’s 
permitted or not. Based on the contents of the packet, their flow, length etc, at either 
the IP or application level, an alert is generated. 

An intrusion signature[4] can be defined as a special TCP state set such as 
[SYN|RST] in one packet, special bytes in the IP header, or a special byte stream in 
the payload of a packet that will provide a pattern which can be used for packet 
analysis for identifying threats.  

The primary goals of the whole proposal can be summarized to the following. 
 

1) Detect Network intrusions[8][9] 
2) Use of Artificial Intelligence to improve detection[5][6] 
3) Use Network traffic for analysis and detection[5][7]. 

2   NIDS and ANN 

Dr. Dorothy E Denning proposed an Intrusion detection system in 1987 which 
became a benchmark in the research in this area[2]. Many researches have been 
conducted based on this paper and currently researchers are more interested in 
developing intrusion detection systems based on Artificial Neural Networks. Artificial 
Neural Networks possess features like generalization, flexibility etc. Wang Zhenqi 
and Wang Xinyu proposed a Netflow[1] based intrusion detection system, which can 
resist network attacks and intrusions. It was found to be cost effective and does not 
affect the performance of backbone network.[1][13] 

Usually, sampled data from Kddcup99 dataset[14], an attack or intrusion database 
is the standard for evaluating the security detection mechanisms. This dataset is used 
for signature analysis, for training neural network for anomaly analysis and for testing 
the IDS itself. The advantage of using Backpropagation algorithm is that it can train 
(learn) data at a faster rate and it provides efficient generalization and flexibility when 
compared to other existing Neural Network technologies[13]. But, the performance of 
a Neural Network depends mainly on the amount of training data given[15][16][17].  

The strategy[18] dictates that NIDS uses a hybrid detection engine i.e. a combination 
of Signature detection and Anomaly detection capabilities. “Rule –based” detection 
technique is used for signature analysis and “Pattern matching” is used for anomaly 
analysis. 

3   Signature Analysis and Anomaly Analysis 

Firewalls cannot or do not analyze packets once they are inside the network and it 
only analyze them while it enters the network.[19] So, if some anomalies or activities 
happen from inside the network, then firewalls won’t respond to those activities. But, 
NIDS analyze network packets internally as well as while it enters or leaves the 
network. With the explosive growth of networking and data sharing, NIDS have 
become the most popular form of Intrusion Detection[19]. A NIDS is capable of 
detecting network security threats. Many different NIDSs have been developed and 
each of them has its own advantages and disadvantages. 
 



 Intelligent Network-Based Intrusion Detection System 3 

Signature Analysis: An NIDS use signature based detection, based on known traffic 
data to analyze network traffic. This type of detection is very fast, and easy to 
configure[20]. However, an attacker can slightly modify an attack to render it 
undetectable by a signature based IDS. Still, signature-based detection, although 
limited in its detection capability, can be very accurate. A common strategy for IDS in 
detecting intrusions is to memorize signatures of known attacks. These signatures are 
written based on data collected from known and previous attacks, and this 
unfortunately ensures that these signatures “will always be a step behind the latest 
underground exploits” [20][21]. 
 
Anomaly Analysis: Anomaly analysis[17][21] is an efficient way to detect intrusions 
and thus forms a vital part of the next generation Intrusion Detection Systems. The 
most efficient Anomaly analysis technique is the pattern based anomaly detection. In 
pattern based anomaly analysis, the Intrusion Detection System is given a pre-defined 
set of intrusion patterns. Network packets are collected for a specified period of time 
or till a specified number of packets. These packets are considered as a block for 
analysis. The predefined patterns are then matched with this packet block and if any 
patterns match, an alert is given. During anomaly analysis, a normal behavior model 
is used as the base for analyzing incoming traffic and any deviation or variation from 
the normal behavior model is considered as an intrusion or threat[22]. But this can 
produce a rather high degree of false alarms. 
 
The following attacks are stressed upon in iNIDS. 
 

• Denial of Service[23] - UDP Flooding[24], TCP SYN Attack[26], Smurf 
attacks[28] 

• User to Root (U2R)[29] - Type signatures 
• Remote to Local (R2L)[8] 
• Probing Attack[30] - Portsweep, Satan, Nmap, etc. 

 

Each possesses its own signature, and attack characteristics, which make it easier to 
detect and handle. They can sometimes be identified directly from the signature, or by 
using the anomaly detection methods. 

4   KDDCUP99 Dataset 

The “KDD CUP’99” dataset [14], which derived from the DARPA dataset, was used 
for the KDD (Knowledge Discovery and Data Mining Tools Conference) Cup 99 
Competition. The complete dataset has around 5 million input patterns and each 
record represents a TCP/IP connection that is composed of 41 features. The dataset 
used in this study is a smaller subset (10% of the original training set), it has 494 021 
instances (patterns) and it was employed as the training set in the original 
competition. Each record of the KDD Cup 99 dataset captures various features of the 
connections, as for example, the source and destination bytes of a TCP connection, 
the number of failed login attempts or the duration of a connection. Complex 
relationships exist between the features, which are difficult for human experts to 
discover.  
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An NIDS must therefore reduce the amount of data to be processed so as to 
maintain an accurate and real-time detection. Some input data may not be useful to 
the Network based IDS and thus can be eliminated before processing. In complex 
classification systems, the features may contain false correlations, which block the 
process of detecting intrusions/attacks. Furthermore, some features may be redundant 
since the information they add is contained in other features.[14][31] 

KDD Cup 99 dataset feature selection[32] consists of detecting the relevant 
features and discarding the irrelevant features. Relevant features are features that can 
be used for analysis with ease and that can deliver relevant information as well as can 
work without any performance degradation. 

KDDCUP99 attributes[33] can be categorized into four. They are: Intrinsic 
Attributes, Content Attributes, Traffic Attributes, and Class Attributes.  

5   JPCAP 

Jpcap(Java Packet Capturer)[34] is a Java library for sniffing, capturing and sending 
network packets, from an available network interface. It also facilitates visualization, 
creation and analysis of network packets by appropriate coding in Java. The Java 
language gives it the capability to work in multiple platforms (Operating systems). 
Jpcap has been tested on Microsoft Windows (98/2000/XP/Vista), Linux (Fedora, 
Mandriva, Ubuntu), Mac OS X (Darwin), FreeBSD, and Solaris and was found to be 
working successfully. Jpcap can capture Ethernet, IPv4, IPv6, ARP/RARP, TCP, 
UDP, and ICMPv4 packets[34]. It  is open source, and is licensed under GNU LGPL. 

6   Artificial Neural Networks 

Artificial Neural Networks, also known as “Artificial Neural Nets”, “neural nets”, or 
ANN for short, is a computational tool modeled based on the interconnection of the 
biological neurons in the nervous systems of the human body. ANN can be trained / 
taught to solve certain type of problems using a training method and data to train. [35] 
By following this method, Artificial Neural Networks made can be used to perform 
different tasks depending on the amount training given. A properly trained ANN is 
capable of generalization, the ability to recognize similarities among many different 
number and type of input patterns, especially patterns that have been corrupted by 
noise which has a wide variety of applications. 

Artificial Neural Networks have a number of features and characteristics that make 
them an attractive alternative to traditional problem-solving techniques. We can 
design a complex network of neurons using multiple layers[35][36], the first of which 
was called the Multi-layered Perceptron. There are a variety of thresholds[37] 
available for ANN, an example of which is the sigmoid. 

No matter what organization is used, the ANN has to be trained (or it learns)[38]. It 
can be supervised or unsupervised. Here, Backpropagation is preferred due to its 
speed, which is essential in networked environments. It works on a supervised 
training model. So, the initial training data, extracted fron KDDCUP99 dataset is 
important. 
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7   Implementation 

During development, an existing packet capture program based of JpCap was used. 
The anomaly analysis module was added on top of that by analyzing the parameters 
of the packets on the fly, and reporting any threats before the attacker has a chance to 
enter.  

The overall system looks like below. 

 

INIDSPackets

Signature 
Analysis

Anomaly 
Analysis

Single Packet 
signatures

Multi-Packet 
signatures

Back-
propagation
Algorithm

KDDCup99 
Dataset 

Threat?

Intrusion Log

Streamed Packets with 
detailed description

 

Fig. 1. Implementation 

 

When newer threats are identified by the neural network, it implicitly trains itself 
to identify that pattern, and it is in turn added to the library. So, further analysis will 
check for this pattern also. Also, since we use neural networks, it doesn’t need an 
exact match. Any similar pattern of that genre can be caught. So, iNIDS improves on 
the go, by learning newer ways in which attackers can threaten the integrity and 
security of the data. 

8   Results 

The performance was as expected during the design phase. The initial training data 
was taken such that there was only one sample for each type of intrusion expected. 
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So, the initial performance was very bad, at about 10%. But eventually, it improved 
by adding more patterns to the arsenal, and finally, it was able to reach accuracy of 
more than 70%, in just 21 runs. 

 

 
 

Fig. 2. Accuracy plot with smaller training data, over 21 runs 

 
On a later run, the initial training data itself was improved, with multiple patterns 

per type of attack. In this case, the initial performance itself went up to 40%, and 
later, it improved to more than 85% in the same number of runs. 

 

 
 

Fig. 3. Accuracy plot with more comprehensive training data, over 21 runs 

9   Conclusion 

iNIDS initially kicked off as an abstract deign that can improve the current packet 
capture and analysis routines in intrusion detection, by adding a level of knowledge 
and intelligence to the analysis. In this case, the threat detection is reinforced by past 
knowledge of similar attacks, and we are able to achieve levels of accuracy much 
higher than conventional systems that use the same level of knowledge. 
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10   Future Work 

Even though the research proposes a new technique, it can’t be claimed as the best 
possible technique. The field of network security is subject to continuous research in 
search for new and better techniques that can ensure better security capabilities. 
Applying Artificial Intelligence to an NIDS gives it the capability to detect unknown 
threats which is an important characteristic.  

The intelligence thus given to the NIDS can be improved by the use of a better 
Neural Network architecture as well as a much better training algorithm than 
Backpropagation which is used in this implementation. A better Neural Network 
architecture will give better input processing capabilities such as improved speed, 
pattern matching etc. This will thus enable the ANN to detect patterns much more 
efficiently with very little data. Better training algorithms can provide reduced 
training time thereby allowing more training data to be used in very limited time. This 
will thus improve the training speed and also the training data thereby resulting in an 
improved performance. So a thorough research is recommended in the field of NIDSs 
based on Artificial Intelligence. 
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Abstract. The appearance of public access wireless networks enables ever-
present Internet services, whereas it inducing more challenges of security due to 
open air mediums. As one of the most widely used security mechanisms, 
authentication is provide for secure communications by preventing unauthorized 
usage and negotiating credentials for verification. In the intervening time, it 
generates heavy overhead and delay to communications, further deteriorating 
overall system performance. First, a system model based on challenge/response 
authentication mechanism by using the elliptic curve cryptographic digital 
signature  is introduced, which is wide applied in wireless environment to reduce 
the computational cost, communication bandwidth and the server overload . Then, 
the concept of security levels is proposed to describe the protection of 
communications with regard to the nature of security.  

Keywords: Elliptic curve cryptography (ECC), security, wireless communication, 
Public key cryptography (PKC), Authentication, verification. 

1   Introduction 

You Wireless communications is advancing rapidly in recent years. After 2G (e.g. 
GSM) widely deployed in the world, 3G mobile communication systems are 
spreading step by step in many areas. At present, some countries have already 
launched investigations beyond 3G (B3G) and 4G. Along with the wireless 
communications' rapid development, the secure access authentication of the users 
within wireless networks is becoming very critical, and so, more and more attention is 
focused on it. As the wireless industry explodes, it faces a growing need for security. 
Applications in sectors of the economy such as healthcare, financial services, and 
government depend on the underlying security already available in the wired 
computing environment. Both for secure (authenticated, private) Web transactions 
and for secure (signed, encrypted) messaging, a full and efficient public key 
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infrastructure is needed. Three basic choices for public key systems are available for 
these applications: 
 
• RSA 
• Diffie-Hellman (DH) or Digital Signature Algorithm (DSA) modulo a prime p 
• Elliptic Curve Diffie-Hellman (ECDH) or Elliptic Curve Digital Signature 

Algorithm (ECDSA). 
 
RSA is a system that was published in 1978 by Rivest, Shamir, and Adleman, based 
on the difficulty of factoring large integers. Whitfield Diffie and Martin Hellman 
proposed the public key system now called Diffie-Hellman Key Exchange in 1976. 
DH is key agreement and DSA is signature, and they are not directly interchangeable, 
although they can be combined to do authenticate key agreement. Both the key 
exchange and digital signature algorithm are based on the difficulty of solving the 
discrete logarithm problem [15] in the multiplicative group of integers modulo a 
prime p. Elliptic curve groups were proposed in 1985 as a substitute for the 
multiplicative groups modulo p in either the DH or DSA protocols. For the same level 
of security per best currently known attacks, elliptic curve based systems [7,10] can 
be implemented with much smaller parameters, leading to significant performance 
advantages. Such performance improvements are particularly important in the 
wireless arena where computing power, memory, and battery life of devices are more 
constrained. In this article we will highlight the performance advantages of elliptic 
curve systems [8] by comparing their performance with RSA in the context of 
protocols from different standards. 

Authentication is the act of establishing or confirming something as authentic, that 
is, that claims made by or about the subject are true. There are several methods 
concerning strong authentication. The main difference consists whether secret-key or 
public-key cryptography is used. In secret-key cryptography the signer and the 
verifier must share a secret where the problem of the key exchange must be solved. 
The main difference consists whether secret-key or public-key cryptography is used. 
In secret-key cryptography the signer and the verifier must share a secret where a 
public key is distributed for signature verification. The method using public-key 
cryptography is known as a digital signature. The protocols used for authentication 
consists of zero-knowledge protocols and challenge-response protocols. The Diffie- 
Hellman protocol [9] is used in wireless communication.  

Deffie-hellman algorithm has five parts: 

          1. Global Public Elements 
          2. User A Key Generation 
          3. User B Key Generation 
          4. Generation of Secret Key by User A 
          5. Generation of Secret Key by User B 

Global Public Elements: 

                       q is a Prime number 
                       α,α < q and α is a primitive root of q 

The global public elements are also sometimes called the domain parameters. 
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User A Key Generation: 

             Select private XA, where  XA < q 
             Calculate public YA ,where YA = α .XA mod q  

User B Key Generation: 

             Select private XB, where XB < q 
             Calculate public YB, where YB = α. XB mod q  

Generation of Secret Key by User A: 

              K = (YB).XA mod q 

Generation of Secret Key by User B: 

              K = (YA).XB mod q 

If user A and user B are genuine then they can communicate to each other. The ECC 
version of algorithm is used in wireless communication for authentication proof. 

2   Preliminaries 

2.1   Elliptic Curve Cryptography 

Elliptic curves [11] take the general form of the equation:  

Y2 + axy + by = x3 + cx2 + dx +e 

where a, b, c, d and e are real numbers satisfy some conditions which depends on the 
field it belongs to, such as real number or finite field.  Finite field may be F(p) or 
F(2m) 

The F(p) Field: 

The elements of  Fp [13] should be represented by the set of integers: {0, 1,. . . p − 1} 
With addition and multiplication defined as follows: 

Addition: If a, b ∈ F(p), then a + b = r where r is the remainder of the 
division of a + b by p and 0< r < p-1. This operation is called addition modulo p.  

Multiplication: if a, b ∈ F(p), then a . b = s where s is the remainder of the 
division of a . b by p and 0< s < p-1. This operation is called multiplication modulo p.    

The F(2m) Field: 

The elements of F(2m) should be represented by the set of binary polynomials of 
degree m – 1 or less: a = αm-1x

m-1 + … + α1x + α0 with addition and multiplication 
defined as follows: 

Addition: a + b = c = {cm-1,..c1,c0} where   ci = (ai + bi) mod 2. c ∈ F(2m) . 
Multiplication: a . b = c = {cm-1,..c1,c0} where c is the remainder of the 

division of the polynomial a(x) . b(x) by an irreducible polynomial of degree m. c ∈ 
F(2m) . 
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There is a point 0 called the point at infinity or the zero point [12]. The basic 
operation of elliptic curve is addition. The addition of two distinct points on elliptic 
curve can be illustrated by the following figure [3] (figure 1):  

 

 
Fig. 1. 

 
Elliptic Curve over F(p): 
Let F(p) be a finite field, p > 3, and let a, b ∈ F(p) are constant such that  

  4a3 + 27b2 ≡ 0 (mod p).  

An elliptic curve, E(a,b)(F(p)), is defined as the set of points (x,y) ∈ F(p) * F(p) 
which satisfy the equation  

  y2  ≡ x3  + ax + b (mod p)  

together with a special point, O, called the point at infinity. 
Elliptic Curve over F(2m) for some m ≥ 1. : 

Elliptic curve E(a,b)(F(2m)) [14] is defined to be the set of points (x,y) ∈ F(2m) * F(2m) 
which satisfy the equation  

   y2 + xy  = x3  + ax2 + b;  

where a, b ∈ F(2m) and b≠0, together with the point on the curve at infinity, O.The 
points on an elliptic curve form an abelian group under a well defined group 
operation.  The identity of the group operation is the point O.  

P and Q be two points on E(a,b)(F(p)) or F(2m)  and O is the point at infinity. 

P+O = O+P = P  
If P = (x1,y1) then -P = (x1 ,-y1)  and P + (-P) = O.  
If P = (x1,y1) and Q = (x2,y2), and P and Q are not O.  
Then P +Q = (x3 ,y3) where  
x3  = λ2  - x1  - x2  , 
 y3  = λ(x1  - x3) -  y1  and  
λ  = (y2-y1)/(x2-x1) if  P ≠ Q ;  λ  = (3x1

2+a)/ 2y1 if  P = Q 
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2.2   Elliptic Curve Digital Signature Algorithm  

The private key in DSA is a number X. It is known only to the signer. The public key 
in DSA consists of four numbers: 

P   =    a prime number, between 512 and 1024 bits long 
              Q   =    a 160-bit prime factor of P-1. 
              G   =    h(P - 1)/Q, where H< P -1 and G mod Q> 1. 
              Y    =   G X mod P,  which is a 160-bit number. 

A signature on a document's hash value H consists of two numbers R and S:                       

  R = (G K mod P ) mod Q, where K is a randomly-chosen number <Q. 
  S = (K -1 (H + XR)) mod Q  

To verify the signature, a recipient must compute a value V from the  known 
information: 

                W    =   S -1 mod Q  
                U1   =   HW mod Q  
                U2   =   RW mod Q  
                V     =    ((G U1 Y U2) mod P) mod Q  

If V = R, then document was signed by the person with the public key (P, Q, G, Y). 
The security of DSA is based on the computational infeasibility of finding a solution 
for the equation S = (K -1 (H + XR)) mod Q, when X is not known.  

3   Proposed Protocol 

Choosing a finite field Fq. An elliptic curve E defined over Fq with large group order 
and a point P of large order n is selected and made public, where n is a prime number. 
Zn is a class of modulo n, where n is the order of p over E(Fq).  Given r,t  ∈  Zn , 
where r+t = o mod n, r is called the additive inverse of t and denoted as r =-t mod n. 
the server and client share a secret password S and a secret key K. the server and 
client individually compute two integers t and r. t is derived from Sand (n-1) in any 
predetermined way and it yields a unique value. The whole protocol divided into two 
phases: 

 Key establishment phase,  
 Verification phase.  

3.1   Key Establishment Phase 

The steps of the key establishment phase are explain bellow: 

e.1 the client choose a random integer rc which is belongs in between 1 to n-
1 ie. rc  ∈  (1, n-1). And compute Qc =(rc+t)P. the client send Qc to the server. 

e.2 The server then select a random integer rs which is belongs in between 1 
to n-1 ie. rs  ∈  (1, n-1). And compute Qs =(rc+t)P. the server send Qs to the client. 

e.3 client compute X=Qs+rP  



16 T. Roy et al. 

      =(rs+t)P+rP 
      = rsP+tP+(-t)P 
      =rsP 

And compute the session key Kc=rcX=rcrsP 

e.4. Server compute Y=Qc+rP  
         =(rc+t)P+rP   
         = rcP+tP+(-t)P 
         =rcP 

And compute the session key Ks=rsY=rcrsP 
The session key computed by the server and client individually are same ie. Kc=Ks. 
The figure 2 show the key establishment procedure between the client and server.  
 

 
Fig. 2. Key Establishment Phase 

Client Server 

Choose rc  (1. n-1) 
Compute Qc =(rc+t)P 
Send Qc to the 
server. 
 

Choose rs  (1. n-1) 
Compute Qs =(rs+t)P 
Send Qs to the client 
to compute the 
session key. 
 

Compute X=Qs+rP 
= rsP 
Session key 
Kc=rcX= rcrsP 

Compute Y= Qc+rP 
= rcP 
Session key Ks=rsY= 
rcrsP 
 

Kc=Ks 
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3.2   Verification Phase 

v.1 The client compute K*Kc=K*rc *rs*P where K is the secret key which is known by 
the server and client.  Client send the K*Kc to the server to proof its validation. 

v.2 server checks whether K*Kc=K*Ks hold or not. if it dose server believes that it 
and the client have obtain the same session key i.e Kc=Ks and the client is not 
duplicate because it knows the secret key which is only known by the server and the 
clinent. Since the server knows rs , it  believes it has obtain the accurate QC. Since 
client knows rc , server believes client obtain the correct Qc ie server condensed that 
the Ks is valid and the server compute K*Qc and send it to the client.  

v.3 client checks  K*Qc . If K*Qc is correct, client believes that B has obtain the 
correct Qc . since only server knows the the secret key K which is shared between the 
server and client and  t is known by the server. So the server is not duplicate. The 
server knows the t beside client. Client believes that it has obtain the correct Qs and 
they have obtain the same session key Kc=Ks . Client convinced that the Kc is valid. 

After the verification procedure has been completed by both sides, the client and the 
server are now ready to use the session key. 

The figure 2 show the Verification procedure between the client and server. 

 

 
 

Fig. 3. Validation Phase  

Client Server

Compute K.Kc= 
K.rcrsP 
Sends KKc to the 
server 

Server check 
K.Kc=K.Ks or not. 
If yes it calculate 
K.Qc=K.rc.P. and 
sends KQc to client 
and verified the 
client

Compute KQa and 
check that  
KQa=KrcP or not. 
If yes then the 
server ids validate.  



18 T. Roy et al. 

4   Analysis of the Proposed Protocol 

4.1   Security Analysis 

In this section, we scrutinize our proposed key agreement protocol in detail so as to 
ensure that our protocol is able to achieve the desired security attributes of a key 
agreement protocol and also able to resist against the known cryptographic attacks.  

Known session key security (KSK-S). As shown in our protocol description, the 
session key is derived from the ephemeral keys (rc, rs) of the specific session and the 
long term keys (S,K) of the protocol entities. This would result in distinct independent 
session key in each protocol execution. On top of that, a one-way collision-resistant 
cryptographic function is used to derive the session key. Thus, obtaining any other 
session keys would not benefit the adversary in mounting a successful attack against a 
protocol  run without the information set (rc ,rs),(t,r) which is required in the 
computation of the shared secret K. Therefore,  we claim that the knowledge of some 
previous session keys would not allow the adversary to gain any advantage in 
deriving any future and other previous session keys. 

Weak Perfect Forward secrecy (wPFS). Suppose that both client  and server’s  long 
term secret key and password  S and K  have been exposed. However, the adversary, 
with the eavesdropped information of any particular session, would not be able to 
recover the respective established session key since the adversary does not know the 
involved ephemeral private key rc or rs which are needed in the computation of the 
shared secret Kc and Ks . And also, the intractability of ECCDHP has significantly 
thwarted the adversary’s attempt in computing Kc and Ks by using S and K . Hence, 
we claim that our enhanced protocol enjoys weak perfect forward secrecy. 

Key-Compromise Impersonation Resilience (KCI-R). Suppose that client’s and 
server’s long term private key S, K has been compromised and instead of directly 
impersonating  client, the adversary now wishes to impersonate server in order to 
establish a session with client. However, the adversary is unable to compute the 
shared secret Kc with the available information (S, rs, K) since the required 
information set is (rc,S, K).  Hence, the adversary is significantly prevented from 
launching a successful KCI attack against our protocol. Generally, the same situation 
will result when the long term key S is compromised (the adversary would 
impersonate client in this case and her effort will be foiled in computing Kc as our key 
agreement protocol is symmetric. As a result, we claim that this protocol is able to 
withstand the KCI attack under all circumstances. 

Key Replicating Resilience (KR-R). The key replicating attack was first introduced 
by Krawczyk [1] where the illustration of it involves oracle queries described in 
Bellare and Rogaway’s random oracle model [2,3]. This attack, if successfully carried 
out by the adversary, would force the establishment of a session, K (other than the 
Test session or its matching session) to agree on a same session key as the Test 
session, by means of intercepting and altering the message from both communicating 
parties during transmission. Since the Test session and K are non-matching, the 
adversary may issue a Reveal query to the oracle associated with K and she can then 
distinguish whether the Test session key is real or random. Notice that the message 
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integrity of Qc and Qs has been guaranteed by having each party to calculate Kc and 
Ks  which will be bound to X and Y respectively. Since the adversary has no idea in 
forging X or Y along with Qc or Qb  she would not be able to force the establishment 
of non matching sessions to possess a common session key. As a result, if the 
adversary reveals client’s session key, she would not be able to guess server’s session 
key correctly with non-negligible probability and vice versa. Therefore, we claim that 
our protocol is secure against the key replicating attack. 

Replay Resilience (R-R). In any protocol run, an adversary may attempt to deceive a 
legitimate participant through retransmitting the eavesdropped information of the 
impersonated entity from a previous protocol execution. Although the adversary 
might be unable to compute the session key at the end of the protocol run, her attack 
is still considered successful if she manage to trick the protocol entity to complete a 
session with her, believing that the adversary is indeed the impersonated party. In this 
replay analysis, we reasonably assume that the prime order n of point P is arbitrarily 
large such that the probability of a protocol entity selecting the same ephemeral key 
(rc , rs  [1, n − 1]) in two different sessions is negligible. Consider a situation where 
the adversary (masquerading as A) replays A’s first message from a previous protocol 
run between client and server. After server has sent her a fresh (Qs, Y) in the second 
message flow, the adversary would abort since she could not produce (by means of 
forging or replaying) X corresponding to Qs . Notice that the same replay prevention 
works in the reverse situation where server’s message is replayed. The adversary 
would fail eventually in generating Y corresponding to the fresh Qc. Hence, we claim 
that message replay in our protocol execution can always be detected by both client 
and server. 

Identity authentication. On the one hand, assuming Eve can impersonate B. When 
Eve receives Qc, E A: Qe= (re + t)P. But Eve does not know t and re, and she cannot 
make the validation message KrcrsP, thus the key validation fails. On the other hand, 
with (v.2) and (v.3), A and B believe that only knowing t can generate the valid 
validation messages. 

Man-in-the-middle attacks. In the original Diffie-Hellman protocol, Eve can alter the 
public values such as ga mod n or gb mod n with her own values. Thus Eve can share 
session keys with client or server. In our protocol, when Eve receives Qc= (rc+ t)P, 
she cannot guess rc and t. If she still tries to eavesdrop, she mus t generate reP = (rc’ + 
t )P and send it to server; server will obtain a wrong value rc’rsP, which is impossible 
for Eve to know. Thus Eve cannot share a session key with server or client. Based on 
ECDH algorithm [4], our protocol with pre-shared password is proposed. It makes use 
of the difficulty of computing discrete logarithms over elliptic curves. It provides 
identity authentication, key validation and perfect forward secrecy, and it can foil 
man-in-the-middle attacks. 

4.2   Performance Analysis 

Efficiency Analysis 
Atay et. al. have conducted detailed studies on Computational Cost Analysis of 
Elliptic Curve Arithmetic [5]. They have reported the point addition arithmetic is 
applied on two and three dimensional coordinate systems. The computational cost of 
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each arithmetic operation should be taken into consideration in order to compare the 
efficiency of algorithms in different coordinate systems. The efficiency is measured 
as the computational cost, which is in terms of elapsed time. The measured units in 
Fig. 4 [10] are as follows: 

1. Inversion (I) is the multiplicative inverse in modular arithmetic. It has the highest 
computational cost and one inversion is approximately equals nineteen times of the 
cost of multiplication cost and denoted as 1I =19M . 
2. Multiplication (M) has a lower cost than inversion; therefore all inversions should 
be converted either to multiplication or to addition. 
3. Addition (A) and subtraction (S) have the lowest cost, therefore omitted. 

 

 
Fig. 4. The operational cost of Arithmetic operation 

 
Computational Cost Analysis 
The major advantage of ECC over RSA is ECC needs less computation than RSA but 
still can achieve the same or even higher level of security. Table 1[6] gives cost-
equivalent key sizes. It gives the size, in bits, for equivalent keys. The time to break is 
computed assuming a machine can break a 56-bit DES key in 100 seconds, and then 
scaling accordingly. 

Table 1. 

ECC  key RAS key Time to break Machines Memory 

112 430 <5 minutes 105 `Trivial 

106 760 600 months 4300 4Gb 

192 1020 3 million years 114 170 Gb 

256 1620 10^16 years 16 120Gb 
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5   Conclusion  

Attack that monitor side-channel information, Key Replicating Resilience (KR-R).the 
key replicating attack was first introduced by Krawczyk have recently been receiving 
much attention in wireless communication. The result presented in this paper conform 
that the key replacing attack quite powerful and need to be addressed. Any addition to 
memory or processing capacity increases the cost of each card. ECC needs less 
computation power, thus it is more suitable than RSA. We have described an 
authentication and key agreement protocol for wireless communication based on 
elliptic curve cryptographic techniques. The proposed protocol is a public key type 
with the feature of signature generation procedure. The new protocols are based on 
previous classic authentication protocols, including the protection of integrity and 
session key exchange. This can be used to provide the integrity of the data being 
transferred during the authentication process in order to prevent from active attacks. 
The smaller key sizes result in smaller system parameters, smaller public key 
signatures, bandwidth savings, faster implementations, and smaller hardware 
processors. 
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Abstract. We look at various security aspects of multi-agent systems
that are often overlooked by developers designing such systems. We look
at some of the key security challenges in multi-agent systems. We focus
on techniques that help to ensure that security of multi-agent systems is
not compromised.
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1 Introduction

A multi-agent system is a system made up of multiple interacting agents that
are intelligent (see [33], [69]). Agent technologies have rapidly moved from the
research laboratory to industrial application over the last few years [62]. Mobile
agents are agents with the ability to migrate from one host to another where
they can resume their execution. Security issues pertaining to mobile agents
have been studied in [9], [21], [25], [32], [36], [37], [41], [45], [46], [64], [71]. Many
of these issues also apply to multi-agents systems. The development of secure
protocols for mobile agent computation against static, semi-honest or malicious
adversaries without relying on any third party or trusting any specific participant
in the system is quite challenging. There are few results in this direction [71].
Security issues related to the protection of host resources as well as the agents
themselves form a major obstacle in the application of the agent paradigm [36].
It is important to protect servers from malicious agents and likewise agent data
from tampering by malicious servers. Multi-agent systems are quite different
from systems that make use of stand alone agents. There seems to be a lack of
trust in multi-agent systems that are being developed or that have been already
deployed mainly due to the security issues involving them not being addressed
properly. Hence, it becomes necessary to establish the confidence of users in
multi-agent systems. We look at those aspects pertaining to the security of multi-
agent systems that are often overlooked by developers of such systems.
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2 Security Aspects often Overlooked When Designing
Multi-agent Systems

Numerous multi-agent based systems are being developed with practical applica-
tions such as the multi-agent based marketplace [34]. However, in such systems
often the developers tend to overlook important security features. This only
leads to loss of confidence in such systems. Standard mechanisms for specify-
ing security in multi-agent systems must be developed [52]. It is often said that
agent-oriented software engineering methodologies have not integrated security
concerns throughout their development phase (see [48]).

The integration of security concerns during the whole range of the develop-
ment stages will be beneficial for the development of more secure multi-agent
systems [49]. However, such an integration is no easy task (see [48]). Methodolo-
gies such as secure Tropos have been proposed for this integration to take place
(see [48]). Here too modeling can play a vital role. It is often stated that security
requirements of any system (and multi-agent systems in particular) must also
be addressed in the early stages of system development. They must also be ad-
dressed throughout the development of the system [35]. Analysis of the security
requirements of multi-agent systems is often neglected (see [10], [11]). The usual
approach towards the inclusion of security within a system is to identify security
requirements after the definition of the system. This has aggravated the growth
of computer systems impaired with security vulnerabilities. An analysis of the
security requirements helps in identifying security bottlenecks.

In many real-life applications such as a multi-agent based e-learning environ-
ment [68] and health-care applications such as the one discussed in [4] security
is paramount. Agents themselves need to be protected from each other as well
from the systems in which they will be deployed. Agents must be protected from
the vulnerabilities of the systems in which they will be deployed. It is important
to secure agents and systems from malicious agents. Sandboxing is a technique
often used in providing a secure execution environment for agents. However,
sandboxing has certain limitations too. Often, encryption is not employed for se-
curing agent communication. Models for secure communication between agents
have been studied in [15], [50]. Such models can provide guarantees for code,
data and execution integrity, data privacy and prevention from malicious rout-
ing. Models for agent coordination, authentication and authorization have been
studied by [13]. Privacy and integrity of information is not often provided when
it is needed.

It is very important to protect agents from the misbehavior of other agents.
Such unacceptable behaviors may include denial-of-service by malicious agents
as well as spying by such agents. Many systems that are otherwise good do
not have the provision for strong authentication and authorization mechanisms
[66]. This greatly affects their usability. Very often in multi-agent systems sim-
ple access control models are employed. Such models may be unsatisfactory.
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The issue of trust amongst agents is often not clearly established in many multi-
agent systems (see [53]). It is necessary to establish clearly which agents can be
trusted and which agents cannot be trusted. Very often in multi-agent systems
there is a strong reliance on the security mechanisms of the underlying operating
system. Often multi-agent systems seem to rely heavily on the security policies
of the underlying operating system: for example, for file access control. If the
security provided by the underlying operating system is weak then the multi-
agent system also provides weak security.

In some situations, the confidentiality of communication between agents may
need to be ensured by employing encryption. However, this is often not done.
Some multi-agent systems may require non-repudiation to be in built. However,
the designers may not be offering non-repudiation. Digital signatures need to
be employed in e-commerce multi-agent system applications. Secure transport
should be ensured by using appropriate protocols. X.509 certificates need to be
used for security purposes. A secure execution environment for agents needs to
be established. Fault tolerance mechanisms should be included in safety-critical
applications. In some applications, there may be a need for public key infras-
tructures. This is especially true in case of e-commerce applications. Role-based
access control mechanisms can be set up so that access is controlled to the extent
it is required. Privilege management is an often overlooked aspect in many soft-
ware applications and this also applies to those involving multi-agent systems.
The principle of least privilege is often not used by developers in order to ensure
better security. Protocols that are often employed to provide security include
IPSec, SSL, and TLS.

It is expected that unauthorized access to information must be prevented.
Unauthorized alteration of data should also be prevented. In some multi-agent
based systems, man-in-the-middle attacks should be overcome. The use of cryp-
tography should be considered in multi-agent systems when confidentially be-
comes critical. Some multi-agent systems may require single sign-on since users
may not prefer to login too many times. Single sign-on in case of Web services
based applications is not easy to achieve in terms of implementation as there are
many complexities involved. Traditionally, security is provided by making use of
firewalls, proxies, intrusion detection systems, and intrusion prevention systems.
In e-health applications such as those discussed in [4] and [70], the confidentiality
of health records must be maintained.

In many applications it is necessary to maintain the confidentiality of agent
interactions [6]. Delegation is frequently not done in a proper fashion. Insecure
delegation leads to security breaches. Accountability should be ensured within
multi-agent systems. Modal logic has been employed in [40] for characterizing
the relationship among trust, information acquisition and trust in multi-agent
systems. Public key infrastructure (PKI) may be used as in [31] for access control
and delegation purposes. Identity certificates may be used as explained in [31]
for authentication of agents whereas authorization certificates may be used for
authorization of agents. PKI may also be useful for authentication purposes
(see [23]).
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Table 1. Security aspects often overlooked when designing multi-agent systems

No. Aspect

1 Authentication
2 Authorization
3 Confidentiality
4 Non-repudiation
5 Agent Integrity
6 Message Integrity
7 Host Integrity
8 Message Privacy
9 Trust

10 Availability
11 Delegation
12 Integration of security concerns during the development phase
13 Analysis of security requirements
14 Protection from the vulnerabilities of the underlying system
15 Secure execution environment for agents
16 Spying by malicious agents
17 Fault tolerance
18 Least privilege
19 Reliance on the security mechanisms of the underlying operating system

3 Challenges in Multi-agent Systems

Malicious hosts pose a major problem for agents (refer [8], [28], [29], [45]). Many
experts believe that this problem has no easy solution. A malicious host can
observe code, data, and control flow. Malicious hosts may also manipulate code,
data and control flow. They may also alter the routes of agents. Malicious hosts
can cause incorrect execution of code and sometimes re-execution of code. Such
hosts may also deny execution by agents. This may be in entirety or perhaps
partially. Malicious hosts may also pretend as if they are some other hosts. Com-
munication between agents may also be observed by malicious hosts. Communi-
cation between agents is also vulnerable to manipulation by malicious hosts.

There are many threats in multi-agent systems. Some of the common threats
include: man-in-the-middle attacks, modification of data, replay attacks, break-
ing crypto-systems by deriving private key data from public key data, and denial
of service attacks. So it becomes important to develop countermeasures to deal
with such threats (refer [14], [16]). Attack trees may be used for identifying
possible attacks. Ensuring privacy in multi-agent applications handling sensitive
personal data is a key challenge [22].

4 Conclusion

We have seen various security aspects of multi-agent systems that are often
overlooked by developers. It is important to ensure the security of multi-agent
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systems. Often the success or failure of multi-agent systems depends on the
robustness of the security provided by them.
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Abstract. Phishing is a well-known technique used by internet fraudsters for 
acquiring sensitive and personal information from users by impersonating a 
real identity. A Phishing attack involves various deceptions & advanced  
cybercrime techniques, some of them includes email spoofing, exploiting 
browser side vulnerabilities, fraudulent emails and Phished websites creation 
techniques using scripting languages and technologies. Phishing causes identi-
ty, goodwill and money loss to companies and individuals. One of the major 
problems we identified is the reduced usage and reliability on the email Infra-
structure as a communication medium between customers and companies.  
Previous schemes for phishing prevention such as those which use browser ex-
tension, Quick Response code, Extended Authentication server & device and 
smart card based techniques are complex and difficult to make use in real 
world scenario. We present an architecture that can be used by companies for  
preventing phishing attacks by sharing a piece of secret information with every 
customer and using it as an authentication mechanism to prove their originality 
when a customer login to their websites using links provided in their emails. 
The unavailability of secret information which is securely shared between  
customer and the company will prevent a phisher in creating deception and 
hence will prevent phishing attacks which occur due to malicious links in 
phished emails. This will increase the reliability of email service as an authen-
tic communication medium. The efficacy of this technique does not rely on re-
sults of any spam or phishing prevention scheme provided at email service 
provider side. 

Keywords: Phishing, phisher, authentication. 

1   Introduction 

Phishing was known to people in the year 1996. It can be defined as an art of deceiv-
ing people on the internet, so as to steal the personal information secret to them such 
as user names, passwords, bank account numbers, credit card details etc. The concept 
was termed as phishing as the fraudsters are using emails as a medium to “Phish” user 
information such as usernames and passwords in the sea of internet users. The name 
resembles the word fishing; ‘ph’ is used instead of ‘f’ for two reasons: 
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1. To make it a different word 
2. The letter ‘ph’ is derived from the word “phreaking” which is known to be the 

earliest form of hacking of telephone lines.  

Phishing come first time into the knowledge of people as a severe attack in 1996 
when cyber criminals stole American Online Passwords by deceiving the AOL users 
through phishing [11]. 

Phishing is a deception technique used by attackers (Commonly known as Phish-
ers) for gaining personal information from end users, with the help of fraudulent and 
spoofed emails, Phished Websites and various deception techniques. The aim of the 
phisher lies in obtaining personal information or credentials from an end user such as 
bank account numbers their passwords, credit card details etc. They use this informa-
tion in doing mischievous and fraudulent activities such as accessing important in-
formation and secrets, withdrawing money of an individual on web. 

Phishing starts when an attacker uses a mass-mailer for sending fraudulent and 
spoofed emails by impersonating themselves as an authenticated bank, financial or 
social institution to a large population of end users. Phishing generally starts with a 
mass mailing activity to increase the population of end users that will eventually fall 
for Phishing. Phishers also use a phished website that looks exactly same as that of 
the original one he is targeting to phish, except for the domain name and the DNS 
entry it will use. The attack scenario starts when the attacker sends a phished email 
using spoofing and advanced email creation techniques such as those used in email 
newsletters, with other fraudulent techniques to fulfill their specific needs. The end 
user or the victim opens the email and because of deception techniques used inside it, 
trusts on the originality of its contents and its sender and clicks on the URL specified 
in it. The URL looks normal but it will take to a phished Web site.  

The phished website is created in a way to look like an original highly trusted site 
that a phisher is targeting. As an example a phishing website can be of a highly 
trusted bank having the same text the same logo and animations as it is on the original 
bank website. When a user reaches a phished website which he can’t identify as 
phished one, he enters information asked by the website such as user id’s password, 
credit card numbers etc. which eventually get stored in the servers of the phisher. 

Phishing is termed as a deception technique as it creates an illusion to the receiver 
of an email that, it is from an entity on which user’s trust, but behind the scenes it is 
not as expected. Email phishing is carried out with the help of many other tricky tech-
niques which are used for internet fraud in today’s internet world, one of which is 
Email spoofing. Email spoofing technique allow an attacker to send email using oth-
er’s identity which causes a severe problem, because now he can send anything such 
as wrong information, malicious codes etc. and held others responsible for his wrong-
doings. Spoofing creates two problems: one is of creating wrong trust in the mind of 
end user, hence gaining confidence, so that he will do what is required and second is 
of wrong backtracking because an innocent user or group will be held responsible for 
the problems created. Email spoofing plays an important role in carrying out email 
phishing as it makes the user to believe on the illusion of reality, created by a Phisher. 

The statistics as obtained from Avira shown in Table 1. are of February 2011 
which shows that phishing attacks are more Top level domain and business centric. 
The most phishing attacks are on the .com top level domain and the companies which 
gets most affected are those which involve some kind of electronic money transfers 
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and social networking. Hence Phishing is from one of the most important threats in 
the internet world that is to be taken care of. The damages that it causes include loss 
of money, information and good will. 

Table 1. Statistics of Phishing Attacks 

# Top Level   

Domain 

% # Brand Name % 

1 .com 51.56 1 PayPal 53.5

9 

2 Others 15.82 2 Others 20.0

3 

3 .org 6.20 3 HSBC Bank 5.07 

4 .net 5.94 4 Chase Bank 4.43 

5 .uk 3.69 5 Facebook 4.09 

6 IP address 3.22 6 EBay 3.48 

7 .br 2.44 7 Bank Of America 3.16 

8 .tk 2.18 8 Visa 2.19 

9 .ru 2.01 9 Lloyds 2.07 

10 .tl 1.23 10 Banco Satander 1.88 

 
In this paper we propose an architecture that will solve the problem of phishing 

that is launched through Phished website links in emails. The problem created by this 
attack is of bad trust in email service as an authentic communication medium and loss 
of credentials of users.   

The next section will describe the previous schemes for phishing prevention.  
Section 3 will describe our proposed scheme with section 4 giving the description of 
overall benefits. Section 5 ends the discussion with conclusions and future work.   

2   Previous Work 

A detailed description of previous schemes proposed for preventing phishing attacks 
with their assumptions, advantages and disadvantages are in a Table shown on the 
next page. From the study of previous techniques we concluded that there are some 
common shortcomings in them which are as follows: 

1. Various Schemes based on Secret Images shared between website and us-
er and which are revealed during pre-logging when the user enters the se-
cret key are annoying and vulnerable. As they ask users to enter a new 
watermark image and its position each time a user logs out, also a Phisher 
can obtain the secret key from the user by creating fake login pages and 
can obtain the Watermark image and its location from the original web 
page by using the secret key obtained from the user. 

2. Use of Advanced Technologies such as Radio frequency Identification 
Technology (RFID) for authentication requires that a user must carry the 
RFID reader and Tokens for Login. 
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3. External authenticating device usage in prevention of phishing attacks add on 
to the cost and complexity. Complexity is increased because the user interac-
tion will be secure but complex as now it requires external device communi-
cating with the browser which will then eventually contact to the target serv-
er. Also it will always require an external device for secure access.  

4. Those solutions that require client server support require changes in the 
underlying frameworks and architectures also their maintenance and 
proper synchronization is a requirement. Also real time implementation, 
deployment and performance are of great concern. 

5. Email Authentication and verification schemes require key management 
activities which will increase an extra burden on the system as now sys-
tem has to take care of keys for each and every user.  

6. Techniques implemented for avoiding key logging and improving pass-
word schemes are complex with respect to a normal user as he certainly 
doesn’t want to annoy on every time he logs on to the website by entering 
keys through keypads and hence require initial user training. 

7. Those schemes that implement security of user passwords at client’s side 
with browser extensions are difficult to implement. 

8. Client server interaction for authentication during every secure transaction 
increases the communication and computation cost at both client and 
server side. 

9. Schemes based on short time passwords and certificates require special 
systems such as offline card readers (FINREAD reader) and Smart cards 
for their generation which add up extra cost and complexity to the under-
lying system.  
 

Abbrevia-
tion 

Proposed Scheme Paper 
name 

Assump-
tions 

Advantages Disadvan-
tages 

Water-
marking 

Based [1] 

Author proposed an anti-
phishing approach based on 
Dynamic watermarking tech-
nique. According to this approach 
user will be asked for some 
additional information like 
watermark image, its fixing 
position and secret key at the 
time of user’s registration and 
these credentials of particular 
user will be changed at per login. 
During each login phase a user 
will verify the authentic water-
mark with its position and decide 
the authenticity of website. 

Detection 
and Prevention 
of Phishing 
Attack Using 
Dynamic 
Watermarking 
A.P. Singh et.al 
2011 

User will 
select a 
watermark 
image and its 
position at 
website while 
logging out. 
User Account 
database that 
will store 
secret key & 
Watermark 
Image with 
regular 
credentials. 

Doesn’t re-
quire any external 
mobile device. 
Feasible to 
implement with 
minimal changes.  

During 
every logout 
user is asked for 
reentering new 
watermark 
image and its 
position which 
is annoying. A 
phisher can 
obtain the initial 
secret key 
through 
phishing and 
can obtain the 
watermark 
position and its 
location. 

RFID 
Based [2] 

Authors proposed a RFID 
(Radio Frequency Identification 
Technology) Factor Authentica-
tion Application (RFAA) 
techniques; an enhanced tech-
nique from SofToken scheme that 
acts as a technique for two-factor 
authentication. 

A Sophis-
ticated RFID 
Application on 
Multi-Factor 
Authentication 
J.C. Liou et.al 
2011 

RFID 
tags and 
RFID reader 
and changed 
Login 
Infrastructure. 

RFAA is a 
two factor 
authentication 
scheme for more 
secure identifica-
tion. RFAA can be 
used for both 
online transactions 
and computer 
system access as 
opposed to the 
SofToken applica-
tion that primary 
addresses to online 
transaction 
security 

RFID read-
er and Tokens 
will be required 
each time user 
login.  
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External 
Authentication 
Device based 
[3] 

Author proposed techniques 
based on external authenticator. 
They proposed that user’s must 
be authenticated by an external 
authenticator that they cannot 
reveal to malicious parties. 
Scheme uses additional authenti-
cator on a trusted device, which 
can be a cell phone or a PDA, 
such that the attacker will have to 
compromise the device to obtain 
user password and to obtain user 
account. 

Phool-
proof Phishing 
Prevention B. 
Parno et.al 2005 

User can 
establish a 
secure 
connection 
between their 
cellphone and 
their browser 
and the 
cellphone 
itself has not 
been com-
promised. 

Prevent active 
man in middle 
attacks. Use of 
cellphones allows 
us to minimize the 
effect of hijacked 
browser windows 
and facilitates user 
convenience since 
it can be used at 
multiple machines.  

Requires 
the usage of 
external 
authenticating 
device to solve 
the purpose 
which will add 
complexity in 
the way a user 
account will be 
accessed. 

Post Phish-
ing Rescue 
based [4] 

Authors proposed post 
Phishing Rescue technique. Here 
client identifies whether user 
have entered valid credentials on 
a faked website and Server 
capture this information from 
various clients. if there is some 
phishing going on server transfer 
the information to target domain 
for immediate attention. 

 

Password 
Rescue: A New 
Approach to 
Phishing 
Prevention D. 
Florˆencio and 
C. Herley 2006 

Assum-
ing that a 
white list and 
a black list 
are main-
tained and 
updated 
regularly and 
a notion of 
trusted client 
and server 
ends who will 
cooperate. 

The scheme 
doesn’t protect the 
user from informa-
tion leakage but 
rather try to detect 
and then rescue 
the user from bad 
trust decisions.  

Complex 
and require 
client and server 
deployment and 
synchronization. 
Also require to 
maintain white 
list and blacklist 
of sites. Real 
time implemen-
tation consid-
erations 

Email 
spoofing 
detection based 
[5] 

Authors proposed a  novel 
key distribution architecture and 
identity based digital signature 
for making email trustworthy and 
hence detecting & mitigating 
spam mails by detecting email 
spoofing 

Fighting 
phishing 
attacks 
lightweight 
trust architec-
ture for 
detecting 
phished mails. 
B. Adida et.al 
2005 

Up-
graded email 
client and at 
least one key 
server. 

The scheme is 
lightweight neither 
pre-established 
public key 
infrastructure nor 
cooperation 
between email 
domains is 
required. all 
legitimate uses of 
email remain fully 
functional after the 
changes required 
by the scheme 

Real time 
implementation 
considerations. 
Requires 
noticeable 
changes in the 
email service 
provider’s side 

Picture 
passwords 
Based [6] 

   

Author has shown the usabil-
ity of Picture passwords and 
shown how picture keypads can 
be used for entering credentials 
instead of typing through 
keyboard. A number of features 
of keypad are personalized to the 
user such as background color 
border design of keypad which 
differ from other users, and 
selected from the user’s stored 
account record by means of the 
user’s username. This provides 
protection against phishing, by 
alerting the user when any 
changes to their familiar keypad 
‘look-and-feel’ occur, which is 
unknown to the phisher. 

The usa-
bility of picture 
passwords N. 
Fraser  

Set of 
pictures from 
which a 
subset of 
pictures will 
be issued as 
password to a 
particular 
user 

Avoid log-
ging by key 
loggers, also it is 
impossible for a 
user to disclose 
their password on 
a randomly 
generated phisher 
keypad as it is 
hard for a phisher 
to randomly 
generate a keypad 
that contains all 
picture necessary 
for entering the 
password by a 
user. 

It will be 
complex from 
user’s perspec-
tive to enter the 
password each 
time during 
login by picture 
keypad and will 
require user 
training. 

Dynamic 
security skin 
based [7] 

Authors proposed two inte-
raction techniques to prevent 
spoofing. 1. Browser extension 
provides a trusted Window in the 
browser for username and 
password entry.  A photographic 
image for creating a trusted path 
between the user and the window 
so as to prevent spoofing of the 
Window and text entry fields. 2. 
The scheme allows the remote 
server to generate a Unique 
abstract image for individual user 
for each transaction. The image 
will create a “skin” that will 
automatically customize the 
Window or the user interface 
elements in the content of a 
remote web page. The extension 
will allow the browser to inde-

The Battle 
Against 
Phishing: 
Dynamic 
Security Skins 
R. Dhamija, 
J.D. Tygar  
2005 

Confi-
gured remote 
server and 
browser 
extension. 

To authenti-
cate, the user has 
to recognize only 
one image and 
remember one low 
entropy password, 
no matter how 
many Servers he 
wishes to interact 
with. To authenti-
cate content from 
an authenticated 
server, the user 
only needs to 
perform one visual 
matching opera-
tion to compare 
two images. 

Increases 
the complexity 
of user inter-
face, require 
initial user 
training requires 
client server 
interaction each 
time a transac-
tion is per-
formed. 
Extended 
browser 
window, 
increases the 
complexity of 
user interaction. 
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pendently compute the image it 
expects to receive from the 
remote server. To authenticate 
content from the server, the user 
can visually verify that the 
images match. 

Browser 
Extension 
Based [8] 

Authors described a browser 
extension, PwdHash that transpa-
rently produces a different 
password for each site, which 
improves web password security 
and defends against phishing and 
other attacks. Browser extension 
apply a cryptographic hash 
function to a combination of the 
plaintext password entered by the 
user, data associated with the web 
site, and (optionally) a private 
salt which is stored on the client 
machine. 

Stronger 
Password 
Authentication 
Using Browser 
Extensions B. 
Ross et.al 2005 

Browser 
Extension, a 
good crypto-
graphic hash 
function. 

The scheme 
requires no 
changes on the 
server side. Theft 
of password 
received at one of 
the website will 
not reveal the 
password that will 
be used at another 
website. 

Implement-
ing this pass-
word method 
securely and 
transparently in 
a web browser 
extension turns 
out to be quite 
difficult 

Smart card 
based [9] 

Authors proposed two solu-
tions:  

1. Short-time password solu-
tion. This authentication scheme 
uses an offline card reader and a 
smart card to produce short-lived 
passwords on demand. 

2. Certificate-based solution. 
This authentication scheme uses a 
secure online card reader, the 
FINREAD card reader, and a 
smart card to sign SSL/TLS 
challenges on demand 

Secure In-
ternet Banking 
Authentication, 
A. Hiltgen,  
et.al 2006 

Java 
Applet 
Websites that 
can detect 
FINREAD 
card reader, 
Card Readers. 

The user’s 
credentials are 
stored on the 
smart card and can 
only be accessed 
via an offline 
smartcard reader, 
so malicious 
software can’t get 
the user’s symme-
tric cryptographic 
key or related 
functionality. 
Scheme effective-
ly thwarts both 
offline credential- 
stealing attacks as 
well as online 
channel-breaking 
attacks. 

Necessity 
of mobile 
equipment’s. 
Require major 
changes in 
underlying 
system. Com-
plex. 

QR Code 
based [10] 

Author proposed an anti-
phishing single sign-on (SSO) 
authentication model using QR 
code. This scheme is secure 
against phishing attack and even 
on the distrusted computer 
environment. Scheme consists of 
three phases: login request phase, 
QR code generation phase, and 
verification phase. 

A mobile 
based anti-
phishing 
authentication 
scheme using 
QR code, K. 
Choi et.al 2011 

QR 
(Quick 
Response) 
Code reader, 
extended 
authentication 
server, 
External 
Mobile 
device. 

User can 
access the web 
sites in online 
Environment of 
distrust local 
computer and web 
server using 
mobile device. 
Even if the user's 
sensitive informa-
tion is exposed, 
attacker cannot 
obtain the mobile 
information 
because user data 
is encrypted by the 
mobile device. 
Users can check 
the web server 
whether this server 
is the phishing 
server through the 
extended authenti-
cation server 

Complex 
Scheme for 
deployment 
Requires an 
extended 
authentication 
server, whose 
reliability is a 
concern. 
Requires a 
secure external 
mobile device. 
Feasible, 
efficient and 
transparent 
deployment in 
real world is a 
question.  

10. Extended authentication schemes for prevention of Phishing requires con-
figuration, management and security consideration for extended authenti-
cation servers which are used to authenticate the web-servers a user is 
communicating with. Also it increases the communication time and cost 
for each user login. 
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3   Personal Secret Information Based Authentication towards 
Preventing Phishing Attacks 

Our proposed sheme is for prevention of phishing attacks by providing users a way to 
verify the originality of the website they are logging with while they click on a link in 
the e-mail that comes to their E-mailbox. This is achieved by using a piece of secret 
information that can be a photograph or a key which is shared between the user and 
the website and is provided by the user at the time of online account creation. In our 
implementation we will use a photograph as a piece of secret information. The overall 
architecture proposed is shown in fig1. 

The architecture proposed require minimal changes to the underlying database that 
is used by websites for storing user credentials. Generally websites of online banking, 
social networking and others store userid and passwords as secret credential for a 
unique user and the verification includes checking these credentials when a user login 
with them. Our proposed scheme requires that websites should include some more 
user secret information to prevent phishing and use them in a way that will help the 
user to discriminate between original and phished websites. By secret information we 
mean userid, password as usual with the additional use of a user’s photograph or a 
secret phrase. 

The overall scenario and the underlying scheme we propose is based on the 
assumption that if a user can see the login pages of their websites personlaized then 
there will be low chances that they will fall for phishing as a phisher cannot provide 
such a personalization on a phished website as he is unaware of the secret information 
shared between user and the original company website and which is being used as a 
way to provide personalized experience to each unique user. 

The personalization for each user while they click on the links sent to them 
through email from original companies is achieved by storing URL suffix for each 
user which is encrypted userid and will be used with the compaanies URL whenever 
company wants any communication. This will result in URL suffixes for each 
individual user which are stored with the user credentials in the database. these will 
be then sent to the user whenever company wants to contact the specific customer. 
when the user click on such a link the url suffix will be retrieved and processed to 
get the user id associated from where he can extract the secretv information shared 
with the website and display them at appropriate places during login to provide user 
a kind of personlization. The Encryption scheme for converting unique user 
information such as user id’s to URL suffixes with the decryption scheme showing 
the server side processing of URL to obtain the userid for providing user 
personlization is shown in Fig.1 also explains the usage scenario in which the 
scheme will be deployed and used. 
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the user database with that user id and is then sent as URL suffix with the companies 
URL link that company will sent to the user for logging in emails. 

3.2   Decryption Scheme 

Whenever a user will click on the link in the mail from the original companies 
website the link is processed at the server side. The processing includes fetching the 
URL suffix associated with the URL and then decrypting it with the symmetric 
decryption scheme(AES) to obatin the userid which was encrypted. the user id is then 
used to extract the secret information which is photograph associated with the user 
and then eventually displaying it on the login window. This will make sure the user 
that the page with which is he logging with is original as phisher has no knowledge of 
the secret photograph he shared with the company during account creation. 

Both Encryption and decryption schemes require the usage of a trusted component 
at the server side that will store the secrets for encryption and decryption scheme. we 
call it in our scheme as Credentials manager. for encryption and decryption we have 
proposed Advanced Encryption standard (AES). The initial study shows that AES is a 
good symmetric enryption scheme as the only way of breaking it is through brute 
force attacks and those kind of attacks on hug key sizes as provided by AES are 
proven to be difficult and is also used in [10]. The credential manager will store the 
information for the AES encryption scheme and are as follows: 

1. Salt which act as second secret password 
2. Hash Algorithm can be SHA-1 or MD-5. 
3. Secret key used for encryption and decryption 
4. Initial vector which is an collection of 16 ASCII characters 
5. Password iteration that defines the no of times the algorithm is run on the 

plain text. 

The screenshots of our prototype implementation are shown below: 

 

 

Fig. 2. Sign up page of a website as per proposed scheme 
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Fig. 4. C

Fig. 5. 
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Fig. 3. Login page 

 

 

Comapny Generating URL for user aheadpec 

 

 

Mail Sent from company to user aheadpec 
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Fig. 6. Login page showing secret phrase aheadpec shared with website during sign up 

4   Advantages of Proposed Scheme 

The advantages of our scheme wll provide compared to other techniques are as 
follows: 

1. Our Proposed scheme does not require any kind of support from spam and 
phished mail filters provided by email service providers and also don’t rely on 
their accuracy in detecting phished email. 

2. This scheme can be implemented in real time by companies with minimal 
changes to their server side processing.  

3. Key management is not a task as no sharing of key is done anywhere in the 
scheme. However the credentials managers have to be designed in a way so 
that the credentials can be protected from attackers reach. Also credentials 
manager can refresh the scheme by changing the values of the credentials 
stored after a certain period of time. 

4. The scheme can rely on a single unique key used for encryption and 
decryption of all user ids. But generally credentials manager can implement 
numerous other schemes in which he can allot certain group of user id’s a 
different set of credentials for encryption and decryption and the other group a 
different one that will eventually increase the security. 

5. Our scheme require no changes in the browser or the at the client machine. 
6. There is no requirement for any external authenticating device. 
7. It requires no user training and is not annoying compared to other techniques. 

Also user doesn’t have to remember the position, color, shape and sizes of any 
browser window or watermark Image. 

8. Our Scheme doesn’t require any special external card readers or tokens as used 
in some techniques for phishing preventions and hence our solution doesn’t 
add cost and complexity to the underlying system. 

9. There is no requirement for extended authentication server which cuts off 
extra server maintenance and configuration with reduced time per login. 
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5   Conclusion and Future Work 

We have proposed a novel scheme based on personal secret information for 
authentication towards preventing Phishing attacks which are launched through 
Phished website links in emails. The Scheme is easy to deploy in real world scenario 
with minimal changes and better efficiency. A working prototype of the proposed 
scheme is developed and its accessment on various measures such as communication 
cost, time and efficiency is under study.  

In future we will try to apply this technique in a way to prevent Web Phishing 
which occurs when a user reaches a Phished website through typing mistakes on 
browsers etc. and not from links in Phished emails. 

References 

1. Singh., A.P., et al.: Detection and Prevention of Phishing Attack Using Dynamic Water-
marking. Information Technology and Mobile Communication Communications in Com-
puter and Information Science, Part 1 147, 132–137 (2011), doi:10.1007/978-3-642-
20573-6_212011 

2. Liou, J., et al.: A Sophisticated RFID Application on Multi-Factor Authentication. In: 2011 
Eighth International Conference Information Technology: New Generations (ITNG), Las 
Vegas, pp. 180–185 (2011), doi:10.1109/ITNG.2011.38 

3. Parno, B., Kuo, C., Perrig, A.: Phoolproof Phishing Prevention. In: Di Crescenzo, G., Ru-
bin, A. (eds.) FC 2006. LNCS, vol. 4107, pp. 1–19. Springer, Heidelberg (2006) 

4. Florencio, D., Herley, C.: Password Rescue: A New Approach to Phishing Prevention. In: 
Proceedings of the 1st USENIX Workshop on Hot Topics in Security, HOTSEC (2006) 

5. Adida., B., et al.: Fighting Phishing Attacks: A Lightweight Trust Architecture for Detect-
ing Spoofed Emails. In: DIMACS Workshop on Theft in E-Commerce (2005) 

6. Fraser, N.: The usability of picture password (unpublished) 
7. Dhamija, R., Tygar, J.D.: The Battle Against Phishing: Dynamic Security Skins. In: Pro-

ceedings of the 2005 symposium on Usable privacy and security, SOUPS (2005) 
8. Ross, B., et al.: Stronger Password Authentication Using Browser Extensions. In: Security 

2005 Technical Program (2005) 
9. Hiltgen, A., et al.: Secure Internet banking authentication. IEEE Security & Privacy 4(2), 

21–29 (2006), doi:10.1109/MSP.2006.50 
10. Kyeongwon, C., et al.: A mobile based anti-phishing authentication scheme using QR 

code. In: 2011 International Conference on Mobile IT Convergence (ICMIC), September 
26-28, pp. 109–113 (2011) 

11. APWG.: Origins of the Word "Phishing", 
http://www.antiphishing.org/word_phish.html 



N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 43–53. 
springerlink.com                                                                © Springer-Verlag Berlin Heidelberg 2012 

Key Distribution Schemes in Wireless Sensor Networks: 
Novel Classification and Analysis 

Premraj Mahajan and Anjali Sardana 

Electronics and Computer Science Department, 
IIT Roorkee, India 

{prem228434,dr.anjalisardana}@gmail.com 

Abstract. Security is one of the important and challenging aspects in wireless 
sensor network owing to their wireless nature combined with limited memory, 
energy, and computation. We can classify security issue of the wireless sensor 
network into five broad categories as cryptography techniques, key manage-
ment, routing protocols, intrusion detection and data aggregation. Since the key 
management forms an underlying factor for efficient routing protocol and cryp-
tography in wireless sensor network, we focus on key management issue. This 
paper outlines the constraints, security requirements and attacks, which are re-
lated to the key management and routing. Further novel classification of key 
distribution schemes have been proposed. The proposed novel classification and 
comparison distinctly brings to the fore gaps in the existing solutions of re-
search which can be put to use by researchers in the area to identify current 
challenges for designing efficient key distribution scheme. The paper concludes 
with possible future research directions on key distribution in WSNs. 

Keywords: Key distribution schemes, Security, Sensor network. 

1   Introduction 

Wireless Sensor Network contains hundreds or thousands of sensor nodes and these 
sensor nodes have the ability to communicate either amongst each other or directly to 
an external base station (BS). Figure 1 shows a schematic diagram of sensor node 
components. Basically, sensor node comprises of sensing, processing, transmission, 
mobilizer, position finding system, and power units. The same figure shows the com-
munication architecture of a wireless sensor network (WSN) [1, 2].  

These types of the sensor nodes are deployed into the field for the purpose of sens-
ing some specific information. But these sensor nodes are resource constraints. Sensor 
nodes have limitations like computational power, storage, battery etc. So possibility 
of the attacks like hello flood on sensor node is more. Hence it is important to utilize 
available resources effectively with fulfilling the basic requirements like encryption, 
authentication etc.  These (encryption, authentication) services are based on opera-
tions which involves the different [3]keys like encryption-decryption keys, cluster 
key, key which is used in hash function etc. So energy efficient key distribution in 
sensor nodes plays vital role in security of WSNs Section 2 of this paper presents 
constraints of the wireless sensor network along with security requirements. Section 3 
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presents attacks related to the key management and routing. In section 4, a novel clas-
sification of the key management schemes is presented. Section 5 discusses about 
conclusions and future work to be done. 

2   Constraints in Wireless Sensor Network 

Sensor nodes have limited processing power, storage capacity and transmission range 
because of the energy and the physical size. 

Energy: Energy in sensor network is conserved for many purposes like sensing, 
ADC, computation, communication. So for long lasting working of the sensor, all 
these operations should be performed efficiently. 

Computation: Embedded processors in sensor nodes are not so powerful that they 
can perform the complex cryptographic functions. Typically 8bit, 4-12 MHz[4]. 

Memory: Memory includes flash memory and RAM. Flash memory is used for stor-
ing downloaded application code and RAM is used for sensed data, intermediate 
computation. In SmartDust project, tiny OS code space is 3500bytes, and only 
4500bytes [4] are there for the security application.  

Transmission range: Again range is also dependent on the energy limitation. It also 
depends on the environment factors like whether and terrain. 

 

 

Fig. 1. The component of sensor network [3] 

Security requirement: To protect the information and resource from attacks, security 
services are provided in WSNs. These security requirements include: 

• Authentication: It ensures that communicating nodes are genuine and no any 
malicious node can inject or spoof the message. 

• Availability: It ensures that message is made available to the destination node 
even in presence of the intermediate node capture or Denial-of-service attack. 
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• Authorization: It ensures that only authorized nodes can be involved in pro-
viding information to network services.  

• Confidentiality: It ensures that the given information cannot be understood by 
the attacker or any unauthorized person.  

• Integrity: It ensures that information cannot be altered by any intermediate ma-
licious node.  

3   Attacks Related to Key Management and Routing 

Wireless Sensor Network is vulnerable to various types of attacks. In following sec-
tion the attacks which are related to key management and routing are considered. 

Spoofing, altering and replaying attack: In presence of the spoof and replay attack, 
the network traffic can be extensively corrupted. Continuous alteration in the message 
transmits the incorrect message and source node has to retransmit the packets. It re-
duces the battery life in large extend due to power exhaustion. In replay attack, mali-
cious node may capture the any of the network message and replay that message, and 
hence damaging the network performance.[4, 5] 

Selective forwarding attack: Normally sensor nodes are multi-hop systems and the 
assumption in such network is that intermediate nodes faithfully forward the received 
message. In this type of attack the malicious node may refuse or simply drop some 
part of message [4-6]. Such type of attack is most effective when attacker is explicitly 
included on the path of data flow. 

Sybil attack: The Sybil attack is a case in which malicious node shows multiple iden-
tities. Malicious node behaves as it is a large number of the nodes for example imper-
sonating other node or simply claiming false identities. In worst case, an attacker may 
generate an arbitrary number of additional node identities, using single device [4, 7].  

Sinkhole attack: The attacker tries to pass nearly all the traffic from a particular area 
through a particular/malicious node. An attacker makes a compromised node look 
more attractive to the surrounding nodes by forging routing information and ultimate-
ly surrounding nodes will choose next node to route the information through the com-
promised node giving access to all data. Many attacks can be initiated [4, 5] through 
the sinkhole attack ex. Wormhole, selective forwarding or eavesdropping. 

Wormhole attack: A wormhole is low-latency link between two portions of the net-
work over which attacker replays the network messages [5, 8]. An attacker receives 
the packets at one portion of network and tunnels them to another portion, and then 
replays them into the network. These tunneled packets arrive sooner than the other 
packets transmitted over normal multi-hope route because these tunneled distances 
are longer than the normal wireless transmission range of a single hop. The wormhole 
attack is possible even if the attacker has not compromised any hosts and even if all 
communication provides authenticity and confidentiality. 

Hello flood attack: Many of protocol use HELLO packets for getting the list of the 
neighboring nodes and assume that replied nodes are within their transmission range 
and are therefore neighbors. But an attacker may use high-powered transmitter to 
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track maximum areas[5] so that, other nodes will believe that they are neighbor. If the 
attacker falsely broadcast a superior route to the base station then all nodes will pass 
the information through those attacking nodes even that node is out of range. 

Acknowledgement spoofing attack: Acknowledgements are sometimes required in 
the sensor networks. An attacker node can spoof acknowledgements. Goal of the 
spoofing the acknowledgement is that attacker can convince[5] the sender node by 
giving false information like a weak link as strong or dead node as alive. 

Tampering attack: Tampering is a physical layer attack. Given physical access to 
node, attacker can extract sensitive information such as cryptographic keys and some 
other data on a node [9] and may create false identity. 

Table 1. Different types of attacks and their defense mechanism along with related issue 

 
TYPES OF ATTACK 

 

 
DEFENSE MECHANISM 

 
ISSUE 

Tampering a. Tamper-proofing
b. Hiding 

High cost

Spoofed, Altered, or Rep-
layed Routing Information 

a. MAC
b. Monitoring 
c. Lightweight Authentication 
d. SPINS protocol 

Computation power
Computation power 

Selective Forwarding a. Multi path routing
b. Probing 

Computation power

Sinkhole a. Authentication
b. Geographical routing 
c. Redundancy 
d. Monitoring 

Computation power, key distribution 
Energy consumption 

Sybil a. Use of symmetric keys
b. Probing 

Computation power, key distribution 
Energy Consuming 

Wormhole a. Authentication
b. Time synchronization 
c. Packet leashing by geograph-

ical and temporal information 

Computation power, key distribution 
 
Infeasible 

Hello flood Attack a. Authentication
b. Verify the bidirectional link 

Computation power, key distribution 
 

Ack. Spoofing a. Authentication Computation power, key distribution 

Node replication attack a. Localized voting system
b. Key renewing 

Replication attacks
 

4   Key Distribution Schemes 

In wireless sensor network, to provide the basic security requirement like encryption, 
decryption, authentication etc. we have to perform some operations involving the 
different types of keys. With considering the constraints of the sensor node, we have 
to distribute these keys to all the sensor nodes. This key distribution operation must be 
energy efficient so as to increase the life-time of sensor node. An open research prob-
lem is how to set-up secrete keys among the communicating nodes. There are differ-
ent schemes are proposed for key distribution among the sensor nodes. These schemes 
are categorized with the following properties [3, 10, 11]: 
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• Pre-distribution/Post-distribution: In pre-distribution schemes the keys are 
stored into nodes before deployment into the field and in post-distribution 
schemes the keys are distributed after the deployment into the field with the 
help of trusted server or self-enforcing property. 

• Homogeneous/Heterogeneous: In homogeneous sensor network, all the nodes 
are identical and having the same computational power, storage capacity and 
energy level whereas in case of the heterogeneous sensor network, small num-
ber of sensor nodes are more powerful in terms of the energy, storage and com-
putational power than other large number of the sensor nodes. 

• With deployment knowledge/without deployment knowledge: Sensor net-
work which knows that where and how the sensor nodes are deployed into the 
network that comes under deployment knowledge category. And other sensor 
networks, which don’t have information about the deployment knowledge, that 
comes under without deployment knowledge category.  

Different types of key distribution schemes are classified as shown in the figure 2: 

 

Fig. 2. Classification of key distribution schemes  

4.1   Trusted Server Scheme 

Trusted server scheme depends on the trusted server for key agreement between two 
different nodes, e.g. Kerberos. Such a third party key distribution requires infrastruc-
ture which is impractical [11, 12]for sensor network.  

4.2   Self-enforcing Scheme 

Self-enforcing scheme depends on asymmetric cryptography. it is very good solution 
for key management and distribution in WSN but sensor nodes have lot of limitations 
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like memory and processing power. Limited computation and energy resources of the 
sensor nodes often make it undesirable to use public key algorithms, such as Diffie-
Hellman key agreement or RSA. Several works shows[13] that lightweight versions 
of the public key algorithms can be utilized in the sensor networks. 

4.3   Pre-distribution Schemes 

In pre-distribution schemes the keys are stored into nodes before deployment into the 
field. These can be further divided into schemes for homogeneous and heterogeneous 
environment. 

4.3.1   Schemes for Homogeneous Network 
In homogeneous sensor network, all the nodes are identical and having the same 
computational power, storage capacity and energy level. 

4.3.1.1   Without Deployment Knowledge. In these schemes, deployment knowledge is 
not considered. 

4.3.1.1.1   One Master Secrete Key Scheme [11]: In one master secrete key scheme, 
each node carry one master key, pre-distributed before deployment. This master key 
is used to achieve the key agreement and obtain a new pair wise key. Because of one 
master key, this scheme doesn’t exhibit desirable network resilience. If any node is 
compromised then the entire sensor network will be compromised. In this scheme 
giving the temper proofing mechanism, will increase the cost as well as energy con-
sumption of each node.  

4.3.1.1.2   N-1 Secrete Pair-Wise Key[11]: In N-1 secrete pair-wise key scheme, if 
there are N nodes then each node should have to carry n-1 secrete pair-wise keys. 
Each of which is known to this sensor and one of the other to n-1 sensor node. Resi-
lience is perfect as compared to other scheme because if any of the nodes is compro-
mised then that node does not affect the security of communications of other nodes. 
But this system has main two drawbacks. It is not practical because of extremely li-
mited amount of memory. As the network grows (N), memory required for storing 
keys also increases. Second one is, adding new node to pre-existing network is com-
plex because the existing nodes do not have the keys of the new sensor node. 

4.3.1.1.3   Basic Scheme [14]: It consists of three phases. Key pre-distribution, shared 
key discovery and path key establishment. First phase store small number of the keys 
into nodes key ring, taken from generated pool of keys to ensure that two node share 
at least one key with a chosen probability. Second phase establishes the secure link 
between two nodes only when they carry secrete key common. Third phase assigns 
the path-key to selected pairs of sensor nodes in wireless communication range that 
do not share a key but are connected by two or more two or more links at the end of 
the shared key discovery phase. 

4.3.1.1.4   q–composite Key Scheme [10]: In previous scheme, we require common 
single key from key rings of two communicating nodes in order to secure link in the 
key–setup phase. In q –composite key scheme, q>1 common keys are needed. In this 
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way it increases the resilience of the network against node capture. This scheme uses 
Merkle puzzle in key set-up phase. After key set-up and discovery a new communica-
tion link key is generated as: K = hash (K1||K2||…||Kq) and hashed in canonical order. 
This scheme has no resistance against node replication since node degree is not con-
strained and there is no limit on the number of times each key can be used. 

4.3.1.1.5   Multipath Key Reinforcement [10]: This method conjunction with basic 
scheme strengthens the security of an established link key by establishing the link 
through multiple paths and improves the resilience against node capture. Key set-up is 
as per basic scheme. Then each link is secured using a single key from key pool. This 
single key may be the part of any other node and if that node is captured then the link 
may not be secured further. So to address this problem, multipath reinforcement 
scheme update the communication key to a random value after key set-up through 
multiple paths between the nodes. The more the path we can find between the nodes, 
the more security multipath key reinforcement provides for the link between any two 
nodes. A link is considered completely compromised if all its reinforcement paths are 
also compromised. 

4.3.1.1.6   Random Pairwise Key scheme [10]: In initialization phase, a node can only 
store random set of np pairwise keys where n is total nodes can be used in sensor 
network and p is probability. Total n node unique identifiers are generated. Size of 
network may be less than n and other unused identifiers are used for future network 
expansion that means provides some range of scalability. In post-deployment key set-
up phase, each node first broadcasts its node ID to its immediate neighbors. Scheme 
provides node-to-node authentication by using identifiers. Provides distributed node 
revocation with adding some overhead in key storage and provides perfect resilience 
against node capture as it does not reveals any information about links. 

4.3.1.2  With Deployment Knowledge. In pre-distribution schemes the keys are stored 
into nodes before deployment into the field 

4.3.1.2.1   ABAB Scheme [15]: This scheme uses approximate deployment prior 
knowledge to improve the performance of a random key pre-distribution scheme. 
Motivation of this scheme is to design simple, flexible key distribution scheme[14] 
that are easily applicable, extensible and sufficiently secure. This scheme uses two 
large key pools for overall network with some common keys in common. This 
scheme is totally based on “the basic scheme”. 

4.3.1.2.2   ABCD Scheme [15]: ABAB scheme is easily applicable in sensor network 
but it has a resilience problem since same keys are used in different zones several 
times. ABCD scheme is more complex than ABAB but it is more efficient and resi-
lient scheme as it uses 2r keys pools, where r is the number of rows of deployment. 
Direct key and path key establishment is as per the basic scheme.  

4.3.2   Schemes for Heterogeneous Network 
In homogeneous scheme, it is assumed that all sensor nodes are of same power and 
same capacity. But the works have suggested [16]that connectivity, lifetime, reliabili-
ty and resilience can be improved substantially if few nodes are given greater power 
and transmission capacity.  
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Some Common Assumptions of heterogeneous sensor network environment are: 

• There are two types of sensor nodes H (powerful and provided with temper-
resistance) and L (ordinary). 

• Each L nodes and H nodes have unique node ID. 
• Routing in Heterogeneous sensor network consists of two phases:  

1. Intra cluster routing (each L sensor sends data to its cluster Head) 
2. Inter cluster routing (Each cluster head sends may aggregate data from  

multiple 

L-sensors and then sends compressed data to sink via the H-sensor backbone.  
Following are some heterogeneous key distribution schemes in heterogeneous 

wireless sensor network: 

4.3.2.1   Routing Driven Key Management Scheme [17]:  This scheme is referred as 
ECC based key management scheme. This scheme requires only small number of 
ECC computations in each L-sensor as compared to ECC public key cryptography. 
Server generates pair of ECC public and private keys, one pair for each L-sensor and 
H-sensor. Each H-sensor are pre-loaded with public keys of all the L-sensors, associa-
tion between each L-sensor and its private key, and a special key Kh, which is used by 
a symmetric cryptography algorithm for verifying newly deployed sensors and for 
secure communications. Each L-sensor is pre-loaded with private key and public keys 
of H-sensors. In this scheme it is assumed that each L-sensor can determine its loca-
tion. L-sensor sends key request message to H-sensor, which include its location and 
its ID via shortest distance path. After receiving the request message, H-sensor uses 
MST or SPT algorithm to determine the tree structure in the cluster. Then H-sensor 
generates shared keys for each L-sensor and its c-neighbors, Then H-sensor unicasts 
the message to respective L-sensor node with their private key. After receiving the 
message L-sensor decrypt the message and communicate securely with their neigh-
bors. The scheme utilizes the fact that a sensor node communicates with a small por-
tion of neighbors only and thus greatly reduces the communication and computation 
overheads of key set-up as compared to homogeneous schemes. It Stores small num-
ber of keys into the L-sensor. 

4.3.2.2   Key Management Scheme Based on Random Key Distribution [3]: This 
scheme pre-load only one secrete key of key pool into L-sensor generate new key by 
applying one way function on key and its ID. H-sensors are pre-loaded with all keys 
of key pool along with a special master key for inter cluster communication. With 
Hello message L-sensor and H-sensor find their neighbors and then L-sensor sends 
the list of its neighbor to the H-sensor. After that H-sensor generates the data encryp-
tion key and integrity check key and forwards the MAC check along with nonce. Af-
ter receiving the nonce L-sensor calculates the data encryption key and integrity 
check key. After setting the keys, Ha generates the shared pair-wise keys between a 
node and its neighbors. This scheme significantly reduces the storage requirement as 
compared to random key pre-distribution schemes. 

4.3.2.3   A New Key Management Scheme [18]: During cluster formation this scheme 
scheme obtains the distance between the cluster head and other sensor nodes. This 
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scheme uses the concepts of level, as each level has separate seed used for deriving 
the new keys that are only used in that level and neighboring level. The key pool con-
sists of base key and derived keys. Derived key are hash of base keys with different 
seeds. In pre-distribution phase, scheme stores only base key and not derived key. It 
stores randomly k keys into each sensor and c base keys into each H-sensor where 
c>>k. Pair-wise key between sensor and base station is stored in L-sensor and will be 
used for authentication purpose. Each CH sends location to base station by GPS and 
obtains the maximum distance a point can have in his cluster. In this scheme, the 
number of base keys has effect on connectivity between nodes and number of seeds 
has effect on resiliency against node capture. 

Table 2. Comparison of key distribution schemes 

Scheme Pre-
distribu
tion 

Deploym
ent know 
ledge 

Hetero-
geneity 
 

Features Drawback 

Trusted serevr 
[11] 

No No No 1.Good Resilience to attack
2.Low memory required. 

1.Require third party 
2.Trust issue 

Self enforcing 
[13] 

No No No 1.Easy node addition.
2.Good Resilience to attack. 
3.Most secure 

1.High computational 
power 
2.Large memory 

One master key  
[11] 

Yes No No 1.Easy node addition
2.Low Memory required 

1.Bad Resilience to attack 

N-1 pair-wise 
secrete key [11] 

Yes No No 1.Better Resiliecne to attack
 

1. Node addition Difficult 
2.Large memory required 

Basic scheme 
[14] 

Yes No No 1.Good Resilience to attack.
2.Easy Node addition.. 
3.Simple method 

1.Large Memory required 

q-composite 
scheme [10] 

Yes No No 1.More resilience to attack
2.Support Large network 

1.Large memory required 

Miltipath Key 
reinforcement 
[10] 

Yes No No 1. Strongly secure links
2.Good resilience agianst 
node capture. 

1.Add overhead key 
estabilishment traffic. 
3.Large Memory required. 

Random pair-
wise scheme 
[10] 

Yes No No 1.Provides node-to-node 
authentication. 
2.Good resilince aginst node 
attack. 

1.Large Memory required. 
2.Scalable to some extend. 

ABAB [15] Yes Yes No 1.Very simple and flexible.
2.Less secure 
3.Very much scalable. 

1.Required prior 
deployment knowledge 
2.Large Memory required 

ABCD [15] Yes Yes No 1.More secure than ABAB.
2.Highly scalable. 
3.Requires less 
communicational cost. 

1.Complicated than 
ABAB. 
2.Required Prior 
deployment knowledge. 

Routing driven 
[17] 

Yes No Yes 1.Highly secure and scalable
2.Low memory storage. 

1.Sensor node has to send 
its location through GPS. 

Key mgnt. 
scheme based 
on random key 
distribution [3] 

Yes No Yes 1.Better resillience to attack.
2.Low memory required. 
3.Low computational cost. 
4.Addition of node is easy. 

1.Scalable to some extend. 
2.H sensor exhuastion 
may occur with large 
network 

A new key 
management 
scheme [18] 

Yes No Yes 1.Reduces tradeoff between 
resilience and connectivity. 
2.Require low memory. 

1.Sensor node has to send 
its location through GPS. 

 
Table 2 gives the comparison of the different key distribution schemes.  
In homogeneous wireless sensor environment all sensor nodes have to store the 

large number of keys which may lead poor resilience to node capture attack. In hete-
rogeneous wireless sensor environment the given schemes [3, 17, and 18] uses the 
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GPS unit to communicate to location to the cluster head. This adds additional over-
head to the network. So such a hybrid key distribution scheme must be proposed 
which can be used for long lifespan and scalable network without additional overhead 
of GPS unit. 

5   Conclusions 

In wireless sensor network, encryption and authentication services are based on the 
operations involving keys. So energy efficient key distribution is an important issue. 
In this article we present a comprehensive survey of key distribution schemes in wire-
less sensor network. They have common objective of trying to distribute the keys to 
all sensor node with efficient use of the memory, computation power with considera-
tion of the security aspect. 

Overall, key distribution techniques can be classified on network structure as ho-
mogeneity, pre-distribution of keys and deployment knowledge basis. 

Finally, we have given the comparison of all the key distribution schemes. Al-
though, many of the techniques look promising, there are still many challenges that 
need to be solved in future key distribution scheme in wireless sensor network like 
large scalability and lifespan of the wireless sensor network. 
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Abstract. Computer security is one of the key areas where lot of research is be-
ing done. Many intrusion detection techniques are proposed to ensure the net-
work security, protect network resources and network infrastructures. Intrusion 
detection systems (IDS) attempt to detect attacks by gathering network data and 
analyze the information from various areas to identify the possible intrusions. 
This paper proposes an IDS combining three approaches such as anomaly, mi-
suse and decision making model to produce better detection accuracy and a de-
creased false positive rate. The integrated IDS can be built to detect the attacks 
in credit card system using Hidden Markov approach in the anomaly detection 
module. The credit card holder’s behaviours are taken as attributes and the 
anomalous transactions are found by the spending profile of the user. The trans-
actions that are considered to be anomalous or abnormal are then sent to the  
misuse detection system. Here, the transactions are compared with predefined 
attack types and then sent to the decision making model to classify it as 
known/unknown type of attack. Finally, the decision-making module is used to 
integrate the detected results and report the types of attacks in credit card sys-
tem. As abnormal transactions are analyzed carefully in each of the module, the 
fraud rate is reduced and system is immune to attacks. 

Keywords: Intrusion detection, Anomaly detection, Misuse detection, Hidden 
Markov Model. 

1   Introduction 

The amount of online shopping is increasing day by day and millions of people are 
using the online services to fulfil their needs. As a result a large number of credit card 
transactions are being carried out in the net. These credit card transactions are vulner-
able to malicious intruders attempting to negotiate on the integrity, confidentiality or 
any resource availability. The spending pattern of the card holder has to be analysed 
to determine if any inconsistency occurs in comparison with the usual pattern. Hence 
an Intrusion Detection System (IDS) is proposed to detect the attackers by analyzing 
the spending profile of the customer along with the type of purchase. Many fraud de-
tection systems have been proposed using data mining and neural network approaches 
but an IDS combining such as anomaly detection, misuse detection and decision mak-
ing model has not been developed for a credit card fraud system. As the system is of 
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hybrid nature, it attempts to increase the detection attack rate and also reduce the 
number of false positives which is of major concern in any IDS. 

The rest of the paper is organized as follows. In section 2 we summarize the rele-
vant work on intrusion and fraud detection systems. Section 3 discusses the detailed 
description of the proposed system. The experimental results and snapshots of anoma-
ly detection module are discussed in section 4 and 5. Section 6 concludes the paper. 

2   Related Work 

Many anomaly IDS have been proposed in the literature. We briefly discuss some of 
the proposed solutions. Ghosh and Reilly [10] proposed a neural network for credit 
card fraud detection. Stolfo et al. [11] [12] developed a credit card fraud detection 
system (FDS) using meta learning techniques to study models of fraudulent credit 
card transactions. Performance metrics like True Positive—False Positive (TP-FP) 
spread and accuracy have been defined by them. The BOAT adaptive method was 
proposed by sherly et al [15]. Each individual transaction amount depends on the pur-
chase of the corresponding type of item. Standard performance metrics, True Positive 
(TP) and False Positive (FP) are used to characterize the effectiveness of the system. 
Then the fraudulent transactions are identified. The difficulty with most of the above 
specified approaches is that they need labelled data for both real as well as fraudulent 
transactions to train the classifiers. In contrast, we present a Hidden Markov Model 
(HMM)-based credit card FDS, which does not need fraud signatures and yet it is able 
to identify frauds by considering the spending habit of the credit card holder. 

Ourston et al. [13] have proposed the application of HMM in identifying multis-
tage network attacks. Hoang et al. [14] present a innovative method to analyze series 
of system calls for anomaly detection using HMM. Another major advantage of the 
HMM-based approach is a severe decrease in the number of False Positives (FPs)—
transactions detected as malicious by a FDS although they are actually genuine. 
Hence with the tremendous increase in attacks, there is a need to design an Intrusion 
Detection System that secures the credit card sector. 

3   Proposed System 

The proposed system uses the Hidden Markov Model to identify fraudulent transac-
tions in the anomaly detection module. HMM is advantageous over other statistical 
approaches because it effectively reduces the false positive rate which is an important 
metric to measure the performance of Intrusion Detection System. The fraudulent 
transactions identified in the anomaly detection module are sent to Misuse detection 
module to identify the type of fraud. The role of anomaly module is to identify the 
fraud and the role of misuse module is to classify the fraud. Then the results are sent 
to decision making model.  
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Fig. 1. Proposed Architecture of Integrated IDS 

3.1   Anomaly Detection Module 

The HMM model is mainly used to identify the false positive attacks. The false posi-
tive attack is the number of normal transactions that are identified as anomalous. The 
types of purchase are the hidden states. The new transaction is classified as anomal-
ous or normal transaction based on the transaction history. Using the HMM [2], the 
user is grouped based on his spending profile. The false positive rate is the number of 
normal transactions identified as anomalous. The False Positive Rate (FPR) is identi-
fied using the following formula, 

FPR=(Number of anomalous transactions/Number of normal transactions)* 100% 

3.2   Misuse Detection Module 

Misuse detection is an effective approach to handle attacks that are known by the sys-
tem. When the particular type of attack is identified, the result is sent to Decision 
Making Module. The attacks are Cross-site, SQL, Path Traversal, etc can be identified 
using this module. 

3.3   Decision Making Module 

The decision making module provides the result as attack if both anomaly and misuse 
detection module identifies it as an attack. The Rule-based method is used for Deci-
sion making module. The rules are 

• If anomaly detection model detects a fraud and misuse detection model does 
not detect the same fraud, then the detected fraud is not a fraud  and it is an 
erroneous classification. 

• If anomaly detection model detects a fraud and misuse detection model does 
detects the same fraud, then the detected fraud is a fraud and the fraud mode 
is classified. 
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• If anomaly detection model detects a fraud and misuse detection model finds 
it to be an unknown fraud, then the detected fraud is a new fraud. 

4   Experimental Results 

Initially the users are grouped based on his spending habit. The low range is between 
0 and 5000, medium between 5000 and 12500 and high above 12500. The observation 
symbol for low cluster is denoted by ‘l’ and medium by ‘m’ and high by ‘h’. The se-
quence length of 5-10 is used to identify the fraudulent transaction. The fraudulent 
transaction identification is as follows.   

Low=(0-5000), Medium=(5000-12500), High=(above 12500). 

The results below specify how fraudulent transactions are identified in each spending 
profile cluster. Calculations have been shown only for high spending profile. Low and 
medium profile can be calculated in the similar manner. 

High Spender Profile(HS) 

α: Transaction Sequence={15000,18000,6000,200,25000}. The state sequence is 
{s3,s1,s2,s3,s1}and the observation sequence is {h,h,m,l,h}. 

Table 1. Probability of observation sequence based on past history in high spending profile 

 1 2 3 

α1 1/3 0 1/6 

α2 0.16666666 0 0 

α3 0 0.1666667 0 

α4 0 0 0.08333333 

5   Screen Shots 

            

                  Fig. 2. User Login                    Fig. 3. User’s Purchase 

 



 An Integrated Intrusion Detection System for Credit Card Fraud Detection 59 

 

Fig. 4. Estimating alpha2 using forward
backward algorithm 

Fig. 5. Fraud Identification 

6   Conclusion 

This paper proposes an integrated intrusion detection system for credit card fraud de-
tection by combining three approaches anomaly, misuse and decision making models. 
Anomaly detection module is implemented using Hidden Markov approach classifies 
the credit card transaction as normal or abnormal based on the threshold of the spend-
ing profile of the credit card user. Comparative studies reveal that the HMM tech-
nique results in higher accuracy over a wide variation in the input data and the  
proposed system can be scalable for handling large transaction data. The false positive 
rate (FPR) is calculated. Second, the Misuse detection module screens the abnormal 
transactions for type detection. The main aim of the attacker is to steal the details of 
the authorised user by using XSS and SQL Injection attack. Finally the results of the 
two detection modules are integrated by the decision making module to determine the 
fraud, type of fraud and return the same to the administrator for necessary action. The 
experimental results discussed are of anomaly detection module. Our future work  
will integrate the results of the anomaly module with the misuse module to produce 
effective detection accuracy. 
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Abstract. By growing and development of computer networks and generalizing 
the use of modern services on the information platform, the importance of com-
munication and information security is considered more than the other times by 
network representations and users. Presented reports by response computer inci-
dent different groups show the wide growth of computer attacks in the recent 
years. In this case Network Intrusion Detection Systems (NIDS) as one of the In-
trusion Detection System (IDS) types, are be transformed to the utilization sys-
tems for establishing the security levels and detecting the illegal activities in the 
network. This research includes an IDS which is written in C programming lan-
guage that uses 15597 Snort rules and MIT Lincoln Lab network traffic. By run-
ning this security application on the V850, OR1K, MIPS32, ARM7TDMI and 
PowerPC32 microprocessors, their performance can be evaluated. For increasing 
the performance in this research, the GNU Compiler Collection (GCC) optimiza-
tion levels are used and at the end, base on O2 optimization level a new combi-
nation of optimization flags is presented which the performance of ARM7TDMI 
microprocessor is increased. 

1   Introduction 

In 1980, James Anderson [1] was the first one that introduced the idea of using IDS, 
namely audit trail for misuse detection of information systems. He is known as a fa-
ther of IDS. In 1987, Denning [2] presented the first model of IDS and afterwards 
several instances of IDS were created. 

One of the main reasons for using the IDS even with firewall on the network is less 
security of firewalls against the attacks that occur by the different soft-wares to organ-
ization data and information. For example Nimda, Code red and Slammer worms can 
be reminisced. For connecting to the organization servers from Internet, at least one 
port should be opened on the firewall for accessing to servers (e.g. TCP 80 port for 
accessing via Web) that could be enough for entry of mentioned worms to Local Area 



62 M. Nezakatolhoseini, S. Jabbehdari, and M.A. Pourmina 

Network (LAN). Another reason is that firewall rules are simpler but more complex 
rules can be used in IDS. 

The IDS in comparison with Intrusion Prevention System (IPS) has following ca-
pabilities: firstly, monitoring the network traffic without having an IP address second-
ly, working in passive form. However in this case, working with that is hard but at 
least we are sure that own IDS is not attacked. 

In recent years the idea that integrated all network security in a box was raised but 
this issue conflicts to concepts such as defense in depth and security in layers because 
engender of each problem for that, means  the failure in the whole network. 

In this research, using the expandable and efficient microprocessors for implemen-
tation of NIDS is for two reasons: one for flexibility in system reconfiguration and the 
other is for performance. Note that the networks are vulnerable to new attack patterns, 
so updating the attack patterns in NIDS is inevitable. In the other hand achieving to 
high performance seems possible because of microprocessor hardware architectures. 

In this article, IDS related works are considered in section 2. Section 3 evaluates 
the performance of mentioned microprocessors in execution of intrusion detection ap-
plication in case of compiler doesn’t perform optimization. In section 4 optimization 
topic in compiler is discussed and in continuance microprocessor evaluations are con-
sidered in case of compiler performs the optimization and then a novel offered com-
bination is presented for optimization of ARM7TDMI microprocessor. In section 5 
the results of the study are presented. 

2   Related Works 

In this section related works with IDS are considered in two groups of software and 
hardware. 

2.1   Software Works 

Since many NIDS software systems have been introduced in the form of open source or 
commercial but none of them have found the popularity and universality of Snort [3].  

Snort is open source software and a network packet sniffer with a packet log re-
corder and IDS that attempts to detect the complex attacks to the network. This IDS 
has a huge database of attack patterns (rules or attack signatures) which is available to 
users. Snort compares character patterns in the network traffic with its own set of de-
fined rules by pattern matching algorithms. Efficient algorithms is used at the heart of 
its detection engine for improving the pattern searching such as Boyer-Moore, Aho-
Corasick and combination methods such as AC-BM [4]. 

Software intrusion detection on a conventional is executed on the General Purpose 
Processors (GPP) and therefore being slow of this method is its most important  
disadvantages. 

2.2   Hardware Works 

Hardware, especially FPGA-based methods can be provided much more efficiently 
through streaming, highly parallel architectures. Some of these are as follows. 
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In [5], a GB pattern matching tool that supports fully TCP/IP network has been de-
scribed. This system divides TCP/IP stream to sub-streams and distributes the load to 
several pattern matching units which use Deterministic Finite state Automaton (DFA) 
pattern matching. When the number of rules increases, the number of states required 
to implement methods based on DFA is significantly increased. This can lead to re-
duce the performance of these systems. 

Usually, DFA and Nondeterministic Finite state Automaton (NFA) are used for 
analysis of regular expressions. Traditional or uncompressed DFA problems which 
are mentioned above lead to other DFA including compressed DFA, D2FA [6], TDP-
DFA [7], CD2FA [8], PDFA [9] and CDFA [10] with the aim of maintaining a mini-
mum throughput of uncompressed or traditional DFA and reduction of memory space 
as well, are presented one after another. 

The Bloom filters [11] as an efficient estimate memory have been used in the field 
of research related to pattern matching in intrusion detection. Bloom filters use a ran-
dom technique for testing membership queries in the set of strings. Predefined set of 
signatures that have been grouped according to their length are stored in set of parallel 
Bloom filters in the form of hardware. Each of these Bloom filters includes the special 
length signatures. These Bloom filters are used for monitoring the network traffic and 
work on the strings with the same length of network data. Limitation in maintenance 
of long length strings such as some of viruses is among of challenges of this method. 

In [12], by implementation of KMP algorithm on multi context FPGA, from own 
reconfiguration is exploited. The advantage of using the NFA is reduction of design 
area but its problem is the lack of scalability that system work frequency is decreased 
by increasing of rules (attack patterns). NFA versus DFA was able to reduce memory 
consumption, but will sacrifice throughput. This problem leads to other NFAs such as 
G-NFA [13] are introduced. G-NFA is provided a hardware architecture based on bit-
design for Glushkov NFA which detects given regular expressions. As regards the 
main feature of NFAs is memory reduction and the main characteristics of DFA are 
performance and speed so hybrid methods are proposed for displaying of regular ex-
pression as well which for example can be mentioned to [14]. In this method, hybrid 
memory architecture is suggested to improve the ability of traditional memory archi-
tecture for considering the complex regular expressions. In [15] another type of finite 
automaton namely XFA or extended finite automaton has been introduced to take ad-
vantage of DFA and NFA. 

Ternary Content Addressable Memory (TCAM) is a type of memory which per-
forms parallel searching with high speed. Each cell in TCAM can take one of the 
three states 0, 1 or ‘?’ (Don’t care). It is assumed in [16] that if TCAM has several 
match states, the lowest match state index with input string is return as output. Ref. 
[16] for matching patterns with TCAM provides the algorithm in three states: simple 
patterns, long patterns and complex patterns, however different length of attack pat-
terns is one of the challenges of this method. Ref. [17] including the study that uses 
the structures based on TCAM memory for matching all signature components (and 
not just a pattern or specific string) effectively. 
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3   Performance Evaluation 

This section considers performance evaluation of V850, OR1K, MIPP32 from MIPS 
series, ARM7TDMI from ARM series and PowerPC32 from PowerPC microproces-
sors for execution of written network intrusion detection application. Fig. 1 illustrates 
the components of this IDS with its work flow. 

 

 

 

 

 

 

 

Fig. 1. IDS components and execution phases 

 

Snort attack signatures are used for implementation of Fig. 1 IDS. Special format is 
used for writing the attack signatures in Snort. These signatures are divided to rule 
header and rule options sections logically [18]. Rule header includes rule operation, 
protocol, source and destination IP addresses and their netmask and source and desti-
nation port information. Rule option section includes alert messages and information 
that should be considered about some parts of packet. 15597 Snort rules are used in 
this research. 

Aho-Corasick string matching algorithm is a string search algorithm (Important 
class of string algorithm which attempts to find the location of one or several strings 
that are named pattern in the longer string or text) which was invented by Alfred V. 
Aho and Margaret J. Corasick [19] in 1975. The search complexity of T[1 . . . m] with 
the Aho-Corasick automaton is O(m + z) that z is the number of occurred patterns in 
T. Because of linear search that increases the search speed, Aho-Corasick automaton 
is used in this research. In [20], all of the documents for data structure, files and func-
tions of Aho-Corasick are available in summary. 

The Cyber Systems and Technology Group of MIT Lincoln Laboratory, under  
Defense Advanced Research Projects Agency (DARPA) and Air Force Research  
Laboratory sponsorship, has collected and distributed the first standard corpora for 
evaluation of computer network intrusion detection systems [21]. The 1998 DARPA 
evaluation was designed to find the strength and weaknesses of existing approaches 
and lead to large performance improvements and valid assessments of intrusion detec-
tion systems. This research uses five hundred thousand packets from simulation  
output traffic of the third week on Thursday, Lincoln Laboratory in 1999. 

Intrusion detection application has two parts, creating a search tree and checking in-
put traffic. In creating the search tree, according to attack rules in Snort that are divided 
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to four sections consist of TCP, IP, ICMP and UDP based on their protocols, four search 
tree are made with the same names. Next, by calling the Create_Aho_Tree, reading  
the attack rules which already were downloaded from Snort.org site are started from 
*.rules files. In search engine, darpa_traffic function is called for inspecting the  
incoming traffic. This function reads the packets and then acquires the payload of  
them and determines their protocols, including ICMP, IP, TCP and UDP. By calling 
ahocorasick_KeywordTree_search _helper function, the packet payload is searched in 
corresponding tree. In this projects, only 6 (content, nocase, offset, depth, distance and 
within) of 37 rule options are examined.  

If there is a definite attack pattern in packet payload, a report is recorded for the 
occurred attack in an output file. This report includes source and destination IP ad-
dresses, source and destination ports, the packet payload and alert message of found 
attack signature in packet. 

Open Virtual Platform (OVP) [22] is a fast simulation with open source and free 
resource model and has Application Program Interfaces (API). The focus of OVP is to 
accelerate the adoption of the new way to develop embedded software, especially for 
System-on-Chip (SoC) and Multiprocessor System-on-Chip (MPSoC) platforms. 
OVP uses libraries of processor and behavioral models, and APIs for building the 
own processors, peripherals and platforms. OVP is flexible and is free for noncom-
mercial usages. This simulation is a product of 2008 and used in this research. 

In this research, version 2/23/2011 of OVP simulator program is used on a laptop 
with Windows XP SP2, 1.60 GHz CPU and 512 MB RAM. The simulation has used 
the basic microprocessors without cache and pipeline. All microprocessors have the 
same nominal speed, and are equal to 100 MHz. 

Execution of intrusion detection application on V850 is encountered message 
“Heap and stack collision” because of memory shortage so this microprocessor is ig-
nored. Fig. 2 illustrates the number of assembly instructions than the number of in-
coming packets for each microprocessor. 

 

Fig. 2. Execution graph of intrusion detection application on four microprocessors  
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When there aren’t any incoming packets, the graph shows the number of assembly 
instructions that are needed for making attack signature trees. However in making 
search tree section, ARM7TDMI, MIPS32 and PowerPC32 have almost the same per-
formance but gradually with arrival of packets to the system, PowerPC32 micropro-
cessor will be better. Because all of microprocessors have the same speed (100 MHz) 
to execute the instructions so run-time of intrusion detection application for five hun-
dred thousand packets is explained in Table 1. Run-time of intrusion detection appli-
cation in making search tree is not important because this tree is made just for one 
time, so Table 1. just shows run-time of intrusion detection application without the 
time that is needed for making search tree. 

Table 1. Run-time of  intrusion detection application for five hundred thousand packets 

Run-Time Microprocessors 

231.75 s PowerPC32 

280.95 s ARM7TDMI

404.66 sMIPS32

420.91 s OR1K 

4   Optimization 

A compiler is likely to perform many or all of the following operations: lexical 
analysis, preprocessing, parsing, semantic analysis (Syntax-directed translation), code 
generation, and code optimization. 

In this research, code optimization as one of the compiler operations is used for 
increasing the performance. 

Compilers bridge source programs in high-level languages with the underlying 
hardware. A compiler requires 1) determining the correctness of the syntax of programs, 
2) generating correct and efficient object code, 3) run-time organization, and 4) 
formatting output according to assembler and/or linker conventions. A compiler consists 
of three main parts: the frontend, the middle-end, and the backend [23]. 

The front end checks whether the program is correctly written in terms of the 
programming language syntax and semantics. The middle end is where optimization 
takes place. The back end is responsible for translating the Intermediate 
Representation (IR) from the middle-end into assembly code. 

This front-end/middle/back-end approach makes it possible to combine front ends 
for different languages with back ends for different CPUs. Practical examples of this 
approach are the GCC, LLVM, and the Amsterdam Compiler Kit, which have 
multiple front-ends, shared analysis and multiple back-ends. 

4.1   GCC 

The GCC is a compiler system produced by the GNU Project supporting various 
programming languages.  
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GCC has been ported to a wide variety of processor architectures, and is widely 
deployed as a tool in commercial, proprietary and closed source software 
development environments. GCC is also available for most embedded platforms, for 
example Symbian (called gcce), AMCC and Freescale Power Architecture-based 
chips [24]. 

GCC 1.0 which only handled the C programming language was released in 1987, 
and the compiler was extended to compile C++ in December of that year. Front ends 
were later developed for Fortran, Pascal, Objective-C, Java, and Ada, among others. 
The current stable version of GCC is 4.6.1, which was released on June 27, 2011. 

4.2   Optimization with GCC Predefined Optimization Levels  

Optimizations in GCC are done by the flags that use in gcc command line. –
f<optimization name> is used for activating a flag and –fno–<optimization name> is 
used for deactivating a flag in command line. The GCC also has its own predefined 
levels of optimization [25] which begin with –O and include: –O or –O1, –O2, –O3, –
O0 and –Os. 

The performance of microprocessors are checked again for intrusion detection ap-
plication but this time the optimization levels –O1, –O2 and –O3 are used. These 
three optimization levels reduce the run-time of applications. The performance is eva-
luated relative to the –O0 level which is the level without optimization. –O0 level re-
sults were shown in Table 1.  

Table 2. shows the performance percentage of microprocessors with optimization 
levels relative to –O0 level.  

Table 2. Performance increase percent of microprocessors by using predefined optimization  
levels for five hundred thousand packets 

O3 to O0 O2 to O0 O1 to O0 Microprocessors 

15.34 % 15.47 % 20.32 % PowerPC32 

13.41 % 13.57 % 11.91 % ARM7TDMI 

8.78 % 8.89 % 8.23 % MIPS32 

27.87 %28.10 % 28.36 % OR1K 

4.3   Optimization with Offered Optimization Level 

In order to increase performance, by focusing on ARM7TDMI microprocessor, it’s at-
tempted to increase the run-time of intrusion detection application on this micropro-
cessor. For this purpose, compiler improvement is used like the previous part.  

As mentioned in Table 2. O2 level has the best functionality in the second section 
of intrusion detection application (Searching attack signature in packet payloads) in 
ARM7TDMI. For improving the performance, O2 level is intended as a baseline and 
by adding some other flags to this level, a new combination is presented that works 
better than O2 level in ARM7TDMI. 
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As regards the intrusion detection application has too loops with many iteration and 
the long jumps, first the flags in gcc that optimize the mentioned issues, are collected. 
By frequent running the intrusion detection application in binary combination (O2 with 
another flag), triad combination (O2 with two other flags) and so on, the following 
combination is obtained: 

-O2 -freduce-all-givs -fmove-all-movables  -mcpu=arm7 -fnew-ra  
-fno-expensive-optimizations  -fno-force-mem  
-fno-guess-branch-probability  -fno-if-conversion2 -fno-crossjumping 

Table 3. shows the performance improvement percent (O2 to O0 and Offered to O0) 
for execution of intrusion detection application in ARM7TDMI. According to Table 
3, proposed combination works 4.53 percent better than O2 level. 

Table 3. Performance increase percent of ARM7TDMI microprocessor in O2 and offered level 

Improvement percentage to O0 Optimization Level 

13.57 % O2 

18.10 % Offered 

5   Conclusion 

Using microprocessor for performing intrusion detection led to the problems such 
as attack signature updating are resolved which is in ASICs, because of the flex-
ibility of microprocessors. This flexibility is related to the software which is run by 
microprocessor. 

This study shows that just by using the predefined optimization levels, the perfor-
mance of mentioned microprocessors can be increased between 8.23% to 28.36 which 
is fairly substantial. This is important because optimization is performed with lower 
cost and easier than other solutions such as hardware design changing. 

The use of compiler optimization levels will not always improve the performance. 
Using the C functions, specially the functions that involve to string such as strcmp, 
strlen, strlwr and strstr in the written IDS wasn’t increased more than 0.5% by prede-
fined optimization levels. but with eliminating mentioned functions (If it is possible) 
or rewriting them with loops and conditions or using equivalent functions but with 
better performance led to performance range is putted in 8.23% to 28.36%. For exam-
ple in the second part of intrusion detection application namely inspecting the packet 
payloads, Boyer Moore algorithm was used instead of strstr that almost works 50% 
better than it. 

Unlike existent documents that know optimizing in O3 level is more than O1 and 
O2, this research shows that optimization of these levels are not deterministic and de-
pends on application. 
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Abstract. A Proxy signature scheme enables a proxy signer to sign a message on
behalf of the original signer. In this paper, we propose efficient and secure Proxy
multi-signature scheme based on elliptic curve cryptosystem. Our scheme satisfy
all the proxy requirements and require only elliptic curve multiplication and ellip-
tic curve addition which needs less computation overhead compared to modular
exponentiation also our scheme is withstand against original signer forgery and
public key substitution attack.

1 Introduction

Signature is an authentication mechanism that enables the creator of a message to attach
a code that acts as a signature. A digital signature allows an entity, called the designator
or original signer, to generate a signature on any message using his private key such
that the receiver can verify the validity of the signature and authentication of the signer
using signer’s certified public key. But in the case of absence of original signer, dig-
ital signature schemes are not applicable. Proxy signature schemes were proposed to
address the problem in traditional signature schemes.

Proxy signature allows the original signer to delegate his signing power to a person
called proxy signer who can replace the original signer, in case of say, temporal absence,
lack of time or computational power, etc. Then the verifier can check the validity of sig-
nature, identity of the proxy signer and the original signer’s agreement using original
signers, proxy signer’s certified public keys. Proxy signatures have been used in nu-
merous practical applications, like e-commerce, electronic agreement, mobile agents,
mobile communications, distributed computing, electronic voting, etc.

The concept of proxy signature was first proposed in 1996 by Mambo et. al [8]. Based
on the delegations types, they classified proxy signature into full delegation, partial del-
egation and, delegation by warrant schemes. In a full delegation, As name implies, the
complete delegation (the private key of original signer) is transferred to proxy signer. So
a signature by proxy signer is indistinguishable from that created by an original signer.
In a Partial delegation, A new secret key (proxy signature key) is computed by the the
original signer using his private key. Using this secret key, the proxy signer can gener-
ate a proxy signature on any message. For security requirements, it is computationally
infeasible for the proxy signer to derive the original signer’s private key from the proxy
signature key. However, in such schemes the range of messages a proxy signer can sign
is not limited. This weakness eliminated by warrant schemes so using delegation by

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 71–79.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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warrant specifies the types of messages, delegation period and identity of signer (proxy
or original), etc. In paper [1] they mention two kinds of proxy signature schemes de-
pending on whether the original signer can generate the same proxy signature as the
proxy signers do. The one is proxy-unprotected and other is proxy-protected in which
anyone else, including the original signer, cannot generate the same proxy signatures.
This difference is important in practical applications and this thing also avoid potential
disputes between the original signer and proxy signer.

After the Mambo’s scheme [8] that is one to one i.e. one original signer and one
proxy signer there are so many proxy signature scheme have been proposed [9]. To
meet the requirements of various rapidly growing applications, different types of proxy
signature schemes have been evolved. Those are threshold proxy signatures, nomina-
tive proxy signatures, one-time proxy signatures, multi-proxy signatures, proxy multi-
signatures, proxy blind signatures, etc. Unlike one to one scheme the proxy multi-
signature scheme proposed by Yi et al’s [4] allows two or more original signers to
delegate his signing power to single proxy signer to sign the messages for all orig-
inal signers. Yi et al’s [4] proposed two types of proxy multi-signature scheme one
is Mambo like proxy multi-signature scheme and another is Kim like proxy multi-
signature scheme. Sun’s [5] showed that both scheme are insecure. The Mambo-like
proxy multi-signature scheme in [4] suffers from the public key substitution attack eas-
ily. The Kim-like proxy multi-signature scheme in [4] suffers from a kind of direct
forgery. After that Sun [5] proposed two proxy multi-signature schemes one is Proxy
protected proxy multi-signature scheme (Mambo like) and another is Proxy unprotected
proxy multi-signature scheme (Kim like). Between these two schemes, one scheme pro-
vides the protection for proxy signers while another scheme does not. In these schemes,
the secure channel is not necessary. However, Sun’s [5] and Yi et al’s [4] schemes have
the common disadvantage that is size of the proxy signature depend on the number of
original signers and both schemes involve exponential operation to verify proxy sig-
nature. Accordingly, an improvement is proposed to change the exponential operations
into elliptic curve multiplicative ones. The elliptic curve cryptosystem can achieve a
level of security equal to that of RSA or DSA but has a lower computational overhead
and a smaller key size than both of these. Therefore, it is used in Sun’s schemes [5] to
improve their efficiency.

In light of the high computational overhead of Suns schemes [5] and Yi et. al’s [4]
scheme a new Efficient Multi signature scheme has been proposed by Tzer-shyong chen
and Gwo-shiuan et. al’s [10]. After that Tzer-shyong chen and Kuo-Hsuan et. al’s [11]
proposed A tracable proxy multi signature scheme. These scheme are based on ECC
that can perform more efficiently then those based on DLP. These schemes are based
on Elliptic curve discrete logarithm problem(ECDLP). These schemes makes size of
the proxy signature independent of the number of original signers, so the computation
overhead required for the verification is reduced. For improving Sun’s [5] and Yi et al’s
[4] schemes so many DLP based schemes also proposed like Chien-Lung Hsu et. al’s [2]
and Guilin Wang et. al’s [7]. But these schemes involve exponential operation to verify
proxy signature. But Hsu et. al’s [2] scheme and Tzer-shyong chen et. al’s [11] schemes
are insecure against malicious original signer. For the Hsu et. al’s scheme in [2], which
is suffer from cheat attack that is shown by Feng Cao and Zhenfu Cao [3] that means
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a malicious original signer can cheat the Certificate Authority into extracting a proxy
signing key of a proxy signer. Furthermore, this attack can be used by proxy signer
to cheat CA into extracting proxy signing key without the knowledge of the original
signer. Yumin Yuan [12] also give improvement of this scheme. In addition to this Tzer-
shyong chen and Gwo-shiuan et. al’s. [10] and Tzer-shyong chen and Kuo-Hsuan et.
al’s [11] are also vulnerable to one original signer and all original signer proxy signing
forgery attack respectively that is shown by Je Hong Park and Bo Gyeong Kang and
Sangwoo Park in [6]. Original signer forgery attack means malicious original signer
can generate valid proxy signature which looks like that it is generated by proxy signer.
For generating valid proxy signature original signer forges proxy signing key and uses
it to make a signature forgery.

In this paper we propose an efficient and secure proxy multi-signature scheme and
analyze the security of the scheme. We show that our scheme are secure against the
original signersforgery and public key substitution attack.

The rest of the paper is organized as follows. Sect. 2 we show the proxy require-
ments and security assumptions. Sect. 3 introduce the Tzer-shyong chen and Kuo-Hsuan
et. al’s proxy multi signature scheme and security analysis and possible attack in the
scheme. In section Sect. 4 we show our proxy multi signature propose scheme and
analyze its security and efficiency. Finally, Sect. 5 discusses some application.

2 Preliminaries

In 1996, Mambo, Usuda and Okamoto [8] first addressed the basic properties that
a proxy signature scheme for partial delegation should satisfy, and defined them as
follows:

• Verifiability
• Identifiably
• Unforgeability
• Undeniability
• Prevention of misuse

2.1 Security Assumption

The proxy multi signature scheme in this paper is based on some security assumption.

• Elliptic curve Discrete logarithm Problem (ECDLP): Consider the equation Q
= kP where Q, P, Ep(a;b) and k < p. It is relatively easy to calculate Q given k and
P, but it is relatively hard to determine k given Q and P. This is called the discrete
logarithm problem for elliptic curves.

• EC Diffie-Hellman Key Exchange:
– A’s Private key and public key nA and PA = nA ×G, This is point in Eq(a;b).
– B similarly selects a private key nB and computes a public key PB.
– A generates the secret key K = nA ×PB and B generates the secret key K =

nB ×PA.
– Both having same secret key, nA×PB = nA×(nB×G) = nB×(nA×G) = nB×PA
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3 Tzer-Shyong Chen and Kuo-Hsuan et al.’s Proxy Multi-signature
Scheme

This scheme is improved version of Tzer-shiuan et. al scheme [10]. In Tzer-shiuan et. al
scheme each original signer sends information in individual manner but in this scheme
[11] each original signer calculate some group commitment value that is common for
all and then generate information using it and then send to proxy signer. This scheme
has four phases.

1. proxy public key generation phase: All original and proxy signer generate their
public and private key in this phase.

2. proxy signing key generation phase: For delegating signing power to proxy signer
each original signer Ai performs following steps
• Ai securely selects a random number ki ∈ {1,2, . . . , t − 1}\di and computes Ri

= kiB = (xRi , yRi).
• Broadcast Ri to the other original signer.
• upon receiving R j computes R = ∑n

i=1 Ri = (xR, yR).
• Then computes si = dih(mw,xQi ,xQP ,xR) - ki mod t.
• Sends sub delegation parameter (mw,si) to proxy signer.

3. Sub delegation parameter verification and secret key generation:
• using Sub delegation parameter (mw,si) proxy signer first calculate R′

i=(xR′
i
,yR′

i
)

as follows

R′
i = Qi × h(mw,xQi ,xQP ,xR)− si ×B.

and checks

xR′
i
= xRimod t.

• if all parameter is valid then proxy signer compute proxy signing key as follows

d = dP +
n

∑
i=1

simodt.

4. Proxy signature generation and verification: Proxy multi-signature is attached to the
message m in the form of (m,mw,R,Sigd(m)), where Sigd(m) means the signature
generated by designated scheme using the proxy signature key d. For verifying
signature, verifier computes proxy public key Q corresponding to the proxy signing
key d as

Q = QP +
n

∑
i=1

h(mw,xQi ,xQP ,xR)Qi −R.

with this proxy public key the verifier confirms the validity of signature by validat-
ing the verification equation.

Now we discuss the security of this scheme. This scheme is suffer from one attack that
is original signer forgery attack, that is described by Je Hong park, Bo Gyeong Kang
et. al [6] Original signers forgery attack in which conspiracy of all original signers to
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generate valid proxy multi-signature without the agreement of proxy signer. They show
how attack is possible as follows.

The original signer Ai select random number ki and then compute

Ri = kiB for 1 ≤ i ≤ n.

Furthermore Ai adds QP to R1 and then computes

R =
n

∑
i=1

Ri = QP +

(
n

∑
i=1

ki

)
B

The forged proxy signing key that is generated by all original signers is as follows

d =
n

∑
i=1

dih(mw,xQi ,xQP ,xR)− ki

from the verification equation, proxy public key Q computed by verifier as follows

Q = QP +
n

∑
i=1

Qih(mw,xQi ,xQP ,xR)−R

= QP +

(
n

∑
i=1

dih(mw,xQi ,xQP ,xR)

)
B−

(
n

∑
i=1

ki

)
B−QP = dB

This means verifier will convinced that any proxy multi signature signed by using the
forged signing key d are generated by agreement of all original signer and P. so this
scheme is not proxy protected.

4 Our Proposed Proxy Multi-signature Scheme

A new ECDLP based proxy multi signature scheme is presented in this paper. The
proposed scheme is independent to the number of original signer and we are also using
the merits of ECC so the overhead of computation and communication cost due to
modular exponential operation also reduced. Our scheme also secure against original
signer forgery attack and public key substitution attack without using any encryption
and decryption. This scheme involves three parties: original signers Ai 1 ≤ i ≤ n , proxy
signer p and verifier v and scheme is divided into four phases those are as follows:

1. System initialization phase: The following parameters over the elliptic curve do-
main must be known
Fp: A field size p (a large prime number (512 bits)).
E: An elliptic curve of the form (y2 = x3 +ax+b mod p) over Fp, where a,b ∈ Fp

such that 4a3 + 27b2 �= 0(mod p). E(Fp) represents a set of points (x,y) ∈
Fp ×Fp which satisfy E and with an additional point called point at infinity O.
The cardinality of E should be divisible by a large Prime number because of
the issue of security raised by Pohlig and Hellman.

B: (B �= O) A finite point on E with an order t (a large prime number).
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Every participant has a private/public key pair (dZ,QZ = (xZ,yZ) = d ×B), where
di ∈ [1, t−1] such that xZ �= 0. Subscript Z indicates the identification of participant
Z. QZX = QZ × dX = QX × dZ is the Diffie-Hellman shared secret key between the
persons Z and X .

2. Key generation phase: In this phase original signer delegates his signing power to
proxy signer by generating a key (proxy signing key) using his private key do and
message warrant mw. The value (proxy signing key) is equivalent to the signing of
warrant by original signer using his private key. The Steps to generate the proxy
key are shown below:
Part 1: Private/Public key generation phase: All original signers and the desig-

nated proxy signer are authorized to select their own individual secret keys. All
original signer and proxy signer randomly selects a number di ∈ [1, t − 1] this
number is his private key and then using this they calculate public key that is
Qi = di×B= (xQi ,yQi). If xQi �= 0, di is the secret key and Qi is the public one.

Part 2: Proxy signing key generation phase
Step 1: Each original signer selects random number (secret key) toi ∈

{1,2,3, . . . , t − 1}\di, and then computes ki = t0i ×B = (xki , yki ) and also
computes

vi = dih(mw,xQi)+ t0i × xQimod t.

Now each original signer broadcast (vi, ki) to other original signers. Each
original use vi for authenticate himself to the other original signers so that
anyone except valid original signer cannot send these parameter and ki use
for generating group commitment value.

Step 2: Each original signer after receiving (vi, ki) first verify the parameter
and checks all parameters are correct i.e.

R′
i = h(mw,xQi)×Qi + ki × xQimod t.

if vi×B = (xvi , yvi) and xvi=xR′
i
mod t then original signer accepts (vi, ki) as

a valid parameter.
Step 3: Then all original signers calculate group commitment value K =

∑n
i=1 ki = (xK , yK).

Step 4: Now each original signer calculate sub delegation parameter using his
secret key, private key and group commitment value that is

xo =
n

∑
i=1

xQi

σi = dixQih(mw,xQi ,xK ,xp,xo)+ tOixKmod t.

Step 5: Now each original signer sends sub delegation parameter to proxy
signer with the help of Diffie-Hellman key exchange so that their is mu-
tual authentication between original signer and proxy signer. First original
signer makes the parameter that has to be send as follows:

Step 6: Original signer choses a random number β ∈ [1, t - 1] and calculates
λ1 = β × QOi , λ2 = β ×QOiP = (x2,y2), and λ3 = σi × QOiP = (xc,yc)
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such that x2 �= 0, otherwise he has to repeat this step with another random
number.

Step 7: Sends the proxy share as (λ1, λ3, (x2 ×σi)mod t, x2 × ki, K, mw) to p.
Step 8: Upon receiving the value (λ1, λ3, (x2 × σi)mod t, x2 × ki, K, mw)

from the original signer, p gets the partial proxy share σi back as be-
low: Calculates λ2 = λ1 × dp = (x2, y2), using this λ2 he will calcu-
late σi = σi × x2 × x−1

2 mod t and ki = x2 × ki × x−1
2 and then verifies

the validity of σi by checking the equation λ3 =? σi × QOiP and R′
i =

h(mw,xQi ,xK ,xp,xo)×Qi × xQi + ki × xKmod t. if σi ×B = (xσi , yσi) and
xσi=xR′

i
mod t then proxy signer accepts sub delegation parameter. If the

equality gets hold, both validity of the share and authentication of original
signer are proved.

Step 9: Proxy multi signature secret key generation: After validating all sub
delegation parameter proxy signer computes proxy signing secret key on
behalf of all original signer as follows:
first proxy signer calculate

σ0 =
n

∑
i=1

σi

and then proxy signer generate random number l and calculate L = l×B =
(xL, yL). finally calculate proxy signing secret key dp′

dp′ = σ0 × xQp + h(mw,xK ,xp,xo,xL)× l+ dp × xLmod t.

3. Proxy multi signature generation phase: After generation of proxy signing key
proxy signer sign the message m on a behalf of original signer using secret key
dp′ and resultant signature is signdp′ (m) and later proxy signer p choses a random

number β ′ ∈ [1, t - 1] and calculates λ4 = β ′ ×Qp, λ5 = β ′ ×Qvp = (x3,y3), such
that x3 �= 0, otherwise he has to repeat this step with another random number. And
proxy signer send the proxy multi signature (λ4, x3 ×L, x3 ×K, mw, m, signdp′ (m))
to v.

4. Proxy multi signature verification phase: Upon receiving proxy multi signature
from proxy signer verifier first calculates λ5 = λ4 × dv = (x3, y3), using this x3 he
will calculate L = x3 ×L×x−1

3 mod t and K = x3 ×K×x−1
3 . Now verifier computes

proxy public key using these value and public key of original signer and proxy
signer.

Qp′ =
n

∑
i=1

Qih(mw,xQi ,xK ,xp,xo)xQp +K × xK +

L× h(mw,xK ,xp,xo,xL)+Qp× xL.

using this proxy multisignature public key verifier will validates signdp′ (m) and verify
the correctness of the verification equation.
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5 Security Analysis

Security analysis and some discussion are given below. First of all we show the cor-
rectness of verification equation that means derivation of proxy multi-signature public
key

Qp′ = dp′ ×B = σ0 × xQp ×B+ h(mw,xK ,xp,xo,xL)× l×B+ dp×B× xLmod t

Qp′ = dp′ ×B =
n

∑
i=1

σi × xQp ×B+ h(mw,xK ,xp,xo,xL)L+Qp × xLmod t.

After putting σi value we get Qp that is

Qp′ =
n

∑
i=1

Qih(mw,xQi ,xK ,xp,xo)xQp +K× xK +

L× h(mw,xK ,xp,xo,xL)+Qp × xL.

There are some security concern as follows:

1. ECDLP: The proposed scheme is based on ECDLP, therefore attacker has to face
the difficulty of solving the ECDLP so that he will be unable to derive the secret
key from public key so forging the signature is difficult for attacker.

2. Parameter passing using Diffie-Hellman: The original signer and proxy signer sends
the parameter to proxy signer and verifier respectively in Diffie-Hellman fashion.
In which they calculate λ1,λ2,λ3, . . . etc, these values are calculated using the pub-
lic key and the private key of the receiver and sender so that it is guaranteed that
the parameter is coming directly from the particular sender and also the sender is
assured that only the receiver can see the values. Similarly the Receiver has surety
that the parameter is coming from the actual sender. Hence there is mutual authen-
tication between the sender and the receiver. Forging the parameter is as difficult
as solving ECDLP. With this method we can also stop “original signer forgery”-
sometimes original signer generates proxy signature and sends to the verifier, in
that case it is not verified whether the parameter is coming from the original signer.
We can now trace who is the sender and who is the receiver and the original signer
can not bypass the proxy signer.

3. Public key substitution attack: The proxy signature verification equation at the
verifier side is combine with the public keys of the original signer, the proxy signer
and one way hash function. Forging a public key in the verification equation the
attacker has to face the problem of ECDLP and one way hash function that is more
difficult. If we look at verification eq. that is

Qp′ = K × xK +L× h(mw,xK ,xp,xo,xL)+Qp× xL +

Q1h(mw,xQ1 ,xK ,xp,xo)xQp +Q2h(mw,xQ2 ,xK ,xp,xo)xQp +

. . .+Qnh(mw,xQn ,xK ,xp,xo)xQp

In this equation xo is summation of all x-coordinate of all original signers public
key. In one case original signer Q1 may forge his public key and randomly selects
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a pair Q′
1 = (xQ′

1
,yQ′

1
) as his public key, now for satisfying the verification equation

original signer can change only value of K by changing his share in K but changing
the value K that means in each term in the equation there will be a change and
changing the public key also affects xo in one way hash function hence the difficulty
of so doing is harder then the ECDLP.

6 Conclusion

We have proposed a proxy multi signature scheme based on elliptic curve cryptosystem
(ECC). The proposed scheme is secure then Tzer-Shyong Chen [11], Kuo-Hsuan et.
al [2] and Sun et. al scheme [5] and computation cost is independent of the number
of original signers. Our scheme uses Diffie-Hellman for sending the sub delegation
parameter and we are not using any encryption and decryption method for sending
parameter. So we also reduce the cost of encryption and decryption. Besides this Our
scheme is able to withstand the public key substitution attack and original signer forgery
attack.
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Abstract. As the SIP based VoIP system is entirely based on IP network, the 
vulnerabilities in it affects the VoIP system. This may result in degrading of 
quality of service in three aspects such as confidentiality, integrity and 
availability. This paper diagnose the security issues such as registration hijacking, 
session teardown, message tampering, IP spoofed flooding, disguised proxy and 
Spam over Internet Telephony (SPIT) and as well as the enhancements to improve 
the security mechanism to overcome the issues and to provide the quality of 
service to the legitimate users.  

Keywords: Voice over IP (VoIP), Session Initiation Protocol (SIP), User Agent 
(UA), Real Time Protocol (RTP), Spam over Internet Telephony (SPIT), 
Transport Layer Security (TLS), Secure Real Time Protocol (SRTP) 
Introduction (Heading 1). 

1   Introduction 

VoIP has reached rapid development in the IT sectors for communication which is 
associated with Session Initiation Protocol as a signaling mechanism for connection 
establishment. As the VoIP [4] relies on the IP network, the vulnerabilities of the IP 
network affect the VoIP system. The effects of vulnerabilities affect the three major 
services to the legitimate users such as confidentiality, integrity and availability. The 
interception of attackers may hack the user’s data and the personal information which 
may affect the confidentiality to the legitimate users. Through Real Time Protocol 
(RTP) packets illegal users tap the phone conversations of the legitimate users which 
make the absence of integrity to authorized and authenticated users. The service 
provided by the VoIP system is denied indirectly by the VoIP system to the legitimate 
users because of message tampering and flooding of SIP requests to the VoIP system 
by the attacker which results in affecting the quality of service and availability of 
service to the authorized and authenticated users. 
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2   Functions of VOIP 

VoIP stands for Voice over Internet Protocol which transmits voice as an IP packet 
through internet. VoIP digitalize the voice into data packets, sending them and 
reconverting them into voice at destination. The digitalized signal is more noise 
tolerant than the analog signal. For conversion of digital into analog and vice versa 
the VoIP [2] system uses the convertor as well as the compression algorithm like 
Pulse Code Modulation (PCM) and Adaptive Differential Pulse Code Modulation 
(ADPCM) at both ends of the communication media. VoIP data packets are 
transmitted through RTP associated by UDP/IP packets. VoIP doesn’t use TCP/IP 
because it is too heavy for real time applications, so UDP/IP is used. UDP has no 
control over the order in which packets arrive at the destination and the time duration 
to deliver the packets. Both of these are important for voice quality and conversion 
quality. RTP solves the problem enabling the receiver to put the packets back into the 
correct order and not for waiting long time for delivery of packets  

3   Essential Components of SIP 

IETF developed SIP [4] for IP based multimedia communications control protocol in 
the following aspects of function user location, session setup and session management 
and performance management. There are several types of SIP components such as SIP 
User Agent (UA) and SIP Registration Server, SIP Proxy Server and SIP Redirect 
Server. SIP Proxy Server receives the call requests through hop-by-hop technique. 
The SIP Redirect Server performs the routing which routes the called IP address to 
the Caller IP address. SIP Registration Server receives the information about the 
particular user, who wants to make use of VoIP communication and it provide the 
location based services.  

4   Security Threats in SIP 

SIP signaling mechanism is subjected to six types of attack, registration hijacking, 
disguised proxy, and malformed message, IP Spoofed Flooding, Session Teardown 
and Spam over Internet Telephony (SPIT). 

4.1   Registration Hijacking 

In order to make voice communication media between two end users, users must 
register themselves with basic information with user name and password. The 
requests sent by the user is simply a SIP request message[2], where the body of the 
message contains the user information, the username as well as the password and the 
FROM field which contains the IP address of the user and the destination is 
mentioned in the TO field. Twist (0) = O (1) = Z/2. An attacker can intercept and 
performs the Man-in-Middle attack captures the packets modify the FROM field to 
their own IP address and gain the username and password of the legitimate user. 
Through which the attacker can modify, listen and crack the data of the particular 
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user’s signals and media packets. Model of Hijack threads involved indicated and 
described by following mathematical steps, 

 

4.2   Disguised Proxy 

Generally UDP packets are used for signaling between user agent and the proxy 
server where the security level is at low, this paves the way for the attacker to 
impersonate as a proxy through whom an attacker will be able to access all SIP 
messages and complete control of VoIP system call. Twist (1) = U (1) = SO (2). The 
illegal user disguises himself as a proxy by spoofed Domain Name Service (DNS) and 
camouflage Address Resolution Protocol (ARP) which is similar to the registration 
hijacking. If an attacker spoofed the DNS system of a particular domain, the attacker 
can make calls to any of the domain without any authentication and can also monitor 
and record the calls by intercepting the communication media. 

4.3   Spam over Internet Telephony (SPIT) 

Spam over Internet Telephony (SPIT) [1] is also called as VoIP Spam (VAM) is a 
bulk of message broadcasted over VoIP to phones connected to the internet. 
Marketers already using the voice mail for commercial messages, IP telephony makes 
a more effective channel because the sender can send messages in bulk instead of 
dialing each number separately. Twist (2) = Sp (1) = SU (2). Unscrupulous markets 
can use spam bots to harvest VoIP address or may hack into a computer used to route 
VoIP calls. 

4.4   IP Spoofed Flooding 

This is one of the denial of service where the attacker flood the SIP requests with 
different IP address spoofed from any mail server to the Twist (3) = Sp (1) x Sp (1) 
SIP server making the server overload and to terminate all calls which are currently in 
progress. 

4.5   Malformed Message 

The attacker sends a malformed or otherwise malicious SIP INVITE request to a 
telephony server which causes a crash of that server. Twist (4) = Sp (2). This is 

Twist (0) = O (1) = Z/2
Twist (1) = U (1) = SO (2) 
Twist (2) = Sp (1) = SU (2) 
Twist (3) = Sp (1) x Sp (1)   
Twist (4) = Sp (2) 
Twist (5) = SU (4) 
{And && • ∩∩, Union  UU} 

q (Hq • Im H∋p • qp□ (•┬q))   

(q1, q2) • Im H∋p • q1pp□ (•┬q2))  〖HP〗^1 ≅ Twist•S^2    



84 D. Chandramohan et al. 

 

specifically a problem for operators that run their servers on the public Internet. 
Because SIP allows the usage of UDP packets, it is easy for an attacker to spoof any 
source address in the Internet and send the malformed message from untraceable 
locations. By flooding these requests periodically, attackers can completely interrupt 
the telephony service. 

4.6   Session Tear Down 

Session tear down occurs when an attacker observes the signaling for a call, and then 
sends spoofed SIP “BYE” messages to the UAs. Twist (5) = SU (4). Most SIP UAs 
do not require strong authentication, which allows an attacker to send a properly 
crafted BYE messages to the two UAs, tearing down the call. If the UA does not 
check the value of the call, the attacker simply sends the “BYE” message if the user is 
active by spoofing the IP address of the UA which causes the calls to be tear down. 

5   Enhancing the Security Mechanism in SIP 

5.1   TLS over SIP 

Session Initiation Protocol (SIP) is not inherently secure. It is essentially a 
communications-specific version of the HTTP protocol that makes up the basis for web 
data. Just as HTTP uses Secure Sockets Layer (SSL) [4] and security certificates to 
encrypt communications and ensure secure data transmission on the Web, SIP needs 
some additional layer of protection to ensure that VoIP and other audio/video 
communications that rely on SIP are secure. The majority of VoIP communications are 
secured using Message Digest 5 (MD5) authentication. MD5 has some known 
weaknesses and recently vulnerable to spoofing which could allow an attacker to fake an 
MD5 certificate. The much more secure alternative is Secure Multipurpose Internet Mail 
Extensions (S/MIME) which does not have the weaknesses of MD5 and can encrypt data 
directly within the SIP packets. Basically, just as HTTP rides on SSL, SIP rides on 
Transport Layer Security (TLS). Encrypting SIP transmissions with TLS helps to protect 
communications from man-in-the-middle attacks, eavesdropping, or unauthorized access. 
Secure SIP (SIPS), or SIP over TLS [4], enables the session to be encrypted on a hop-by-
hop basis between the source and destination, providing better security than basic MD5 
authentication, but without the complexity and overhead imposed by S/MIME. The SIPS 
URI ensures that SIP over TLS is used to encrypt and protect communications between 
hops and provide a secure connection from end-to-end. 

5.2   Internet Protocol Security (IPSec) 

IPSec [6] may be used to secure data transmissions between SIP gateways and proxy 
servers within a network, but IPSec is not suitable for protecting VoIP and unified 
communications data from end to end. IPSec establishes a secure connection between 
the source and destination devices, meaning that SIP proxies and hops along the way 
are unable to decrypt or modify the information in the SIP packets. TLS is a less 
complex and easier to manage solution that accomplishes the protection of the SIP 
session while still allowing the interim hops to work with the SIP data. 
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5.3   Secure Real Time Protocol (SRTP) 

SRTP [2] is a security profile for RTP that adds confidentiality, message 
authentication, and replay protection to that protocol. It is an action item in the IETF 
Audio-Video Transport Working Group. Similar to RTP, SRTP is primarily used in 
VoIP communications. SRTP uses authentication and encryption algorithms to reduce 
the risk of a denial of service attack. It has the ability to achieve a high throughput in 
numerous communication platforms, including both wireless and hard-wired devices. 
SRTP mainly aims at ensuring the authenticity of a communication partner. For this 
purpose, communication partners usually exchange individual keys for each 
connection, with which message transmission is encrypted. Consequently, intruding 
parties cannot send messages, the originator of which is apparently a different person. 
Securing the confidentiality of RTP payload.RTP data is encrypted before its 
transmission for this purpose. This makes it difficult for intruding parties to read 
along sent messages. SRTP [6] Guarantees the integrity of RTP payload and header. 
This disables an intruding party to alter a message unnoticed. The authentication 
algorithms used in SRTP are MD5 and Hash Message Authentication Code (HMAC). 

5.4   S/MIME 

The Session Initiation Protocol specification currently details optional support for the 
use of secure MIME [4]. In general, the encryption of SIP message end-to-end is 
problematic because there are certain SIP entities, which need to view and modify the 
SIP headers and bodies. However, there will still be two standards ways how to 
encrypt SIP messages at SIP layer. Firstly, S/MIME [6] can be used to encrypt the SIP 
bodies. This is the most common and traditional use of MIME. Secondly, S/MIME 
can also be used to encrypt confidential SIP headers together with SIP bodies using a 
special SIP S/MIME tunneling mechanism. In SIP S/MIME tunneling, a SIP message 
can be protected and wrapped in S/MIME. 

Table 1. Table of Requirements 

Requirements Solutions 

Communicating to correct callee TLS, S/MIME, IPSec 

Correct invoicing TLS, S/MIME, IPSec 

Signal Protection TLS, S/MIME, IPSec 

Authentication of both end-user TLS, S/MIME, IPSec 

Secured Communication Media TLS, SRTP, IPSec 

 

Q’ (Hq • IM H∋P • QP’ (•┬q))  
 
(Q1, Q2) • Im , H ∋ P • Q1 PP’ 
(•┬Q2))  
 〖HP〗^1 ≅ Tw•S^2 
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Table 1 discusses about the issues and so the requirements for SIP based VoIP and 
as well as the solutions to tackle over the requirements needed for SIP based VoIP 
System to give the best quality of service to the authorized and authenticated users. 

6   Conclusion 

We have discussed about the functionality of VoIP, security issues in session 
initiation protocol and the enhancement of security mechanism in SIP based VoIP 
through which confidentiality, integrity and availability can be provided to the 
legitimate users and we have also discussed about the requirements and the protocols 
to overcome the requirements to provide a secure way of communication for SIP 
based VoIP. 
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Abstract. Bots have become a popular vehicle for Internet crime. Bot detection 
is still a challenging task since bot developers come up with techniques for 
evading detection. Most bot detection techniques are network based and rely on 
correlation of behavior among similar hosts. Besides, network based systems 
deal with voluminous traffic and result in non-negligible false alarms. We pro-
pose a host-based detection technique leveraging the recurring patterns in the 
traffic generated by processes in a single user’s profile. From outgoing traffic in 
an un-infected host, destination white-lists for a user profile are generated. 
These white-lists along with bot behavior are used for detection. We were able 
to detect two real life bots using our method. 

1   Introduction 

Computing has moved from supercomputers, workstations and PCs to laptops, net-
books, tablets and iphones and most of these devices have an always-on connectivity 
to the Internet. Such devices are being increasingly used for activities like banking, 
bill-payment, shopping and many other online transactions. But it is seen that users of 
these devices fail to protect and patch themselves, making them vulnerable to mal-
wares. Criminals on the Internet can easily leverage such vulnerable machines to re-
cruit them into botnets thereby making them victims of various attacks. So detection 
systems for such computing devices become an urgent need.  

A botnet is a network of compromised machines under the influence of malware 
(bot) code. The botnet is commandeered by a “botmaster” and utilized as “resource” 
or “platform” for attacks such as distributed denial-of-service (DDoS) attacks, and 
fraudulent activities such as spam, phishing, identity theft, and information exfiltra-
tion. In order for a botmaster to command a botnet, there needs to be a command and 
control (C&C) channel through which bots receive commands and coordinate attacks 
and fraudulent activities. The C&C channel is the means by which individual bots 
form a botnet [1]. 

Botnet detection is an active area of research and detection systems can be broadly 
classified into network-based and host-based systems. Most of the botnet detection 
systems seen [1,2,5] are network based. Network based botnet detection systems  
analyze various features of network traffic like destination address, packet payload, 
sequence of bot events in traffic etc to pinpoint bots. The traffic is collected from 
network edges and tends to be voluminous resulting in higher processing and false 
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positives. Host-based systems monitor parameters on a single host. They are more 
suitable for personalized computing devices. Besides, the amount of data analysed by 
such a system is less and hence a more fine grained analysis is possible. 

A survey of literature on bot analysis [6,7,8,9] reveal that more and more bots use 
HTTP as the command and control mechanisms adding more stealth to their opera-
tion. Data sent by bots over HTTP or P2P protocol are encrypted making detection 
more difficult. They are capable of downloading extra modules and executing them 
on the fly. It is also seen that bots do not generate processes of their own but have a 
tendency to inject themselves into other executing processes [8,9]. Considering this 
behavior, it is felt that the traffic generated by each of the processes on a machine 
could be studied to find the normal and contaminated behaviors. This paper proposes 
a host-based bot detection system leveraging the recurring patterns in the traffic gen-
erated by processes in a single user’s profile. From outgoing traffic in an un-infected 
host, destination white-lists for a user profile are generated. These white-lists along 
with bot behavior are used for detection. We were able to detect two real life bots us-
ing our method. This paper is organized as follows: Section 2 considers existing host-
based bot detection techniques and some limitations, Section 3 discusses the premise 
of the proposed system and the bot detection method is elaborated in Section 4. This 
is followed by details of the experimental set up in Section 5 and a discussion of re-
sults in Section 6. Section 7 provides the concluding remarks. 

2   Existing Host-Based Detection Techniques 

Thus far most researchers have proposed detection strategies for bots at the network 
level. Network-based systems attempt to detect bot infections by correlating similar 
behaviors among several different hosts on the monitored network. So they require 
that multiple hosts in the same network become infected for the bot to be detectable. 
It should be noted that botnets are constantly evolving and changing, e.g. from a cen-
tralized to distributed C&C structure, thereby increasing the complexity of network 
level only investigations. Bot   C&C  behavior is manifested equally well at the in-
fected host. A finer grained analysis can be done at the host -level and can definitely 
complement the results of network-based systems.  

Some of the host-based bot detection systems proposed in recent times are 
[3,4,10,11,12,13,14]. The research presented in [10] proposed a system which moni-
tors outbound packets from a host and compares with destination-based white-lists. 
The white-lists are generated by observing an un-infected PC. Although this is a 
straightforward technique, the detection can be done only during the non-operating 
time of the PC. The research by J. A. Morales et al [12] tries to identify bot processes 
using a decision tree classifier which is input symptoms such as DNS activities of the 
host, digital signatures of file image and absence of GUI.  The work in [13] analyses 
all outbound traffic to identify malicious ones but is intrusive to the user and is re-
stricted to port 80 traffic. Jonghoon Kwon et al [14] detect bots based on flooding at-
tacks on hosts.  



 Host-Based Bot Detection Using Destination White-Lists for User’s Profile 89 

3   Proposed System 

The proposed method aims to identify bots by looking at outbound traffic on a single 
host. It is observed that users in general tend to use computers for specific applica-
tions – word processing, computations, gaming, entertainment, browsing the web, so-
cial networking and so on. The applications used and hence the processes created on a 
host machine by a user are restricted to a specific but slightly varying set. It logically 
follows that the traffic generated by the created processes also follows a pattern spe-
cific to the user.  As mentioned in Section 1, malicious bots inject themselves into be-
nign processes to hide themselves from detection. Although bots exhibit this and other 
stealthy behaviors, for any bot to serve its purpose, it needs to communicate with its 
bot master for updates and commands. At the same time, communication is required 
with other machines for further infection and propagation as well as launching at-
tacks. It was felt that observing the packets generated by bot-infected hosts would 
provide a window to its detection. 

We propose to monitor the outbound traffic from each of the processes on an un-
infected host and generate a white-list of domain names. A change in traffic generated 
due to malware ingestion will indicate an infected bot process.  

The detection method proposed is based on the following points: 

1. In a successfully configured botnet system, the bots communicate periodical-
ly with the bot master for updating their status information as well as getting 
updated configuration information. 

2. Bots generate repeated DNS queries to resolve the domain names of their bot 
masters. 

3. On unsuccessful name resolution using DNS, NetBIOS name resolution is al-
so repeatedly tried. 

4. Some bots also repeatedly try to generate scan traffic in order to contact the 
bot masters. 

5. On unsuccessful name resolution, some bots try to contact bot masters 
through hard coded IP addresses. 

6. Bot code might be injected into one or more benign processes on an infected 
host. 

7. The destinations being contacted by the bots are not the ones commonly ac-
cessed by a normal host. 

Based on the above observations a bot detection method is being proposed. 

4   Bot Detection Method 

1. The following parameters of traffic generated in the host system is captured: 
a. Process Name & Process ID of the process generating traffic. 
b. Source Name , IP Address and Port 
c. Destination Name, IP Address and Port. 
d. Protocol 
e. Time of packet generation 

2. The traffic is continuously captured and aggregated for specific time slots. 
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3. For a time slot t, the outgoing flows from each process are identified. 
4. Per-Process and Per-Profile destination domain name lists are generated. 
5. The lists are compared with the previously generated white-list from un-

infected host. 
6. If a previously unseen destination domain name is found, it is designated as 

suspicious. Outgoing traffic to the suspicious domain is analysed as follows.  
a. To detect successfully connected bots 

Look for periodic communication to the suspicious destina-
tion. This indicates C&C behavior.  

b. To detect bots which are unable to locate their C&C server, look for  
i. Repeated DNS queries to the suspicious destination do-

mains. 
ii. Repeated NetBIOS queries for the suspicious destination 

domains. 
iii. Repeated failed TCP/UDP connections to unknown desti-

nations indicating the bot trying to contact the C&C serv-
er using hard coded IP addresses 

5   Experimental Setup and Data Collection 

DETER testbed [16] is used to setup a botnet for observing the bot behavior. A Zeus 
[8] botnet is set up with one botmaster and 9 bots on Windows XP SP2 machines. The 
traffic generated by bots is observed. It is seen that the bots periodically communi-
cated with the botmaster to update their status as well as to get updates and configura-
tion information. The domain names of the botmaster are configured into the bot 
clients. In cases where the bots are not able to contact the bot master, they periodical-
ly tried to generate scan traffic, DNS queries, NetBIOS queries. It is also noticed that 
no new process was created in the bot client, but the bot injected itself into bot 
processes services.exe and explorer.exe. 

A prototype detection system is implemented on a Windows XP host machine. Mi-
crosoft Network Monitor 3.4 is used to capture traffic generated by the processes on 
the host. Testing is done for traffic generated by Zeus and BlackEnergy [15] bots.  

6   Results and Discussion 

Figures 1 and 2 show the profiles for an un-infected and infected system respectively. 
The profile for the un-infected system is obtained by analysing data over several time 
slots. The profile for the infected system in Figure 2 is for a single time slot. The pro-
file data for an un-infected system includes Process List, Per-Process Destination 
white-list and Per-Profile Destination white-lists. The Figure 2 showing a profile for 
an infected host shows the suspicious domains xyz.com and pagesinxt.com generated 
by the process svchost.exe. These domains are further investigated as in 6a and 6b of 
our Bot Detection Method on the data generated by svchost.exe in the specified time 
slot. This two step method of analysis greatly reduces the amount of data to be  
analysed for detection.  
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Fig. 1. Normal Profile Sample 

 

 

Fig. 2. Malicious Profile Sample 

Figure 3 shows a sample of data generated by a Zeus bot. It shows the bot periodi-
cally asking for configuration information from the botmaster, www.b14ck. 
comule.com.The figure also illustrates another bot trying to contact the botmaster 
www.a.com using the Netbios protocol.  
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Fig. 3. Malicious Data Sample 

7   Conclusion  

Botnets are serious threats to all network connected computing devices.  Most bots 
use HTTP and P2P for their command and control. It is difficult to distinguish such 
C&C channels from normal traffic making detection challenging. In this paper, we 
present a host-based bot detection technique based on the assumption that the destina-
tion domains generated by processes on a host will belong to a specific set for a par-
ticular user. Two real world HTTP-based bots, Zeus and Blackenergy, were used to 
generate the dataset and we were able to detect the presence of bots on the host. A 
two step process of identifying unusual and suspicious destinations first and then 
going for a detailed analysis of flows to these destinations reduces the overhead in the 
detection process.   

Attack behaviors of bots like flooding attacks or spam generation were not consi-
dered in this work. Browser traffic also shows a pattern for a particular user. This 
needs to be separately analysed and studied. 
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Abstract. Efficient implementation of block cipher is critical towards achiev-
ing high efficiency with good understandability. Numerous number of block 
cipher including Advance Encryption Standard have been implemented using 
different platform. However the understanding of the AES algorithm step by 
step is very tipical. This paper presents the efficient implementation of AES 
algorithm with the increase of understandability with the use of MATLAB 
platform. Mainly use of MATLAB in Algorithm development, Data analysis, 
exploration, visualization, modeling, simulation, prototyping, application de-
velopment including GUI building and computation. Taking advantages of 
understandability in MATLAB. Implementation result of this approach shows 
the interest and confirms the contribution of MATLAB for robust and optimal 
implementation. 

Keywords: AES, MATLAB, S-Box. 

1   Introduction 

Cryptography plays main role in information security. Many cryptographic algorithms 
have been proposed, such as the Data Encryption Standard (DES), the Elliptic Curve 
Cryptography (ECC), the Advanced Encryption Standard (AES) and other algorithms. 
Many researchers and hackers are always trying to break these algorithms using brute 
force and side channel attacks. Some attacks were successful as it was the case for the 
Data Encryption Standard (DES) in 1993, where the published cryptanalysis attack 
[2] could break the DES. Nowadays the Advanced Encryption Standard (AES) is con-
sidered as one of the strongest published cryptographic algorithmswhere it was 
adopted by the National Institute for Standards and Technology (NIST) after the fail-
ing of the Data Encryption Standard (DES). 

This paper discusses a Matlab implementation of the Advanced Encryption  
Standard (AES) [6]. AES is based on the block cipher Rijndael [4][5] and became the 
designated successor of the Data Encryption Standard (DES) [7] which has been im-
plemented in a tremendous number of cryptographic modules worldwide since 1977. 
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Algorithm: AES-Cipher 
input: ByteA[4× nb], W
output: ByteC[4× nb], 
Byte state[4, nb]; state :=
AddRoundKey(state, K[0
forround := 1 to nr− 1  
do 
SubBytes(state); 
ShiftRows(state); 
MixColumns(state); 
 
AddRoundKey(state,K[r
End loop 

SubBytes(state);  
ShiftRows(state); 
AddRoundKey(state, K[nr ×
  

wari 

 
ig. 4. AES encryption and decryption 

r 
WordK[nb ×(nr+ 1)]; 

= A;  
0, nb− 1];  

round×nb,nb(round+1)) 

× nb, nb(nr + 1) − 1]); 
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C := state; 
returnC;  
end 
 
In this  algorithm A shows the input plain text which is the size of 128 bit, K shows 
key which is either 128 bit, 192bit or 256 bit long, C shows the cipher text which is  
of the length 128 bit long. The number of rounds depends upon the size of the key   
which varies from 10 to 14rounds. 

3   Observation and Results 

This section contains result of AES algorithm implemented in MATLAB. 
 
Key:  {'00'  '01'  '02'  '03'  '04'  '05'  '06'  '07'  '08'  '09''0a' '0b' '0c' '0d' '0e' '0f'} 
Plaintext:  {'00'  '11'  '22'  '33'  '44'  '55'  '66'  '77'  '88''99' 'aa' 'bb' 'cc' 'dd' 'ee' 'ff'} 
Cipher text: {69 C4 E0 D8 6A 7B 04 30 D8 CDB7 80 70 B4 C5 5A} 
 
Round 1: 
s_box={63  CA  B7  04  09  53  D0  51  CD  60  E0E7 BA 70 E1 8C} 
shift_row={63 53 E0 8C 09 60 E1 04 CD 70 B751 BA CA D0 E7} 
mix_col={5F  72  64  15  57  F5  BC  92  F7  BE  3B29 1D B9 F9 1A} 
add_round_key={89 D8 10 E8 85 5A CE 68 2D18 43 D8 CB 12 8F E4} 
 
Round 2: 
s_box:{A7 61 CA 9B 97 BE 8B 45 D8 AD 1A61 1F C9 73 69} 
shift_row={A7 BE 1A 69 97 AD 73 9B D8 C9CA 45 1F 61 8B 61} 
mix_col={FF 87 96 84 31 D8 6A 51 64 51 51FA 77 3A D0 09} 
add_round_key={49 15 59 8F 55 E5 D7 A0 DACA 94 FA 1F 0A 63 F7} 
 
Round 3: 
s_box:{3B 59 CB 73 FC D9 0E E0 57 74 22 2DC0 67 FB 68} 
shift_row={3B D9 22 68 FC 74 FB 73 57 67CB E0 C0 59 0E 2D} 
mix_col={4C 9C 1E 66 F7 71 F0 76 2C 3F 868E 53 4D F2 56} 
add_round-key={FA 63 6A 28 25 B3 39 C9 4066 8A 31 57 24 4D 17} 
 
Round 4: 
s_box:{2D FB 02 34 3F 6D 12 DD 09 33 7E C75B 36 E3 F0} 
shift_row={2D 6D 7E F0 3F 33 E3 34 09 36 02DD 5B FB 12 C7} 
mix_col={63 85 B7 9F FC 53 8D F9 97 BE 478E 75 47 D6 91} 
add_round_key={24 72 40 23 69 66 B3 FA 6ED2 75 32 88 42 5B 6C} 
 
Round 5: 
s_box={36 40 09 26 F9 33 6D 2D 9F B5 9D 23C4 2C 39 50} 
shift_row={36 33 9D 50 F9 B5 39 26 9F 2C 092D C4 40 6D 23} 
mix_col={F4 BC D4 54 32 E5 54 D0 75 F1 D6C5 1D D0 3B 3C } 
add_round_key={C8 16 77 BC 9B 7A C9 3B 2502 79 92 B0 26 19 96} 
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Round 6: 
s_box={E8 47 F5 65 14 DA DD E2 3F 77 B64F E7 F7 D4 90} 
shift_row={E8 DA B6 90 14 77 D4 65 3F F7 F5E2 E7 47 DD 4F} 
mix_col={98 16 EE 74 00 F8 7F 55 6B 2C 049C 8E 5A D0 36} 
add_round_key={C8 16 77 BC 9B 7A C9 3B 2502 79 92 B0 26 19 96} 
 
Round 7: 
s_box={B4 15 F8 01 68 58 55 2E 4B B6 12 4C5F 99 8A 4C} 
shift_row={B4 58 12 4C 68 B6 8A 01 4B 99 F82E 5F 15 55 4C} 
mix_col={C5 7E 1C 15 9A 9B D2 86 F0 5F 4BE0 98 C6 34 39} 
add_round_key={C6 2F E1 09 F7 5E ED C3CC 79 39 5D 84 F9 CF 5D} 
 
Round 8: 
s_box={3E 17 50 76 B6 1C 04 67 8D FC 22 95F6 A8 BF C0} 
shift_row={3E 1C 22 C0 B6 FC BF 76 8D A850 67 F6 17 04 95} 
mix_col={BA A0 3D E7 A1 F9 B5 6E D5 512C BA 5F 41 4D 23} 
add_round_key={D1 87 6C 0F 79 C4 30 0A B455 94 AD D6 6F F4 1F} 
 
Round 9: 
s_box={54 11 F4 B5 6B D9 70 0E 96 A0 90 2FA1 BB 9A A1} 
shift_row={54 D9 90 A1 6B A0 9A B5 96 BBF4 0E A1 11 70 2F} 
mix_col={E9 F7 4E EC 02 30 20 F6 1B F2 CCF2 35 3C 21 C7} 
add_round_key={FD E3 BA D2 05 E5 D0 D735 47 96 4E F1 FE 37 F1} 
 
Round 10: 
s_box={7A 9F 10 27 89 D5 F5 0B 2B EF FD9F 3D CA 4E A7} 
shift_row={7A D5 FD A7 89 EF 4E 27 2B CA10 0B 3D 9F F5 9F} 
add_round_key={69 C4 E0 D8 6A 7B 04 30 D8CD B7 80 70 B4 C5 5A} 
 
Observation: From the above result we can see the cipher text is very strong for very 
simple plain text. 

4   Conclusions 

This paper presents the MATLAB implementation of AES algorithm which increases 
the understandability of the program. AES is the very strong cipher and impossible to 
break without knowing the key so the importance of AES algorithm is high security. 
The complex process of AES algorithm can be comfortably implemented in 
MATLAB. 
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Abstract. An efficient fault tolerant algorithm based on movement-based secure 
checkpointing and logging for mobile computing system is proposed here. The re-
covery scheme proposed here combines independent checkpointing and message 
logging. Here we consider mobility rate of the user in checkpointing so that mo-
bile host can manage recovery information such as checkpoints and logs properly 
so that a mobile host takes less recovery time after failure. Mobile hosts save 
checkpoints when number of hand-off exceeds a predefined hand-off threshold 
value. Current approaches save logs in base station. But this approach maximizes 
recovery time if message passing frequency is large. If a mobile host saves log in 
its own memory, recovery cost will be less because log retrieval time will be 
small after failure. But there is a probability of memory crash of a mobile host. In 
that case logs can not be retrieved if it is saved only in mobile node. Hence in this 
algorithm mobile hosts also save log in own memory and base station. In case of 
crash recovery, log will be retrieved from base station and in case of transient 
failure recovery logs will be retrieved from mobile host. In this algorithm recov-
ery probability is optimized and total recovery time is reduced in comparison to 
existing works. Logs are very small in size. Hence saving logs in mobile hosts 
does not cause much memory overhead. This algorithm describes a secure check-
pointing technique as a method for providing fault tolerance while preventing in-
formation leakage through the checkpoint data. 

Keywords: Fault-Tolerance, Mobile Computing, Checkpointing, Logging, 
hand-off, recovery time, crash failure, transient failure etc. 

1   Introduction 

Fault tolerant mobile computing systems are increasingly being used in such application 
as e-commerce, banking, different mobile monitoring devices in hospital and mission 
critical application, where privacy and integrity of data as important as uninterrupted 
operation of services provided. 

The checkpointing and logging technique is one such distributed service to provide 
fault tolerance for the system. Checkpoint which is a consistent snapshot of the sys-
tem contains process’s state, register, segment and actual data of process [1]. Many 
checkpointing-recovery schemes have been proposed for the distributed systems.  
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However, these schemes cannot be directly used in the mobile environment because 
of mobile computing system has many constraints [2][3] e.g. mobility, low band-
width, less stable storage and frequent disconnection.  

In light of the above constraint, this paper presents a movement-based checkpoint-
ing strategy combined with logging for recovery of individual hosts in mobile compu-
ting environments. In this approach Mobile host takes a checkpoint when handoff  
exceeds threshold of mobility. Our proposed approach mobile host saves log in its 
own memory to reduce the recovery time after failure. This type of log saving 
schemes is applicable to such kind of mobile device which can support large amount 
of storage of message and in which instant recovery is required after failure. This log 
saving approach is applicable in hospital while several mobile monitoring devices are 
attached to patient to monitor their temperature, pulse and so on. If failure is occur 
these devices should be recovered instantly [4]. But due to probability of memory 
crash, mobile hosts save log in both own memory and base station. This case is suita-
ble in a mission critical application providing communications and shared situational 
awareness to an active military unit where quick and perfect recovery is required. 

The network is one of the common places where security threats exist [5][6]. In 
this algorithm each mobile host encrypts checkpoint and saves in base station. This 
prevents information leakage from checkpoint while being transferred through wire-
less channel.  

2   Related Works 

An overview of different types of checkpointing and logging techniques and roll back 
recovery techniques based on the different types of checkpoint based and log based 
can be found in [7] [8].Prakash and Singhal describe in [9] a checkpointing  algorithm  
for  Mobile  Computing  System. This checkpoint collection algorithm is synchronous 
and non-blocking. A minimum number of nodes are forced to take checkpoints.  Each 
MH maintains a dependence vector .MHs.T.Park  et.al  has  presented  an  efficient  
movement  based  recovery  scheme in [10]. Main feature of this algorithm is that a 
host carrying its information to the nearby MSS can recover instantly in case of a fail-
ure. An MH  moving  inside  a range, recovery  information  remains  in  host  MSS  
otherwise  it  moves  recovery  information  to nearby  MSS.In [11] Sapna E. George 
et .al describes a movement based checkpointing and logging scheme based on mobil-
ity of mobile hosts. A checkpoint is saved in mobile support station when hand-off 
count exceeds a predefined optimum threshold. Recovery cost is minimized in this 
scheme by computing optimal movement threshold. 

2.1   Our Observations 

In [3] checkpoint is taken on periodic basis. But this checkpoint may not be suitable 
for mobile environment due to following reason-(a) if the frequency of check pointing 
is high, the additional overhead is large. (b)If the frequency is low, the recovery cost 
may be very large. In [11] log is saved in BS. So recovery time increases due to log 
retrieval cost. 
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2.2   Problem Definition 

Based on the above analysis we propose an efficient fault tolerant algorithm based on 
movement-based secure checkpointing and logging which identifies problems and 
tries to provide proper solutions. 

(i) Transient failure of mobile hosts: Occurrence of transient fault can not 
affect memory content of mobile host. No need to save log in base station. 
Log can be saved and retrieved from memory of mobile host itself.  

(ii) Crash recovery: To reduce recovery overhead we keep log in mobile 
host’s own memory. If mobile host’s memory is crashed, log saved inside 
memory can’t recover. So we consider another case in log saving tech-
niques where log will be saved in both base station and mobile host’s 
memory. If memory crash occur log can be retrieved from base station. 

(iii) Security attack to checkpoint in wireless channel: To provide fault to-
lerance secure check pointing is an important issue. Checkpoint is trans-
ferred to base station when it is saved and transferred from base station 
when mobile host is failed over insecure wireless channel. The checkpoint 
can be attacked, compromised and corrupted in-transit by any intruder or 
malicious node. The mobile can not recover using modified checkpoint da-
ta. Hence rollback recovery of a failed mobile host from last saved state 
will not be possible. So, security of checkpoint data in wireless network is 
required to ensure fault tolerance of the processes running on the mobile 
hosts. Here we encrypt checkpoint so that checkpoint data does not 
changed. 

(iv) Random movement and handoff of mobile hosts: Mobility of mobile 
host is an important concern in case of mobile environment because de-
pending on mobility, logs and checkpoints of a mobile host are saved in 
different base stations. So, recovery cost depends on checkpoint and log re-
trieval cost. The optimum movement threshold value ensures that check-
points can be saved nearer to recovery base station, logs are not scattered 
too much so that overhead of unnecessary checkpoints and logs can be 
avoided. 

(v) Overhead: Overhead is optimized by saving log in mobile host’s own 
memory so that log retrieval cost will be zero during recovery from tran-
sient failure. 

3   System Model 

The mobile computing system considered here consists of n number mobile host 
(MH) and m number of base station (BS). MHs are connected to BSs through wireless 
network and BSs are connected with each other though wired network. An MH can 
communicate with other MHs and BSs only through the BS to which it is directly 
connected. In this system the channel between an MH is connected to a BS also en-
sures FIFO communication in both the directions. Proposed algorithm is non-blocking 
while taking checkpoint. 
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3.1   Assumption 

• During checkpoint interval messages sent, received are saved into log file. 
• Every MH takes and transfers encrypted checkpoint. 

4   Data Structure and Notation 

BScurrent= currently connected base station id. BSprev=previous visited base station 
id.hc= handoff counter which keeps the record of number of handoff occurs. 
BSlog=base station id where logs are saved..BSchkp=base station id where checkpoint is 
saved..hc = number of hopcount.lc = count the number of log. chkpt_intv=checkpoint 
interval. r = Ratio of bandwidth of wireless network to wired network. Tchkp_take_time = 
time required to take checkpoint. Tchkpencrypt_time = time required to encrypt checkpoint. 
Trec= time required to recovery after failures. Tsave_chkp_bs = time required to transfer 
checkpoint.T1=time required to send the checkpoint request to BSchkp. T2=time re-
quired to transfer checkpoint from BSchkp to BScurrent.T3= time required to save check-
point. T4=time required to send the request of BS to send log file. T5 = time required 
to transfer log from BSlog to BScurrent .T6=time required to transfer log to MH from BScurrent. T7 = time 
required to replay log. T8= time required to decrypt checkpoint. 

5   Proposed Work 

Every time MH will connect with any BS after successful authentication. There is a 
handoff counter which will increment every time when MH will move one BS to 
another. When MH’s handoff counter will exceed predefine threshold value MH will 
take checkpoint. During checkpointing, MH will first save the states and encrypt it 
and then save it in the stable storage .Then the handoff counter will initialized to ze-
ro.MH can communicate with other MH through message. The receiver MH will save 
the received message in log file. When failure is occurred MH will connect to any BS 
(not necessary the BS where failure is occurred). MH then gives the BS id to the 
BScurrent to get the checkpoint. The BScurrent will then send request to the BSchkp where 
checkpoint is saved to get checkpoint. BSchkp then response the request and send the 
checkpoint. The current BS then sends the encrypted checkpoint to the MH. MH then 
decrypts the checkpoint and rollback to its last taking checkpoint. In case of logging 
we consider two cases based on log saving techniques of different mobile computing 
devices. Two cases are illustrated in the following-   

Case 1: MH will save log in its own memory. It will not copy the log in BS.  
Case 2: MH will save log in its own memory and also copy the log in BSlog. In 

case1 there is a probability of MH memory crash. So if memory crash occurs MH can 
retrieve log from BSlog otherwise from memory.  

5.1   Working Example 

The above proposed work is illustrated through the following example cellular net-
work. For example we consider 3 number of MH in this figure is. Here C1,1 denotes 
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MH1 takes its  checkpoint at interval 1. When MH1 moves from one BS to the other  
BS its handoff counter i.e. hc is incremented by 1. 

 

 

Fig. 1. Working example of our proposed algorithm 

MH1 will take checkpoint when handoff counter i.e. hc=2.In this example we con-
sider threshold value 2.When MH1, MH2, MH3 will receive message they will first 
save in memory and then save to BS. Every MH also maintain log counter which 
count number of message received till last checkpoint. For MH1 after taking C1.2 it 
receives m7 so log counter will be 1.After taking checkpoint log counter will be initia-
lized to zero. Suppose MH3 fails before taking checkpoint C3,3  then MH3 will rollback 
to C3,2 and replay one log i.e. m6 as its log counter will be 1 .Thus MH3 will recover 
from failure. 

5.2   Algorithm 

1. MH initially connects to BS after successful authenti-
cation. 
2. MH sends message to the another MHs. Receiver MH saves 
the messages in log. Then for case1 MH can save log in 
memory and for case2 in BSlog. 
3. MH moves one BS to another BS and increment handoff 
counter. 
4. If value of handoff counter is greater than movement 
threshold Checkpoint will be taken. 
5. MH recovers after failure as explained in proposed 
work section: 

6   Correctness and Proof  

Theorem 1: The Proposed algorithm ensures consistent global checkpointing  

Lemma 1: No orphan or lost message is generated by the technique  

Proof: To prove this we consider two cases on the basis of Fig.1. 
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Case 1: MH1 fails after taking checkpoint C1,2 and receiving m7 from MH2. 

In this case m7 is considered as lost message because the state of MH2 reflects sending 
it but MH1 does not reflects receive it. So m7 can be considered as loss message be-
cause it can’t replay after failure. According to our algorithm m7 is not considered as 
lost message because when MH1 receives  m7 it saves in its own memory. After failure 
MH1 rollbacks to C1,2 and replays m7. 

Case 2: MH2 fails before taking checkpoint C2,3 after sending  m6 to MH1 

In this case m6 considers as orphan message because the state of MH3 saves m6 is re-
ceived from MH2 but as MH2 fails , its state has no record about the event that MH2 

sends   m6  to MH3. So m6 can be considered as orphan message. In our algorithm m6  

is not considered as orphan message because  when MH1 receives  m6  it saves in its 
own memory and. can replay after failure. So theorem1 is proved. 

7   Performance Analysis 

We simulate this algorithm for mobile environment using C language to get different 
parameters for the performance analysis of the proposed algorithm.. We simulated en-
cryption and decryption of checkpoints using a very simple cryptography technique to 
verify the working of the proposed secure checkpointing algorithm. In Practical pur-
pose strength of security technique is a big issue. Public key cryptography using ellip-
tic curve cryptography (ECC) is already well established for PDAs. Implementation 
of ECC algorithm is out of scope of this work. Only encryption and decryption times 
of checkpoint are taken same as ECAES encrypt and ECAES decrypt time mentioned 
in [12]. In our system the following parameter values are kept constant. The ratio of 
bandwidth of wireless to wired network is .1 [11]. Size of each character of each mes-
sage is considered as 1 bit. Failure rate and log arrival rate are considered to be of ex-
ponential distribution. These values do not assume a specific application or environ-
ment and are chosen for simulation and performance analysis only.  

In this performance analysis we compare the result of log taking scheme used in 
[11] with our log taking scheme. For this comparison we consider three cases. We 
consider this to compare with our own case to calculate the overhead. These cases are: 

Case 1: MH will save the log to the BS where it will save checkpoint and delete 
the message from own memory. MH will retrieve log from BSlog for recovery. 

Case 2: MH will save log in its own memory. It will not copy the log in BS.   
Case 3: MH will save log in its own memory and also copy the log in BSlog.In case 

memory is crashed it can retrieve log from BSlog otherwise from MH’s memory. 

• Secure Checkpoint Cost 

This cost will be same for case1, case2 and case3 because checkpoint taking tech-
niques for three cases are same. 

Tchkp_take_time + Tchkpencrypt_time+ Tsave_chkp_bs 

= .003+.234+1.759 =1.996s 

If we consider encrypted checkpoint overhead will increase by 1.759s. 
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• Recovery Time 

For case 1:  Trec=(T1+hc*(T2))*r+T3+T4+lc*hc*(T5)*r+T6+( lc * T7)  

For case 2:  Trec =(T1 +hc*(T2))*r +  T3 + T8+  T1 +( lc * T7)  

For case 3:  Trec = (T1 + hc *( T2) )*r +T3 + T8+p*(lc*T7))+((1-p)*(T4+lc*hc*( T5)*r                           
                              +   T6+( lc * T7))  

 

 
 

Fig. 2. (a) Failure vs. recovery time log. (b) log arrival rate vs. recovery time. 

 
In fig.2. (a) we take log arrival rate .667 as constant. By varying failure rate we get 

recovery time we see that if failure rate increases recovery time will decreases be-
cause if failure rate increases less log will be taken. In this figure we compare the re-
sult of case1 and case2. In Fig.2.(b).We get recovery time by varying log arrival rate 
and keep failure rate .34 as constant. We see that if log arrival rate increases recovery 
time will increase because if log arrival rate is increased less number of logs will be 
taken. So recovery time will be less. In this figure we compare the result of case1 and 
case2. In both figure we see that recovery time overhead increases in case1 than case2 
as in case2 log arrival cost does not consider. 

 

 

  
 

Fig. 3. Log arrival rate vs. recovery time (a) when memory crash probability=50% (b) when 
memory crash probability=70% (c) when memory crash probability=30%  

In the above all the figure we compare the recovery time of case1 with case3 by 
varying log arrival rate and keeping constant the failure rate .34 and .69.In Fig.3 (a) 
according to our result the recovery time overhead for case1 is increases 13.006s than 
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case3 for failure rate=.34 and 6.8257s than case3 for failure rate=.69. In Fig.3 (b) 
7.832s for failure rate=.34 and 5.2794s for failure rate=.69.In Fig.3 (c) 18.27s for  
failure rate=.34 and 11.774s for failure rate=.69.   

 

 

   
 

Fig. 4. Failure rate vs.recovery time (a) when memory crash probability=50% (b) when 
memory crash probability=70% (c) when memory crash probability=30%  

 
In all the above figure we compare the recovery time of case1 with case3 time by 

varying failure rate and keeping constant the log arrival rate.667 and 1.16.In Fig.4(a) 
we see that the recovery time overhead for case1 increases 7.6625s than case3 for  log 
arrival rate=.667 and 9.8685s for log arrival rate=1.16.In the Fig.4(b) 4.for log arrival 
rate=.667 and 5.6672s for  log arrival rate=1.16.In the Fig.4(c) 8.77s for  log arrival 
rate=.667 and 13.221s for  log arrival rate=1.16.  

 

 

Fig. 5. Recovery time overhead comparison between case 1 and case 3 for memory crash prob-
ability 30%, 50%, & 70% (a) for failure rate .34 and .69. (b) log arrival rate .667 and 1.16. 

 
In the above Fig.5.(a) and 5.(b) as memory crash probability increases we can see 

that recovery time overhead decreases because probability of retrieve log from BS in-
creases with memory crash probability. So we can see that case3 also gives less re-
covery time than case1.We encrypts checkpoint in our proposed algorithm. In the  
below we analyze for encryption how much time is increased. 
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Fig. 6. (a) Log arrival rate vs recovery time and failure rate vs recovery time. (b) Recovery time 
vs. movement threshold. 

 
In the above Fig.6.(a) we calculate recovery time by considering decryption time of 

checkpoint.and not considering decryption.We can see that recovery time overhead 
increases by 1.759s.In Fig.6.(b) we compare recovery time of case1 with case2 by 
varying movement threshold. We can see if movement threshold increases recovery 
time also increases  because if movement threshold increases checkpoint interval 
between two checkpoint increases so checkpoint transfer cost will be high and more 
number will be taken between this interval.Recovery time for case1 is more than 
case2 because in case2 log is saved in own memory. 

8   Conclusions 

Mobile computing has been developing very rapidly in recent years. Some of the 
checkpointing and recovery techniques proposed for mobile computing systems did not 
take checkpoints regard to the mobility rate of the user and unnecessarily incur addi-
tional overhead in maintaining recovery data. In our proposed approach in case of tran-
sient failure logs are retrieved from mobile host’s own memory to reduce the recovery 
time after failure. But due to probability of memory crash, mobile hosts save log both 
in their own memory and base station. In case of crash failure logs are retrieved from 
base station. Saving two copies of log may seem to cause memory overhead but log 
searching and transfer cost from base station gets reduced. This algorithm proposes a 
secure checkpointing system as a method for providing checkpointing capability while 
simultaneously preventing information leakage of application data saved in checkpoint. 
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Abstract. Because of its simplicity, ease of implementation, and speed, RC4 is
one of the most widely used software oriented stream ciphers. It is used in several
popular protocols such as SSL and it has also been integrated into many applica-
tions and software such as Microsoft Windows, Lotus Notes, Oracle Secure SQL
and Skype.

In this paper, we present an obfuscated implementation for RC4. In addition
to investigating different practical obfuscation techniques that are suitable for the
cipher structure, we also perform a comparison between the performance of these
different techniques. Our implementation provides a high degree of robustness
against attacks from execution environments where the adversary has access to
the software implementation such as in digital right management applications.

1 Introduction

Because of its simplicity, ease of implementation and robustness, RC4 [1] has become
one of the most commonly used stream ciphers. In its software form, implementations
of RC4 appear in many protocols such as SSL, TLS, WEP and WPA. Furthermore,
it has been integrated into many applications and software including Windows, Lotus
Notes, Oracle Secure SQL, Apple AOCE, and Skype. Although the core of this two
decade old cipher is just a few lines of code, the study of its strengths and weaknesses
as well as its different software and hardware implementation options is still of a great
interest to the security and research communities.

Cryptographic techniques are traditionally implemented to protect data and keys
against attacks where the adversary may observe various inputs to and outputs from
the system, but has no access to the internal details of the execution. On the other hand,
several recently developed applications require a higher degree of robustness against at-
tacks from the execution environment where the adversary has closer access to the soft-
ware implementation of key instantiated primitives. Digital Rights Management (DRM)
is an example of such applications where one of the main design objective is to control
access to digital media content. This can be achieved through white-box implementa-
tions where encryption keys are hidden, using obfuscation techniques, within the im-
plementation of the cipher. White-box implementations for block ciphers, such as AES
and DES, are widely available [2] [3]. However, to the authors’ knowledge, there is no
published white-box implementation for any dedicated stream ciphers including RC4.
Directly applying the techniques developed for white-box implementation of block ci-
phers to stream ciphers does not seem to work, mainly, because normal operation of

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 113–129.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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stream ciphers requires us to always maintain the inner state of the cipher. Recovering
the inner state of the stream cipher usually sacrifices the security of the cipher even if
the attacker is not able to recover the key. In fact, it seems to be an open research prob-
lem to determine if a practical white box implementation (in a cryptographic sense)
would ever exist for stream ciphers such as RC4.

On the other hand, obfuscation can be used to transform a program from an easily
readable format to one that is harder to read, trace, understand and modify. This offers
an additional layer of security as it protects the program by increasing the required
human and computational power that is needed to reverse engineer, alter, or compromise
the obfuscated program. Obfuscation techniques can be categorized into automated and
manual methods. The former systematically, using specific tools, modify the source
code (e.g. [4]) or the binary executable file (e.g. [5],[6]). The latter techniques rely on
the programmer to follow obfuscation techniques during coding. These techniques are
governed by the programming language in use. For example, languages like C and C++,
which are commonly used in the implementation of cryptographic primitives due their
high performance, are flexible in syntax and allow the use of pointers.

Obfuscated programs can be reverse engineered using techniques such as static and
dynamic analysis. Static analysis techniques analyze the program file by performing
control flow and data flow analysis ([7],[8],[9]) without running the program. Dynamic
analysis, on the other hand, takes place at runtime and addresses the followed execution
path.

In this paper, we investigate several obfuscation techniques that are suitable for
applications to array-based stream ciphers such as RC4. We also perform a compari-
son between the performance of these different techniques when applied to RC4. Al-
though our proposed implementation does not provide the same level of theoretical
security provided by white-box implementations for block ciphers, it still provides a
high degree of robustness against attacks from execution environments where the ad-
versary has access to the software implementation such as in digital right management
applications.

The rest of this paper is organized as follows. A brief review of the RC4 key schedul-
ing algorithm and pseudorandom generation algorithms is provided in the next section
where we also briefly describe the Skype attempt to obfuscate the RC4 software imple-
mentation. Our proposed obfuscated implementation is described in section 3. Section
4 shows a performance comparison between different implementation options. Finally,
our conclusion is provided in section 5.

2 The RC4 Cipher

In this section, we briefly review the Key Scheduling Algorithm (KSA), and the Pseu-
dorandom Generation Algorithm (PRGA) of RC4. We also describe the Skype attempt
to provide an obfuscated software implementation for RC4.

2.1 Standard RC4 Implementation

While traditional feedback shift register based stream ciphers are efficient in hardware,
they are less so in software since they require several operations at the bit level. The
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design of RC4 avoids the use of bitwise operations as it requires only byte manipu-
lations which makes it very efficient in software. In particular, RC4 uses 256 bytes
of memory for the state array, S[0] through S[255], k bytes of memory for the key,
key[0] through key[k−1], and two index pointers: a sequential index i, and quasi random
index j.

Algorithm 1 shows the KSA of RC4, where the permutation S is initialized with a
key of variable length, typically between 40 to 256 bits. Once this is completed, the key
stream is generated using the PRGA shown in Algorithm 2. The generated key stream
is combined with the plaintext, usually, through an XOR operation.

Algorithm 1. RC4 Key Scheduling Algorithm (KSA) [1]
1: for i = 0 → 255 do
2: S[i] := i
3: end for
4:
5: j := 0
6: for i = 0 → 255 do
7: j := (j + S[i] + key[i mod keylength]) mod 256
8: swap values of S[i] and S[j]
9: end for

Algorithm 2. RC4 Pseudo-Random Generation Algorithm (PRGA) [1]
1: i := 0
2: j := 0
3: while GeneratingOutput do
4: i := (i + 1) mod 256
5: j := (j + S[i]) mod 256
6: swap values of S[i] and S[j]
7: K := S[(S[i] + S[j]) mod 256]
8: output K
9: end while

Analyzing the KSA and PRGA algorithms of RC4 yields the following observations:

1. As with most stream ciphers, an adversary does not have to find the key in order to
break the cipher. In other words, recovering the initialized inner-state S allows the
adversary to efficiently generate the keystream output of the cipher and decrypt the
target ciphertext even without knowing the key array.

2. An adversary who is able to observe the values of the index pointer j in the PRGA
can efficiently recover the whole inner state S.
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2.2 Skype’s RC4 Implementation

The only reference to obfuscated RC4 implementation in the open literature appeared
in a Blackhat publication that describes the leaked implementation used in Skype [10]
[11]. By analyzing this leaked implementation, we observe the following:

• Regarding the cipher itself, the cryptographic key used is 80 bytes in length whereas
standard implementations use a key of 40 to 256 bits in length (i.e. 5 to 32 bytes).

• Regarding key management, the Skype’s implementation selects a key from a pool
of 232 keys.

• Regarding the use of the cipher, RC4 itself is used as an obfuscation technique to
hide the network layer.

The implementation utilizes a macro called RC4 round that is used in both the KSA and
the PRGA. Therefore, we first describe this macro. This macro is shown in Algorithm 3.
When called, the macro is passed the following parameters:

i: the sequential index
j: the quasi random index
RC4: an array corresponding to S in the standard implementation
t: a variable for swapping the ith and jth element in S
k: the cryptographic key used in this iteration

Lines 1, 3 and 4 describe the swapping operation, line 2 evaluates the new quasi random
index j, and line 5 evaluates the key for this iteration. The main difference in the use of
this macro between KSA and PRGA is in the key value passed and the action based on
the return value. In the PRGA, the value for k is always zero, whereas in the KSA, the
key used in this iteration is passed. Furthermore, in the KSA, the returned value of this
macro is discarded, whereas in the PRGA the returned value is used as part of the key
stream.

Algorithm 3. Round Macro: RC4 round(i,j,t,k,RC4) [10]
1: t :=RC4[i],
2: j := (j + t + k) mod 256,
3: RC4[i] := RC4[j],
4: RC4[j] := t,
5: RC4[(RC4[i] + t) mod 256] {Output to be returned}

The KSA is shown in Algorithm 4. In this implementation, the inner-state of the
cipher is stored in a data structure called rc4. This structure contains an array (repre-
senting the array S from Algorithms 1 and 2) which holds the random ordered values, a
sequential index i, and quasi random index j. The ”for” loop in lines 1 through 6 initial-
izes the array rc4.s sequentially from 0 to 255. The array rc4.s is allocated exactly 256
sequential bytes in memory. The implementation takes advantage of the array structure
in memory by initializing 4 bytes in each iteration rather than a single byte. Therefore,
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the index j in the loop is incremented in each iteration by 4 bytes (0x04040404), and is
assigned to the array at the ith position. Consequently, the index i has to be incremented
by 4 in each iteration. The reordering step (lines 9 through 11) is done by the macro
RC4 round.

Algorithm 4. Skype Implementation for the RC4 KSA [10]
1: j := 0x03020100
2: for i = 0 → 255 do
3: i := i + 4
4: j := j + 0x04040404
5: rc4.s[i] := j
6: end for
7:
8: j := 0
9: for i = 0 → 255 do

10: RC4 round(i, j, t, byte(key,i%80), rc4.s)
11: end for

The PRGA is shown in Algorithm 5 where the ”for” loop iterates over the data stream
(buffer, of size bytes) performing the encryption/decryption operation. This is done by
XORing the data (in buffer) and the key stream generated by the macro RC4 round.
Furthermore, the indices i and j in the data structure rc4 are updated.

Algorithm 5. Skype Implementation for the RC4 PRGA [10]

1: for (;bytes;bytes−−) do
2: i := (i + 1) mod 256
3: buffer++ {positioning the pointer to the new value to be en-/decrypted}
4: *buffer = *buffer XOR RC4 round(i, j, t, 0, s)
5: rc4.i := i
6: rc4.j := j
7: end for

Clearly, the Skype implementation described above does not provide enough level of
protection for the inner state of the cipher. It should be noted, however, that Skype uses
the RC4 cipher itself as an obfuscation technique for the network layer but the effective
data stream (voice, chat, video) is encrypted with AES [11].

3 Proposed Implementation

In this section we present our obfuscated implementation of RC4. Throughout our work,
we assume that the cipher is implemented as a standalone module, i.e., the implemented
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code contains only the functionality of the cipher. Another approach would be to mix
the implementation of the cipher with parts of a larger application. Such a needle in the
haystack approach can add more security as the containing application offers more ob-
fuscation space. However, since an implementation of this approach is highly dependent
on the containing application, it is therefore not considered in this work.

In our proposed obfuscated implementation, we first eliminate the use of the array
S by using independent set of variables. To improve the efficiency of this approach,
we use function pointers. Following that, we utilize multithreading to provide security
against dynamic analysis attacks. Finally, We present other generic techniques used
to further obfuscate the proposed implementation. Throughout the remaining of this
paper, for illustrative purposes, we use a toy implementation of RC4 (with an array of
size N = 4). However, performance measures have been made based on a RC4 with
standard parameters (i.e. with an array of size N = 256).

3.1 Eliminating the S Array Data Structure

As the KSA and PRGA algorithms show, standard RC4 implementation requires only
a few data objects, namely two index pointers i and j, and an array S.

As a first step towards obfuscation, we substitute the array data structure S by N
independent variables, where N is the number of elements in the array S. Unlike the el-
ements of an array which are stored in consecutive memory locations, these independent
variables can be scattered throughout the program memory. On the other hand, working
with such independent variables eliminates our ability to dynamically address them us-
ing a loop structure since we no longer have an array index that can be related to loop
counters. To address these variables, we use the loop unrolling technique, also known as
loop unwinding. This is illustrated for the toy implementation in Figure 1. As depicted
in the figure, the implementation is based on two nested switch/case structures, where
the outer structure operates over the index i and the inner structure operates over the
index j. It is worth noting that the inner switch/case structures are almost identical for
various outer switch/case structures. However, since the ith element in array S has been
substituted with an independent variable, this variable has to be correctly referenced
in each inner switch/case structure. This nested structure cannot dynamically evaluate
expressions such as S[S[i]+ S[ j]]. For such expressions, a dedicated switch/case struc-
ture, Switch(Out put − Index), is used. This structure is passed an intermediate value,
Out put − Index = S[i] + S[ j], and evaluates the expression above. In an 8 bit imple-
mentation with an array of size N = 256, the number of possible combinations is given
by N ×N = 28 × 28 = 216. This implies that a total of 216 case statements are needed
to represent all the possible combinations. Thus, despite its conceptual simplicity, the
use of nested switch/case structures results in a prohibitively large program (e.g. for
N = 256, the program size exceeds 12 MB). In the next subsection we show how this
obfuscation approach can be enhanced to yield a more practical program size.

3.2 The Use of Function Pointers

Function pointers are pointers that hold addresses of functions, and can be used to exe-
cute them. Depending on the address assigned to the pointer, a single function pointer
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while(NOT_END_OF_DATA_STREAM)  

{  i++;  Switch(i) {   Case 0: //i = 0 

   Switch(j) { 
    j = (j + S0); //j = (j + S[i]) mod N; 
    Case 0: //j = 0 
      //swap(S[i], S[j]);       swap(S0, S0); 
      //Output S[S[i] + S[j] mod N];  Output S[Output-Index];       Output-Index = (S0 + S0); 
    Case 1: swap(S0, S1); Output-Index = (S0 + S1); 
    Case 2: swap(S0, S2); Output-Index = (S0 + S2); 
    Case 3: swap(S0, S3); Output-Index = (S0 + S3); 
   } //end switch(j)   Case 1: //i = 1 

   Switch(j) { 
    j = (j + S1); //j = (j + S[i]) mod N; 
    Case 0: swap(S1, S0); Output-Index = (S1 + S0); 
    Case 1: swap(S1, S1); Output-Index = (S1 + S1); 
    Case 2: swap(S1, S2); Output-Index = (S1 + S2); 
    Case 3: swap(S1, S3); Output-Index = (S1 + S3); 
   } //end switch(j)   Case 2: //i = 2 

   Switch(j) { 
    j = (j + S2); //j = (j + S[i]) mod N; 
    Case 0: swap(S2, S0); Output-Index = (S2 + S0); 
    Case 1: swap(S2, S1); Output-Index = (S2 + S1); 
    Case 2: swap(S2, S2); Output-Index = (S2 + S2); 
    Case 3: swap(S2, S3); Output-Index = (S2 + S3); 
   } // end switch(j)   Case 3: //i = 3 

   Switch(j) { 
    j = (j + S3); //j = (j + S[i]) mod N; 
    Case 0: swap(S3, S0); Output-Index = (S3 + S0); 
    Case 1: swap(S3, S1); Output-Index = (S3 + S1); 
    Case 2: swap(S3, S2); Output-Index = (S3 + S2); 
    Case 3: swap(S3, S3); Output-Index = (S3 + S3); 
   } // end switch(j)  } //end switch(i) 

 Switch(Output-Index) { 
  Case 0: Output S0; //  Output S[S[i] + S[j] mod N]; 
  Case 1: Output S1; 
  Case 2: Output S2; 
  Case 3: Output S3; 
 } //end switch(Output-Index) 

} //end while 

Fig. 1. The implementation of the PRGA when replacing the array data structure by independent
variables

can be used to call multiple functions. Normally, a designated array is used to hold the
addresses of the functions and when a function is to be called, its address is assigned to
the pointer and the function is executed. A visualization of function pointers is shown
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Fig. 2. Array of Function Pointers

in Figure 2 where the array f ctArrJ[] is the designated array that holds the addresses
of functions jX(), jY (), jZ(). As the code fragment shows, the address of the desired
function in loaded into the function pointer f ctPtr, and then executed.

T. Ogiso et al. [12] analyze the use of function pointers in software obfuscation.
Specifically, they prove that when using arrays of function pointers, determining the
address a pointer points to is NP-hard.

Arrays of function pointers can be used to replace the inner switch/case structures in
our obfuscation technique presented in the previous subsection. In addition to the secu-
rity advantage resulting from the difficulty of determining the address a function pointer
points to, implementing function pointers requires much less space than switch/case
structures described in the previous section. This enables us to maintain the complexity
introduced by the nested switch/case structure while reducing the program size.

The use of function pointers as a replacement of the inner switch/case statement
requires the following:

1. For each index j, there exists a function in which the variable that substitutes S[ j] is
hard coded. Furthermore, the variable that substitutes S[i] is passed as a parameter to
this function. With these variables, the functionality of RC4 can be easily realized.

2. There exists a designated array that holds the addresses of the functions described
above.

The array of function pointers can be directly used to replace the inner switch/case struc-
tures operating on index j. The inner switch/case statements are replaced by functions
in which the variable representing S[ j] is hard coded. To evaluate the inner structure, we
first compute the new j value. This is used to retrieve the corresponding function ad-
dress from the designated array. Finally, the retrieved function is called using a function
pointer and the variable that substitutes S[i] is passed as a parameter.

Figure 3 shows the use of function pointers as a replacement of the inner switch/case
structures of our obfuscated toy implementation of RC4. As shown in the figure, the
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//Declaration of function pointers unsigned int (*output)() = NULL; //for functions returning the value of S[x] void (*jN)(unsigned int) = NULL; //for functions handling a specific value of index j 
//function returning the value of S[x]  oS0() { return S0; } oS1() { return S1; } oS2() { return S2; } oS3() { return S3; } 
// functions handling a specific value of index j 
// The variable representing S[j] is know in advance and hardcoded 
// The variable that handles S[i] has to be passed as function parameter to sX J0(sX) { swap(S0,sX); output = arrayOutput[S0+sX]; Output output(); } J1(sX) { swap(S1,sX); output = arrayOutput[S1+sX]; Output output(); } J2(sX) { swap(S2,sX); output = arrayOutput[S2+sX]; Output output(); } J3(sX) { swap(S3,sX); output = arrayOutput[S3+sX]; Output output(); } 
// Assign addresses of the functions to the arrays 
// Access to the functions via its position in the array arrayJN[N] = {&J0, &J1, &J2, &J3}; arrayOutput[N] = {&oS0, &oS1, &oS2, &oS3};  
while(NOT_END_OF_DATA_STREAM)  
{  i++; 

Switch(i){   Case 0:  //i = 0 
    j = (j + S0); //j = (j + S[i]) mod N; 
    jN = arrayJN[j]; //Select function address from array 
    jN(S0); //Execute function via the function pointer   Case 1:  //i = 1 
    j = (j + S1); //j = (j + S[i]) mod N; 
    jN = arrayJN[j]; //Select function address from array 
    jN(S1); //Execute function via the function pointer   Case 2:  //i = 2 
    j = (j + S2); //j = (j + S[i]) mod N; 
    jN = arrayJN[j]; //Select function address from array 
    jN(S2); //Execute function via the function pointer   Case 3:  //i = 3 
    j = (j + S3); //j = (j + S[i]) mod N; 
    jN = arrayJN[j]; //Select function address from array 
    jN(S3); //Execute function via the function pointer 

} // end switch(i) 
} //end while 

 
Fig. 3. Implementation of the PRGA using switch/case for i and array of function pointer for j

loop over index i remains unrolled using the switch/case structure proposed initially.
The setup for the array of function pointers requires:

1. The declaration of two function pointers (∗out put and ∗ jN)
2. The definition of output functions oS0(),oS1(),os2() and oS3() that return the

value S[x]
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3. The definition of functions j0(sX), j1(sX), j2(sX) and j3(sX) that replace the in-
ner switch/case structure

4. The definition of arrays used to hold the addresses of the functions stated in steps
2 and 3 above

Next, we illustrate the combination of switch/case structures with array function point-
ers. The outer structure used to unroll the loop over the index i remains unchanged.
However, the inner switch/case structure is replaced by using the function pointers con-
cept. To do this, we first compute the new j value. This is used to retrieve the corre-
sponding function address from the designated array. Finally, the retrieved function is
called using a function pointer where the variable that represents S[i] is passed as a
parameter. With these variables, the functionality of RC4 can be realized. When im-
plemented, this approach while improving the obfuscation level, significantly reduces
the obfuscated program size . In comparison to the initial attempt (in section 3.1), the
program size is reduced from 12 MB to about 450 KB.

The techniques used so far have mainly increased the resilience of the implementa-
tion against static analysis. We, next, introduce further obfuscation with the objective
of increasing its resilience against dynamic analysis.

3.3 Multithreading

Traditionally, multithreading allows various parts of a program to run simultaneously.
Each such part is called a thread and although these are functionally independent, they
share some resources such as processing power and memory, with other threads. Shared
resources, such as data, code, and heap segments allow communication and functional
synchronization between threads. Furthermore, constructs such as critical sections, and
semaphores enable the realization of atomic units which, in turn, prevent corruption of
shared resources. Because of this parallelism and the randomness in order of execution,
analyzing multithreaded programs is much harder than their single threaded counter-
parts [13]. In this section, we capitalize on this and utilize the randomness in the order
of execution introduced by multithreading to further obfuscate our implementation. To
do so, we require the following:

1. There exists a multithreaded environment where each thread implements the RC4
functionality (key stream value) for a specific subset of index values i. That is,
each thread contains an implementation of a subset of switch/case statement for the
corresponding values of i. Furthermore, for each implemented switch/case state-
ment, let the thread implement the function pointer concept for all values of j, as
described in 3.2.

2. The sets of index values i are assigned to the threads such that each value of i
is assigned randomly to at least two threads. This introduces randomness in the
threads that have the capability of implementing the RC4 functionality for a given
value of i. Since at least two threads have this capability, the execution path cannot
be determined with certainty which introduces an additional layer of obfuscation.

If one uses only 2 threads, requirement 2 above would result in identical functionality
for both threads, which simplifies conducting static analysis on the cipher. Thus, in our
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Thread1() { 
 while(NOT_END_OF_DATA_STREAM) 

 {   EnterCriticalSection; //enter the coherent, not interruptible code sequence   Switch(i) {    //Case 0: i = 0 is not handled in this thread    Case 1:  //i = 1 
     j = (j + S1); //j = (j + S[i]) mod N; 
     jN = arrayJN[j]; //Select function address from array 
     jN(S1); //Execute function via the function pointer      i++;       //Leave the coherent, not interruptible code sequence      LeaveCriticalSection;    Case 2:  //i = 2 
     j = (j + S2); //j = (j + S[i]) mod N; 
     jN = arrayJN[j]; //Select function address from array 
     jN(S2); //Execute function via the function pointer      i++;       //Leave the coherent, not interruptible code sequence      LeaveCriticalSection;    Case 3:  //i = 3 
     j = (j + S3); //j = (j + S[i]) mod N; 
     jN = arrayJN[j]; //Select function address from array 
     jN(S3); //Execute function via the function pointer      i++;       //leave the coherent, not interruptible code sequence      LeaveCriticalSection;    default:  //Handles the non-available ‘cases'      //Leave the critical section      LeaveCriticalSection;   } // end switch(i) 
 } //end while 
} //end Thread1 
Thread2() {  //same structure like Thread1(), but  
 //Case 0: i = 0 is handled  
 //Case 2: i = 2 is handled  
 //Case 3: i = 3 is handled 
 //and 
 //Case 1: i = 1 is not handled  
} 
Thread3() {  //same structure like Thread1(), but  
 //Case 0: i = 0 is handled  
 //Case 1: i = 1 is handled  
 //Case 3: i = 3 is handled  
 //and 
 //Case 2: i = 2 is not handled  
} 

Fig. 4. Implementing the PRGA using multithreading
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implementation, the minimum number of threads used is set to 3. This ensures that the
implementations of various threads differ. The specific number of threads to be used is
left as a design parameter.

To compute the key stream value for the current value of i, the running thread enters
a critical section and retrieves i. If this thread does not implement the switch/case state-
ment for this value of i, the critical section exits without affecting the cipher inner state
and without producing any new keystream words. On the other hand, if the thread im-
plements the switch/case statement for this value of i, the key stream value is evaluated
and returned.

Figure 4 illustrates a toy implementation, with N = 4, of the multithreading imple-
mentation described above. In this example, the sequential index i can have the values
{0,1,2,3}, and 3 threads are used. The first thread implements the switch/case state-
ments for i∈ {1,2,3}; the second thread implements the statements for i∈ {0,2,3}, and
the third thread implements the statements for i ∈ {0,1,3}. For standard RC4 parame-
ters, this implementation increases the program size to 650 KB but offers an additional
obfuscation layer and enhances the implementation’s resilience to dynamic analysis
attacks.

3.4 Handling the Key Scheduling Process

As shown in section 2.1, RC4 runs two main algorithms, the PRGA, and the KSA.
While the implementation of the KSA can be obfuscated using the same techniques
discussed above, one weakness of this approach is that the cryptographic key has to be
passed in the clear to the KSA algorithm. In this section, we discuss a possible extension
of the above implementation in order to mitigate this vulnerability.

In the white-box implementations of AES [2] and DES [3], the cryptographic key
is integrated into the lookup tables of the implemented algorithms. Furthermore, the
lookup tables are pre-created outside the users’ environment. Applying this off-line
generation technique to the inner states of RC4 can be used to eliminate the need for
a KSA algorithm and consequently mitigate the vulnerability described above. This
shifts our objective from protecting the key and key scheduling algorithm to protecting
the process of securely assigning the off-line generated values to the inner-state.

Assume a setup where the user receives some encrypted data stream, and pre-created
inner-state for the cipher from some service provider. In this case, the inner-state can
be transferred from the provider to the customer in the form of an array. Instead of
generating the inner-state by the KSA, the inner-state is initialized by directly assigning
the values from the array to the corresponding variables. In other words, the array from
the provider contains 256 values corresponding to S and the two index pointers i and j
in a random order. Those 258 values are directly assigned to the variables representing
the inner-state on the customer side. It should be noted that as long as the order of the
values in the array is not known, an adversary cannot gain any useful information about
the inner state of the cipher. Furthermore, assuming that the service provider knows
the memory structure of the user’s cipher, the service provider can produce a formatted
memory dump that can be loaded directly into the user’s cipher.
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To this point, our obfuscation approaches structurally altered the implementation of
the cipher. Additional obfuscation techniques, that are deployable on a smaller scale can
also be utilized. These techniques do not significantly change the implemented structure
and are easily applied. In the next subsection, we briefly explore the application of such
techniques to our RC4 implementation.

3.5 Generic Obfuscation Techniques

In this section, we introduce a set of standard techniques that can be used to further
obfuscate our implementation of RC4. These techniques are independent of the struc-
ture of the implemented program and do not significantly change the structure of the
resulting obfuscated program.

3.5.1 Order and Dimension Change of Arrays
When using arrays of function pointers, assigning the pointers to the array in a sequen-
tial order introduces a 1 : 1 mapping between the j value and the index of the array. This
mapping can be further obfuscated using a random allocation table or by modifying the
array structure. In [14], Zhu, et al. address this problem by changing the index order and
the arrays’ dimension. Transforming an array A[N] into an array B[M], whereM >N and
M is relatively prime to N, can be done by applying the mapping B[i] = A[i×N mod M].
We have used this methodology to obfuscate the array of function pointers in our
implementation.

3.5.2 Variable Aliases
When two or more variables address the same memory location, they are called aliases.
Introducing aliases to a program reduces the effectiveness of static analysis techniques
as they increase the data flow complexity [7] since the attacker has to identify and
track all aliases that manipulate a specific memory location. The larger the program,
the harder it is for the attacker to identify and keep track of all the aliases. The pointers
used in our implementation are an extensive form of aliasing, and therefore, introduce
an additional level of obfuscation.

3.5.3 Scattering the Code for the Swap Operations
The RC4 cipher makes extensive use of swapping in both the KSA and the PRGA algo-
rithms. In a standard implementation, monitoring the swapping function easily reveals
the position of j and consequently, its value, which compromises the security of the
implementation. To address this problem, in our implementation, we scatter the steps of
the swap functionality throughout the program. In addition, we use a pool of temporar-
ily swap variables rather than a single variable.
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3.5.4 Opaque Constructs
Opaque predicates are expressions that evaluate either to true or false upon a given con-
dition, but their outcome is known/controlled in advance. These constructs introduce
confusion and are widely used in obfuscation [7], [15]. Opaque predicates can be clas-
sified based on their possible outcome into two types. In the first type, the outcome is
always either ’true’ or always ’false’. An example of such predicate would be j > 255,
which is always evaluated ’false’ in an 8 bit environment. In the second type, the output
could be either ’true’ or ’false’, but is controlled by adjusting the statement that it eval-
uates. To increase the complexity of control flow analysis, we implemented a similar
approach where either the real function or some other dummy is executed.

3.5.5 Evaluation of the Index Pointer j
Normally, the index pointer j, at step i, is calculated as

ji = ji−1 + S[i] (1)

where ji denotes the value of the index pointer j at iteration i and S[i] denotes the value
of the inner state array during the ith iteration of the cipher. Monitoring the value of ji,
while knowing the value of i, allows reproducing the inner state. In our implementation,
we obfuscate the computation of ji by introducing three intermediate variables (a,b,c)
that are initialized as follows:

b = random,
a = b− ji−1,
c = 2a− b− S[i+1].

Then we calculate the value of ji as ji = a− c.

4 Performance Evaluation

In this section we compare the execution costs (i.e., program size and execution time)
for various combinations of obfuscation techniques proposed in the previous sections.

The reported timing, as summarized in Table 1, are measured on an HP PC with a
quad core Intel 2.67 GHz processor, and 8 GB of RAM. The prototype was implemented
in C using Microsoft Visual C++ that was running on Windows 7 Enterprise platform.
As expected, obfuscated implementations impose a penalty on the resulting program
size and execution speed.

From Table 1, the slowdown factor varies highly between the obfuscation configu-
rations. For configuration 1, the slowdown factor is about 16, whereas the slowdown
factor when implementing all the described obfuscation techniques is about 481. The
slowdown factors for the white-box implementations of AES and DES found in the
published literature are 55 for AES and 10 for DES [16],[17].

In the following subsections, we highlight the main causes of this performance
impairment.
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Table 1. Program size and throughout for different obfuscation options

RC4 Implementation options Program Size (KB) Throughput (KB/sec) a b c d
No obfuscation 8 288,700 - - - -
Configuration 1 514 17,850 x - - -
Configuration 2 518 15,450 x x - -
Configuration 3 537 11,500 x x x -
Fully obfuscated 969 600 x x x x

a: Loop unrolling over index pointer i, Array of function pointers, Variable aliases,
Opaque constructs

b: Order and dimension change of arrays
c: Evaluation of index pointer j
d: Multithreading

4.1 Multithreading

Although multithreading is typically used to enhance the performance of a program,
in our implementation it is used only as an obfuscation technique. Multithreading, as
implemented, significantly enhances the programs resilience against dynamic analysis
attacks but it also slows down the resulting program because of the following reasons:

1. The threads are essentially executed in sequence as the key stream value is evalu-
ated only within a critical section. Therefore, when this section is in use by a given
thread, other threads remain idle.

2. The use of a critical section introduces an additional overhead. Furthermore, as the
design of RC4 dictates, only a single index can be evaluated at a time, which offers
no room for parallelism.

3. Threads that do not implement the switch/case statement for the given value of the
index i introduce an additional delay. These threads lock the critical section and
consequently prevent other threads from operation and, yet, produce no keystream
words.

4.2 Excessive Use of Context Switches

The proposed implementation extensively uses branch statements to switch between
real and dummy functionality. This context switching introduces a delay since each
switch/case structure is evaluated before the real functionality is executed. In addition,
each function, whether dummy or real, introduces further delay as its parameters have
to be pushed or pulled from the stack. Furthermore, due to the use of arrays of function
pointers, in each iteration, two additional functions have to be handled.

4.3 Additional Calculations Overhead

Many mathematical calculations are required to obfuscate the value of j and the array
indices. This includes the additional calculations used to obfuscate the index pointer j.
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Furthermore, when obfuscating the order of arrays by changing their dimensions, addi-
tional computations are used to select the correct index for the address of each function.

5 Conclusion

In this work, different practical obfuscation techniques for RC4 implementation were
investigated and compared. Our implementation provides a high degree of resiliency
against attacks from the execution environment where the adversary has access to the
software implementation such as digital right management applications. Furthermore,
while the focus of this paper was RC4, these techniques can be applied to other array-
based stream ciphers such as HC-128, HC-256 and GGHN.

Providing a white box implementation with more theoretical foundations for dif-
ferent cryptographic primitives, including RC4, is an interesting research problem.
Exploring how to use multithreading to speed up the RC4 implementation is another
challenging research problem.
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Abstract. In this paper, we present a statistical pattern mining ap-
proach to model the usage patterns of authenticated users to identify
wireless network intruders. Considering users activities in terms of ICMP
packets sent, DNS query requests and ARP requests, in this paper a
statistical approach is presented to consolidate authenticated users ac-
tivities over a period of time and to derive a separate feature vector for
each activity. The proposed approach also derives a local threshold for
each category of network data analyzed. The learned features and local
threshold for each category of data is used during detection phase of the
system to identify intruders in the network. The novelty of the proposed
method lies in the elimination of redundant and irrelevant features using
PCA that often reduce detection performance both in terms of efficiency
and accuracy. This also leads our proposed system to be light-weight and
deployable in real-time environment.

1 Introduction

Due to easy installation, portability and mobility features, Wireless Local Area
Networks (WLANs) are frequently being used by users from different walk of life.
Although, WLANs solve some problems that exist in traditional wired LANs,
there still exists certain vulnerabilities due to flaws in some IEEE 802.11 stan-
dard protocol which makes wireless network a highly desirable target in terms of
security breach. Vulnerability exploits based remote attacks are one of the most
destructive security issues faced by the security community as most of the high
profile security threat of automatic dissemination attacks or worms are based
on remote exploitation of vulnerabilities in compromised systems [10]. The open
nature of wireless medium makes it easy for attacker to listen and analyze net-
work traffic. Various useful security techniques like, AES, WEP, WPA or WPA2
can protect data frames, but an attacker can still spoof control or management
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frames to damage security. These attributes makes wireless network potentially
vulnerable to several different types of attacks. Although, a number of secu-
rity measures have been already proposed by security researchers and they are
operational to protect wireless networks, one cannot make the assumption that
wireless users are trusted. Malicious individuals can easily sit outside or inside an
organization’s premises, and freely connect to a wireless network to do malicious
activities.

Intrusion detection is generally used to secure any system in a network by
comparing the set of baselines of the systems with their present behavior [8]. The
main two known models of intrusion detection system (IDS) are (i) signature-
based intrusion detection, and (ii) anomaly-based intrusion detection. The first
one uses signatures of the well-known attacks to detect intrusion. A signature-
based detection technique facilitates intrusion detection by investigating various
routing protocols when attack signatures are completely known. This type of
detection monitors the wireless networks for finding a match between the network
traffic and a well-known attack pattern. But, this approach suffers with a number
of limitations including the inability to cope up with exponential increase in new
malicious exploits and consequently the huge size of signature database, inability
to detect new and unfamiliar intrusions even though they are very similar to
the known attacks. Further, the signature-based techniques can not be used to
detect zero-day exploits. In contrast to signature-based IDS, anomaly-based IDS
creates profiles that are based on the normal behavior of the underlying network
[2]. Anomaly-based IDS first establishes a model of normal system behavior and
anomaly events are then distinguished based on this model. So in this approach,
the detection is performed by learning the normal behavior of a network and
comparing it with the behavior of monitored network. This type of detection
has the ability to detect new unknown attacks (zero-day attacks) without any
prior knowledge about them. However, the false alarm rate in such systems is
usually higher than that in the signature-based systems [11].

Considering this scenario which necessitates to monitor users activities of a
network to identify possible intruders, in this paper we have proposed a statis-
tical pattern mining approach to design a wireless intrusion detection system.
A poster version of this work appears in [14]. The proposed approach gathers
authenticated users activity data in the network and applies statistical pattern
mining to derive feature vectors to characterize them in the system. The char-
acterization is later used during detection phase of the system to identify ma-
licious users or intruders whose characteristics substantially deviates from the
activity patterns of the normal users. Some of the features monitored by the
proposed IDS are ICMP packets sent, DNS query requests, and ARP requests.
In order to enhance the performance of the proposed system both in terms of
efficiency and detection accuracy, Principal Component Analysis (PCA) is ap-
plied on captured traffic data to filter out irrelevant components and map them
into a lower-dimensional space. The method described in [1] is found to be very
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sensitive to small changes in a noisy environment at a reasonable label, which
causes many non-negligible numbers of false alarms. In order to reduce such false
alarms and to increase the effectiveness, we enhance the PCA-based detection
to identify anomalous nodes. Also the threshold estimation approach presented
in this paper helps in reducing the false alarm rate.

Starting with a brief review of the existing intrusion detection techniques in
Section 2, section 3 introduces the process of dimension reduction and pattern
extraction using PCA. Section 4 presents the design of the proposed system,
followed by the experimental results in section 5. Finally, section 6 concludes
the paper with future directions of work.

2 Related Work

Due to increasing security issues related to wireless networks, a number of re-
search efforts have been directed towards identification and prevention of net-
work attacks. As a result, there exists many intrusion detection systems that
can detect an attack at the IP layer or above [3]. Hu and Perrig [3] proposed a
signature-based intrusion detection method to detect wormhole attacks. In [13],
Mukkamala et al. proposed a method for audit trail and intrusion detection using
SVM and neural network approach. Some other approaches including statistical
methods, wavelet analysis, data mining techniques, and Kolmogorov-Smirnov
test have been also proposed by various researchers. Besides its usefulness to de-
tect the anomalous traffic, the Kolmogorov-Smirnov test [4] fails to identify the
cause of the anomaly. Similarly, the anomaly detection methods using wavelet
analysis suffers with heavy computational overheads and consequently they can
not be deployed in real-time environment. In [12], Portnoy et al. proposed an
algorithm to detect both known and new intrusion types using a clustering ap-
proach which does not need labeled training data, but it requires a predefined
parameter of clustering width which is not always easy to determine.

In can be seen that the above-described methods are mostly heavy-weighted
and most of them cannot be deployed in real-time as those require complete
dataset for processing. On the other hand, PCA-based methods are relatively
light-weight and processing speed is also high. The proposed work by Feather
et al. in [6] is very similar to PCA-based method. They used some signature
matching algorithm to detect anomalies. Another work is reported by Dickin-
son in [5], where anomalous traffic is compared against certain threshold. In
the combined work reported by Wang et al. [7], the intrusion detection tech-
niques are developed using profile-based neighbor monitoring approach. They
used Markov Blanket algorithm for the purpose of feature selection to decrease
the number of features dramatically with very similar detection rate. But the
profile-based neighbor monitoring intrusion detection approach requires a lot of
network features to monitor. For improved detection rate, our method identify
effective features by ignoring uncorrelated variables using PCA.
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3 Dimensionality Reduction and Pattern Extraction
Using PCA

Generally, consideration of a large set of features results in too many degrees of
freedom, which leads to poor statistical coverage and thus poor generalization.
In addition, each feature introduces a computational overhead both in terms
of efficiency and storage. Principal Component Analysis (PCA) is a statistical
method for dimension reduction that maps high-dimensional data points onto
a lower-dimensional set of axes that best explain the variance observed in the
dataset [9]. The purpose behind using PCA is to replace the original (numerical)
variables with new numerical variables called “principal components” that have
the following properties. (i) The principal components can be ranked by decreas-
ing order of importance, and the first few most important principal components
account for most of the information in the data. (ii) There is almost as much
information in the principal component variables as there are in the original
variables. In this way, PCA can be perceived as a technique for dimensionality
reduction to eliminate irrelevant data from the original dataset. The working
principle of PCA can be summarized as follows.

• Organize data as an m × n matrix Am×n, where m is the number of mea-
surements and n is the number of trials (dimensions).

• Subtract mean from each of the data dimensions, where mean is the average
across each dimension. This produces a data set whose mean is zero.

• Generate covariance matrix Covn×n for Am×n using equation 1 to calculate
the covariance between a pair of dimensions dimi and dimj .

cov(dimi, dimj) =

∑m
k=1(dimik − dimi)(dimjk − dimj)

m− 1
(1)

• Calculate the eigenvectors and eigenvalues of the covariance matrix Covn×n.
Since Covn×n is a square matrix, we can calculate the eigenvectors and
eigenvalues, describing important information about the patterns in data.

• Select eigenvalues and form feature vectors.

Here the role of PCA in data compression and dimensionality reduction comes in
picture. Generally, different eigenvalues are quite different values and the eigen-
vector with the highest eigenvalues is the principal component of the dataset.
For feature selection, we order the eigenvectors by their eigenvalues (highest to
lowest), which gives us the components in order of their significance and ignore
the components of lesser significance. Finally, we form the feature vector by
arranging the selected eigenvectors in the form of a matrix.

4 Proposed Statistical Pattern Mining Based IDS

In this section, we present the procedural detail of the proposed statistical pat-
tern mining based intrusion detection system, which is shown in figure 1. Our
system processes the following three types of data in the network to learn the
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normal usage pattern of authorized users using PCA and generates a profile as
a feature vector for each of them. The generated profiles are then used as a
baseline to identify intruders in the network.

Feature Extraction, Profile 
Generation & Threshold 

Determination
User Profiles

Network User

Feature Extraction

Are features 
within threshold?

Network Server Yes

No
ALARM

Training Data

Activity Data

Fig. 1. Architecture of the proposed intrusion detection system

ICMP packets sent – Internet Control Message Protocol (ICMP) is a network
layer protocol, which is generally responsible to relay query message and also to
send some error message if either a requested service is not available or a host or
a router could not be reached. Attacks like Smurf and Papasmurf happen when
intruder sends a large amount of ICMP packets (ping) to a subnet broadcast
address. ICMP can be used as a first step in an attack because it can determine
the alive hosts before attacking. Therefore, ICMP packet is considered as a
parameter and the number of IMCP requests sent and received is monitored by
our system.

DNS query requests – Domain Name System (DNS) query is used to translate
domain names into the actual IP address of destination machine. DNS spoofing
attack changes the entry of IP address of a domain name to some other IP
address. Therefore, the DNS requests of a user are considered to model his/her
domain of interests.

ARP requests – Address Resolution Protocol (ARP) is responsible to map
an IP address to its associated data link layer address (MAC address). The
ARP requests can be spoofed by the intruders to divert the packets to a wrong
destination. Also, attacker can block traffic resulting in Denial of Service (DoS)
attack. So, ARP request is also an important feature to characterize intruders
in the system.
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Like standard classification methods such as Naive Bayes, Decision Tree, Sup-
port Vector Machine (SVM) and Neural Network, our intrusion detection system
is implemented as a two-phase process given below.

Phase-1 (Training phase): This is basically profile generation phase. In this
phase, the activity data of authorized users are collected and their profiles are
generated using PCA algorithm. Threshold value to determine the maximum
profile deviation of a normal user from the profiles of the authenticated users is
also determined during this phase.

Phase-2 (Detection phase): This is also called profile detection phase. In this
phase, the learned profiles are used as a baseline to identify possible intruders in
the system. If the Euclidean distance of a user profile with the learned profiles of
the authentic users is greater than the pre-determined threshold then an alarm
is generated and the user is classified as a possible intruder and consequently
the packets are dropped. Otherwise, the user is classified as a normal user and
its profile is added in the profile set of the authenticated users as shown in figure
1. In this way, the profile set and thereby the intrusion detection accuracy of
the system increases with time. Further detail about the profile generation and
threshold determination phase is presented in the following sub-section.

4.1 Profile Generation and Threshold Determination

In this phase, we train the application to learn the usage patterns of the known
users after analyzing their activity data. For this, we capture the activity data
related to different type of features for each authenticated user ui in the system
and organize them into an n×m matrix A, where n is the number of slots and
m represents the number of days for which data are captured. Thereafter, we
apply PCA on matrix A to select p < m eigenvectors corresponding to high
eigenvalues, which forms an n × p matrix. We say this matrix a weight matrix
and represent it using W . In order to get an aggregated pattern for the user
under consideration over the considered time-period, we apply scalar product
between each column vectors of W and matrix A using equation 2. This scalar
product gives a matrix P of order m×p in which the columns correspond to the
selected eigenvectors and the rows corresponds to the days considered for profile
generation. Finally, each column of matrix P is averaged and used to generate
a profile of the user ui as a p-dimensional vector ψ(ui) =< w1, w2, . . . , wp >,
where the value of wk (k = 1, 2, . . . , p) is calculated using equation 3.

P = AT .W (2)

wk =

∑m
j=1 colkj (P )

m
(3)

For each class of user activity data, this process is repeated to generate the
profile of all authenticated users. All generated profiles are considered to form
a single cluster and its centroid is calculated as an average of the corresponding
elements in the profile vectors. Dissimilarity between a pair of two profile vectors
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ψ(ui) =< w1, w2, . . . , wp > and ψ(uj) =< w′
1, w

′
2, . . . , w

′
p > is calculated as

an Euclidean distance between them using equation 4. And, the maximum of
these distances over all user profiles is decided as threshold value as given in
equation 5. This threshold value is used in profile detection phase to identify
possible intrusions in the network. For a given user, his/ her profile is generated
using the above-discussed method and its distance from the generated centroid
is calculated. If the distance value is within the threshold then the profile and
thereby the data packet is considered as benign, otherwise it is considered as
malicious and an alarm is raised.

δ(ψ(ui), ψ(uj)) =
√
(w1 − w′

1)
2 + (w2 − w′

2)
2 + . . .+ (wp − w′

p)
2 (4)

θ =

⌈
max

1≤i<n, i<j≤N
{∂ (ψ (ui) , ψ (uj))}

⌉
(5)

5 Experimental Setup and Results

In this section, we discuss our experimental setup and results. All experiments
are performed on a PC with Intel Core Duo 1.66 GHz processor, and 2 GB RAM.
For simulation, we have used SIGCOMM1 2008 dataset, which contains three
types of anonymized traces – 802.11a, Ethernet and Syslog. After downloading
dataset, we discarded other irrelevant data like wired traces, Syslog traces, etc.
and took only wireless data for our experiment.

Since the wireless dataset contains “pcap” files, we have used Wireshark2 for
analysis and filtering purposes. For all days, the overall start packet time and
last packet time are noted at 10:32:32 hrs and 19:24:12 hrs respectively, resulting
in total 31900 seconds data per day. After filtering the dataset, we merged all
individual file data day-wise with respect to available packets’ time. The all days
data were sorted after merging in ascending order with respect to start packet
time. Then we calculated the number of packets in a fixed interval (100 seconds)
for each day. Some sample instances along with data file name and no. of different
types of packets are given in table 1.

W = 1.0e+ 003 ∗

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−0.2458 0.1224 0.0033
−0.2458 0.1227 0.0042
−0.2458 0.1227 0.0042

... ... ...
−0.2449 0.1167 −0.0064
−0.2457 0.1198 0.0051
−0.2458 0.1227 0.0042

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6)

We have selected a particular machine (MAC address) from the wireless dataset
and gathered the total number of packets (ICMP, DNS and ARP) transmitted by

1 http://uk.crawdad.org/meta.php?name=umd/sigcomm2008
2 http://www.wireshark.org/download.html

http://uk.crawdad.org/meta.php?name=umd/sigcomm2008
http://www.wireshark.org/download.html
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Table 1. Sample data files and the no. of filtered ICMP, DNS and ARP packets

Data File Name ICMP packets DNS packets ARP packets

sigcomm08 wl 10 2008-08-19 11-22 23 2008-08-
19 18-07 56 b88796010035 36.pcap

565 8250 709

sigcomm08 wl 13 2008-08-19 13-10 42 2008-08-
19 19-24 12 b88796010035 36.pcap

379 4530 409

sigcomm08 wl 10 2008-08-20 10-50 35 2008-08-
20 17-46 56 b88796f1e2c7 52.pcap

4616 18655 1044

sigcomm08 wl 16 2008-08-20 11-29 26 2008-08-
20 17-52 37 b887965a5527 36.pcap

35188 16724 1092

sigcomm08 wl 9 2008-08-20 10-46 31 2008-08-
20 17-44 57 b887965a5527 36.pcap

22610 10367 733

sigcomm08 wl 8 2008-08-20 10-58 15 2008-08-
20 17-50 06 b88796a13ec7 149.pcap

1536 1982 495

Table 2. Weight components for day-wise data

w1 w2 w3

Day 1 1562891 −916210 −202630

Day 2 2173000 −6086500 545010

Day 3 39677000 485680 104580

Day 4 −49121 −236750 −17780

Day 5 2735800 −1673300 −1838700

that machine. We took five days data (31900 seconds data each day) for profile
generation from the above-mentioned dataset. After observing the captured data
pattern, we manipulated them to fit the total number of packets in time interval
of 100 seconds. The time interval may vary according to the packet rates of the
captured dataset for better result. Thus, we got total 319 slots and calculated
the number of packets in each slot of 100 second interval. In this way, the length
of the column vector, representing each day data, is 319 resulting in 319 × 5
matrix for the five days data. After applying PCA on its covariance matrix, the
first three eigenvectors corresponding to top-three eigenvalues forming 319 × 3
weight matrix is shown in equation 6.

Thereafter, the weight components corresponding to the highest three eigen-
values for each day is calculated using equation 2. The resultant matrix data
after this operation is shown in table 2. Finally, each column of table 2 is av-
eraged to generate the user profile as a 3-dimensional vector. This process is
repeated for all the authenticated users and for all three different types of data
- ICMP, DNS, and ARP. The centroid vector for each data type is calculated by
taking the average of the corresponding components of the user profile vectors.
Similarly, the threshold value for each type of data packet is calculated using
equations 4 and 5.

Once the centroids and threshold values for all datasets are fixed they are
used to identify possible intrusion attempts in the system. For a user under
consideration, if any of the corresponding thresholds is crossed then this indicates
that a probable intrusion attempt is made by the user, whereas on the other
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Fig. 2. Visualization of threshold values for ICMP, ARP and DNS datasets, and two
user profiles - one (green curve) benign and other (red curve) malicious

hand if the user profile regards all threshold values, it is considered as benign
and added in the profile set to derive finer tuned user profile. Figure 2 shows
the threshold values for ICMP, DNS and ARP datasets, and two user profiles –
one (green color) identified as benign user, whereas the other one (red color) as
a malicious user.

6 Conclusion and Future Work

In this paper, a light-weight statistical pattern mining based wireless intrusion
detection system is proposed to model authenticated users activities to identify
intrusions in wireless networks. Various network layer data are collected and
statistical pattern mining approach is applied to identify usage patterns of au-
thenticated users for their characterization. For efficiency purpose, the proposed
system applies PCA algorithm on traffic data to map them into lower-dimensional
space. Presently, we are working towards the evaluation of the proposed system
on different real datasets. The proposed method can be extended to protect
wireless routers from malicious attacks.
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Abstract. The use of Pervasive computing in Healthcare field is an evolving  
paradigm and is under constant development in the recent years. Pervasive com-
puting allows information processing and interactions to be carried out by smart 
devices autonomously. The advent of wearable computers or wearable devices 
has enabled continuous monitoring of patients and has changed the face of health-
care systems in many parts of the world. Since these devices carry sensitive data 
and interactions are initiated and carried out without much human intervention, 
the need for trust and security is crucial. This paper proposes a Service Level 
Agreement (SLA) based approach to trust, that relies on credential matching to 
form a notion of trust. The number of interactions and computational overhead is 
reduced without compromising safety. The aim is to provide secure and reliable 
healthcare services without any arbitration. The security and power issues in a 
pervasive environment are also addressed. 

Keywords: SLA, trust, Pervasive Computing, Credentials. 

1  Introduction 

Pervasive computing is an open and decentralized environment. The communication 
between devices in a pervasive environment take place with, if at all any, minimum 
human supervision. The devices, which could be heterogeneous in nature, interact 
without prior knowledge about each other. More often than not, these interactions 
involve large amount of data or sensitive data. Hence, proper mechanisms need to be 
in place to protect the integrity of the interactions  and safety of the data transfer. The 
devices need to be trained to make a distinction between the trustworthy devices and 
the selfish and malicious ones. 

Wearable computing devices have taken healthcare scenarios to an altogether new 
level. Most common examples of wearable devices comprise of Personal Digital As-
sistants(PDAs),EEG or ECG sensors and blood pressure meters. With the help of such 
devices, critical bio metrics can be monitored and signals can be set of in critical situ-
ations. Owing to the mobility factor that is dominant in any pervasive environment, 
conventional cryptographic and trust models do not gain significance in this type of 
network. Another important feature that characterizes the pervasive environment is 
the limited processing capability in terms of battery power. Therefore, the resources 
utilized by the  algorithms to compute the trustworthiness of a node, in comparison to 
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the resources utilized for the purpose for which the network is set up, should be  
negligible. 

When a node enters a new community or when the history of interaction between 
two devices are barely existent, most trust models resort to an arbitrary initial trust 
assignment or reputation based trust calculation. But reputation based trust increase 
the number of interactions significantly. Hence a credential matching approach is 
used  to identify the best possible device that could be trusted. Negotiations are con-
ducted to resolve any conflicts in choosing a device based on optimal pricing, time of 
delivery and availability. A fast and effective negotiation system is provisioned by 
means of a Service Level Agreement that records the finalized negotiation deal and 
the penalty that any party is likely to attract on grounds of a violation. 

The rest of the paper is organized as follows. Section 2 consists of related works in 
the areas of trust and pervasive computing , Section 3 explains about the proposed 
work. In section 4, the performance evaluation as compared with the deterministic 
model is shown. Finally section 5 concludes the work and shows future work. 

2  Related Work 

Trust has been dealt with in [1] as multicast scheme. Security is identified as essential 
as many patients have privacy issues and concern when it comes to transmitting their 
data over a network. Trust is considered as function of time, longer the residence time 
in an environment, greater the trust. In [2], two major case studies are performed in 
the light of assessing the importance of Pervasive healthcare scenario. Proof of medi-
cal benefit, user participation and financial clarification are identified as major factors 
that influence adoption of pervasive computing in healthcare. [3] uses a rapid trust 
sniffer module to enhance security. It involves moving trust partially from application 
layer to Operating System layer. The trust sniffer validates an application by compar-
ing sample measurement with reference measurements. In [4], the wearIT@work 
project is discussed which explains work of the open wearable computing group. [5]  
points out that trust based on Bayes theorem,Pempster Shafter Theory of evidence and  
subjective algebra methods to trust computation are very complex and suggests consi-
dering trust in a multi disciplinary approach, such as economics and IT etc. In [6],the 
need for a unified trust relationship model is highlighted and a context specific ap-
proach to multi hop interactions is proposed.  [7] assures  availability of resources, 
trustworthiness by creating an explicit trust binding between the components that may 
participate in a service composition. A CTB is a set of rules which define the collec-
tion of allowable components for a particular service. A service-invoking node can 
distribute a CTB to the service-providing node which is then expected to enforce the 
CTB policy as to which components are permissible for use in delivery of the service. 
Similarly a content-owning node can distribute a CTB to a service which processes 
the content, which is then expected to enforce the CTB policies during access to that 
content. [8] lists recommendation mechanism is introduced on assumption that trust is 
inherently transitive as issues and shortcomings in previous models. Further, [8] uses 
an approach that  provides a pervasive trust model between autonomous entities 
without central security managers. A recommendation mechanism of rewards and 
punishments is based on recommendation-credibility. [9] suggests a novel trust  
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propagation model which can get higher quality of trust by combining both the trust 
value and trust strength which is nothing but the credibility of the recommended trust 
value. Its main idea is to increase the trustworthiness of the target node by not consi-
dering just the trust value from direct experiences or by recommendation but also 
considering the credibility of the trust value. 

2.1  SLA in Other Domains 

In [10], roles of two  parties and focus on how service providers generate offers upon 
receiving the requests from service requesters are studied. From the provider’s pers-
pective, the provider has to decide the right values to offer based on its current  
resource availability while aiming to satisfy the requester requirements. [10] has  
proposed an approach to addressing offer generation, including the architecture, the 
information modeling and the generation  algorithm. [11] considers problem of me-
diated group decision making where a number of agents provide a preference function 
over a set of alternatives. A mediation step is applied to aggregate the individual pre-
ferences in order to obtain a group-preference function. And the most supported alter-
native is selected. In a cloud environment, [12] focuses on cost-aware scheduling of 
queries. iCBS takes the query costs derived from the service level agreements (SLAs) 
between the service provider and its customers into account to make cost aware sche-
duling decisions. iCBS is an incremental variation of an existing scheduling algo-
rithm, CBS. In [13], PROTUNE, a rule-based Trust Negotiation system is described 
and the advantages that arise from an advanced rule-based approach in terms of dep-
loyment efforts, user friendliness, communication efficiency, and interoperability are 
illustrated. [14] mainly aims in employing SLA under a web-service domain and it 
proposes a design of a service oriented SLA based monitoring system that helps not 
only in administering the web services but also in evaluating the quality of those  
services. 

3  Proposed Work 

3.1  Need for SLA Based Management 

Every expectation that the customer has are written in the service level agreement or 
SLA. The SLA in general describes the core services provided to customers and details 
their responsibilities in making sure that every concept is met in accordance to SLA. 
Customer feedback is one of the reasons why products and services are constantly 
innovating. All the services that the customer needs are included in the SLA.  

3.2  Pervasive Community Model 

In this trust management system for a Pervasive Environment, arbitrary trust assign-
ment and recommendation based interactions for trust gathering are not used. Arbitrary 
trust assignment could botch the integrity of an honest device or reward untrustworthy 
devices. Also, since devices in a pervasive environment are not conventional compu-
ting devices, but are largely mobile and hence possess limited processing capability in 
comparison to their conventional counterparts, in terms of both power and memory, a 
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recommendation based trust gathering mechanism would only increase the number of 
interactions between devices. 

The proposed trust management system is based on a community model that com-
prise of nodes. The communities are geographically designed and maintained and a  
node in the community, which is the central agent for the community, takes the re-
sponsibility to maintain all registration details of all the nodes that reside in a com-
munity. Every node that wants to register in a community provides details of itself 
along with the accredited credentials based on which it will be assessed mainly. This 
information is stored locally by the community head, that acts as a trusted agent to 
mediate requests and services between nodes. When a node is in need of a service, it 
sends out a message requesting the service. The message consists of  

• Service(S) 
• Cost(C) , willing to be paid 
• On or before time(obt) 
• Required credential list , in an order denoting priority 
• Least value for a match (X) ,  for ascertaining a credential match. 

 
As suggested by [15] , a global data store is used to store the trust values of all the 
nodes across various communities. Recommendation overhead is reduced to a re-
markable extent. Instead of pooling recommendations from n different recommenders 
about a node,  the global trust value of the node is obtained by accessing it from the 
global data store, which effectively provides the same result with just one interaction. 
The records of the global data store are stored as tuples of the format<T,n,t>, where T 
is the aggregated trust from n interactions and t is the latest time of update of the 
tuple. Also, all the nodes,  locally maintain relevant trust values that are indicators of 
how other nodes have behaved with any particular node. 

 

Fig. 1. Pervasive community 



 SLA for a Pervasive Healthcare Environment 145 

3.3  Request Processing 

Node A, when it wants  to avail a particular service from the community, it sends a 
message in the format specified previously to the community head. On receiving the 
message, the community head now retrieves the required credential list from the mes-
sage. From this list, it derives a priority or weight for every corresponding policy j, 
for every node i as wij. 

ALGORITHM : Request Processing.  
Input        : Service request message 
Output     : Set N that contains nodes after successful credential matching 
 

1.   For every node i,   
2.   assign priority wij   to all the  credentials; 
        1<=j<=n 
3.   P : = Nodes providing service S  
4.   For every node i  in P, 

5.    pij credential value for node i under credential   
  j;1<=j<=n 

6.   Xi= ∑wijpij / ∑wij 
7.   If(Xi >=X) 
8.    Then N=N U {i} 
9.   If  N =  Ø 
10.      Forward request to neighbouring communities. 
11.  End 

 

For all nodes i in N,                                           Ψ = + +                           (1) 

If, Ψi  < TresholdA , remove i from N. 
NS, is the number of successful interactions, 
NF,  is the number of failed interactions. 

α + β =1                                     (2) 

Equation (1) takes into account the credential matching factor computed in the algo-
rithm, previous history of node A with node i, and the global trust of node i, T(i). 
Both NS and NF are obtained from history of interaction that is stored locally by node 
A. α  and β are weighing factors, that are node-specific. α = 0, if there is no previous 
interaction between node A and node i. 
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3.4  Negotiation 

Instead of going by the node by the maximum value of  Ψi  ,Node A negotiates with 
the nodes in N to find out the best offer that is optimized in time and cost. 

1.while (!isEmpty(N)) 

2.    j retrievenode(N); 
3.   if(time(j)<=obt && cost(j)<=C) 
4.  Z=Z U {j} 
5.A= AU {Zi}  where time(Zi)  is minimum. 
6.If |A|>=1 
7. Find j in A, such that cost(A) is min. 

3.5  Monitor SLA Violation 

After a successful negotiation  stage, an SLA is created and maintained with the re-
source and  job information. While monitoring, any overuse in the guaranteed parame-
ters than the agreed values or  reduce in the quality parameters agreed upon triggers a 
SLA violation. The requester node, can then decide the reward of punishment factor that 
would influence the future trust of the provider node. 

3.6  Trust Evaluation and Updation 

After every interaction, the trust value a node has on another, has to be updated based 
on  the how well the provider responded. A direct trust computation is performed  
after two nodes have finished interacting with each other. Let us consider two devices 
A and B. TA(B) is used to represent the trust that node A has on node B. After every 
interaction between A and B, their trust is aggregated and stored locally by A, and 
also contributes to global trust value of B. This value is calculated based on the out-
come of the interaction, the satisfaction of node A with node B’s service. Basically 
node A performs an evaluation of the service provided by node B, based on the com-
pliance of the agreement made beforehand, and gives a rating value r. time, which is 
the time taken by the node to respond is also included in the evaluation process. The 
more the time, less satisfied node A would be.                                               =  ⁄

                         (3) 

Where T’A(B) is the updated trust value and ω is the quantization factor that is used to 
keep trust in the range 0 to 1. 

To update the global trust value, 

STEP I: Get tuple corresponding to node B <T(B),n,t> 
STEP II:  Calculate T’A(B)                                               =  (4) 

STEP III:  Get current time,t  
STEP IV: Update tuple in global set as < T’(B),n+1,t> 
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network characteristics. Thus, in the proposed model, number of interactions is kept 
very low and the time taken for trust computation is also considerably reduced. 

5  Conclusion 

In this paper, the concept of using Service Level Agreements in a Pervasive environ-
ment for a healthcare scenario is proposed. Using Service Level Agreements, both the 
parties have an understanding of what is expected out of them and what price they 
have to pay in case of a violation by either party. The customer knows exactly what to 
expect in terms of Quality of Service. Experimentally, it is observed that trustworthi-
ness of node is maintained steadily with the number of interactions. 
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Abstract. In recent years Internet has experienced a rapid expansion and also 
facing increased no. of security threats. However many technological innova-
tions have been proposed for information assurance but still protection of com-
puter systems has been difficult. With the rapid growth of Internet technology, a 
high level of security is needed for keeping the data resources and equipments 
secure. In this context intrusion detection (ID) has become an important area of 
research since building a system with no vulnerabilities has not been technically 
feasible. 

In this paper, a Genetic Algorithm based approach is presented for network 
misuse intrusion detection system. The proposed genetic algorithm uses a set of 
classification rules which are generated from a predefined intrusion behavior. 
From the results it could be concluded that by applying proposed rule based 
network intrusion detection algorithm, more no. of intrusions can be detected. 

Keywords: Genetic algorithm, misuse intrusion detection, information  
assurance, data set. 

1   Introduction 

Computers store, process and retrieve the data. Data is an invaluable asset for 
every organization, company, enterprise or even for an individual. Availability, in-
tegrity and confidentiality are the most important requirements for data handling. 
Earlier computers were isolated and usually not connected with other computers 
and does not have a modem. During those days the most common attack to the data 
stored in computers was the physical use of computer system. Thus in those days 
security of the room where computer system is placed was enough to secure the 
data. But with the growth of Internet during the last one decade gave many issues 
to security of data. Now-a-days computer break-in and misuse has become a com-
mon feature. 

Intrusion is an activity performed by a person by breaking into an information 
system or performing an illegal action. Such person is termed as an intruder [1]. In-
truders can be classified as external and internal. External intruders are the person 
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who do not have authorized access to the system and who tries to access the system 
illegally by using different saturation methods. Internal intruders are the persons 
who have authorized access to the system but carry out the illegal/unauthorized ac-
tivities. Different methods have been used by intruders whether internal or external 
for intrusion like password cracking, software bug exploitation, mis-configuration 
of the system, sniffing unsecured traffic, utilizing the specific protocols design  
flow etc. No. of such attacks have been increased exponentially during the last one 
decade.    

The two generally accepted categories of intrusion detection are misuse detection 
and anomaly detection. Former refers to techniques that characterize known methods 
for penetration into the   system which are characterized as a ‘pattern’ or a ‘signature’ 
that the intrusion detection systems look for. These signature or pattern can be a static 
string or a set sequence of actions. Later refers to techniques that characterize normal 
or acceptable behaviors of the system like CPU utilization, job execution time, system 
calls etc. Behaviors that deviate from the expected normal behavior are considered  
intrusions [2]. 

Genetic algorithm has been used by many researchers in different types of intru-
sion detection systems. Genetic algorithms apply biological evolution theory to com-
puter systems [3,4,5]. Genetic algorithm is a method of data analysis and can be 
termed as analogous to Darwinian evolution [6]. These are research techniques  
used in computer science and are implemented as a computer simulation and the  
approximate to combinatorial optimization problems [3]. 

In this paper, a genetic algorithm based approach is presented for network misuse 
intrusion detection system. The proposed genetic algorithm uses a set of classification 
rules which are generated from a predefined intrusion behavior. By applying proposed 
rule based network intrusion detection algorithm, more no. of intrusions can be de-
tected. This paper is organized as follows. Section 2 describes genetic algorithms,  
section 3 gives genetic algorithm based intrusion detection. In section 4, different op-
erators of Genetic algorithm used in the proposed algorithm are presented. Section 5 
describes the proposed algorithm and experimental assumptions. Finally, results and 
discussions are given in section 6.  

2   Genetic Algorithms 

Genetic algorithms are computerized search and optimization methods that work very 
similar to the principles of natural evolution. Based on Darwin's survival-of-the-fittest 
principles, GA's intelligent search procedure finds the best and fittest design solutions 
which are otherwise difficult to find using other techniques. Metaphor from biology is 
used in genetic algorithms and genetics are used to iteratively evolve a population of 
initial individuals to a population of high quality individuals [14]. Here each individu-
als is composed of a fixed number of genes and represents a solution of the problem 
to be solved. The implementation of Genetic algorithms starts with a population of 
randomly selected chromosomes. The chromosomes which represent a better solution 
to target problem are given more opportunities to reproduce in comparison to those 
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provide poorer solutions. The fitness of a solution is typically defined with respect to 
the current population. These chromosomes are representations of the problem to be 
solved. According to the attributes of the problem different positions of each chromo-
some are encoded as numbers. These positions are referred to as genes and are 
changed randomly within a range during evolution. The set of chromosomes during a 
stage of evolution are called a population. An evaluation function is used to calculate 
the fitness of each chromosome. 

During the process of evaluation, two basic operators, crossover and mutation, are 
used to simulate the natural reproduction and mutation of genes. The selection of 
chromosomes for survival and combination is biased towards the fittest chromo-
somes. Genetic algorithm begins with a randomly generated population, evolves 
through selection, crossover, and mutation. Finally, the best chromosome is picked 
up as the final result. The working principle of a Genetic Algorithm is illustrated in 
figure1. 

 

Fig. 1. Working principal of Genetic Algorithm 

3   Genetic Algorithm Based Intrusion Detection 

The rules stored in the rule base are in the following form: 
 
If (condition) then (do) 
 
The condition usually refers to a match between current network connection and the 
rules in intrusion detection system, such as source and destination IP addresses and 
port numbers, protocol, no of bytes of data sent by sender and responder indicating 
the probability of an intrusion. Several network features have higher possibilities that 
can be put in network intrusion detection identification. In our approach, six out of 
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those features are taken to compose a classification rule. Table 1 shows the  
features. The first column in table 1 represents the feature name and second column 
represents no. of genes. 

Table 1. Features and No. of Genes 

Feature Name No. of Genes 
Source IP 4 

Destination IP 4 

Destination port 1 

Protocol 1 

Sender data amount 1 

Responder data amount 1 

 
For example, a rule can be defined as: 

 
if (source-ip=9.9.12.19 and  destination-ip=172.16.115.50 and destination-port=79 
and protocol=http and sender byte=15000 and  responder byte=15000 ) then (intru-
sion=attack A). 
 
Each rule is encoded as a chromosome where each network features is encoded using 
one or more genes of different types.  

The final goal of applying genetic algorithm is to generate rules that match only the 
anomalous connections. 

4   Genetic Algorithm Operators 

Encoding chromosomes and genetic operators are as follows: 
 
Encoding Chromosomes: Encoding chromosomes in genetic algorithm means 
represents the set of events to the problem in one string of values.  

 
Binary Encoding: Represent chromosome gene in binary numbers (0’s and 1’s). 
 

Chromosome M 101010101010101011111 

Chromosome N  010101111110000111100 
 
Permutation Encoding: Represent chromosome gene in integer numbers. 
 

Chromosome M 1   3   5  2  4  6  8  9   7  
Chromosome N  9   4   1  3  2  7  8  5   6 
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Fitness Function: Fitness function measures the performance of all chromosomes in 
the population. To determine the fitness of a rule, the support and confidence frame-
work is used. If a rule is represented as if X then Y, then the fitness of the rule is de-
termined using the function of java genetic algorithm package in java. 
 

Support = |X and Y| / Z 
 

Confidence = |X and Y| / |X| 
 
Here, Z is the total number of network connections in the audit data, |X| stands for the 
number of network connections matching the condition X, and |X and Y| is the num-
ber of network connections that matches the rule if X then Y. 
 
Selection: The application of the fitness criterion to choose which individuals from a 
population will go on to reproduce. 
 
Crossover: The parent’s chromosomes are recombined by one of the crossover me-
thods. It produces one or more new chromosome(s). A crossover operator is used to 
recombine two strings to get a better string. In crossover operation, recombination 
process creates different individuals in the successive generations by combining 
material from two individuals of the previous generation.. It takes two chromo-
somes and cut their strings at some randomly chosen position and swaps the tail  
positions. 
 
Mutation: New genetic material is introduced into the new population through  
mutation process. This will increase the diversity in the population. It is an operator 
that introduces diversity in the population whenever the population tends to become 
homogeneous. 
 

01101011110110 
       | 
01111011110110  

5   Algorithm 

Rule set generation using genetic algorithm. 
 

Input        : Population size, number of generations 
Output     :  A set of classification rules 

 
1.  Initialize the blacklisted classification rules (population) 
2.  Initialize the population 
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3.  N= total no of records in rule set 
4.  For each chromosome in the population 
     4.1 calculate the fitness 
5.  Select the chromosome into new population 
6.  For each chromosome in the population 
     6.1 Apply a crossover rate of 10 to the chromosome 
     6.2 Apply a mutation rate of 1/50 to the chromosome 
7.  If number of generations is not reached, go to line 4 

 
The training process begins by randomly generating an initial population of rules 
(Step 2).  Step 3 calculates the total number of records. Step 4 calculates the fit-
ness of each rule. Step 5 selects the best chromosome. Step 6 applies the crossover 
and mutation operators to each rule in the new population. Finally, step 7 checks 
and decides whether to terminate the process or to enter the next generation to  
continue. 

6   Results and Discussions 

Table 2 represents the new generated classification rules for signature based intrusion 
detection system using genetic algorithm which provide if implemented in existing in-
trusion detection system provide more efficient intrusion detection system. Obtained 
results are shown in Table 2. 

Table 2. Newly generated classification rules for misuse intrusion detection system using  
genetic algorithm 

Chro
mso
me 

Evo-
lution 
time 

Fit-
ness 
value 

Source IP Destina-
tion IP 

Port 
no 

Proto-
col 

Origina-
tor byte 

Res-
ponder 
byte 

1 1697 2526 125.15.34
.137 

119.127.1
90.239 

52077 DNS 70141 697519 

2 1505 26 125.119.1
5.58 

119.141.3
8.12 

313 SMTP 146869 431444 

3 1388 26 125.81.1.
146 

119.81.43.
93 

34346 DHC
P 

59736 42788 

4 1380 26 125.51.24
3.187 

119.76.82.
40 

43980 LDAP 237241 454894 

5 1399 26 125.79.24
0.135 

119.129.1
32.234 

51715 FTP 195534 538333 
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7   Conclusion 

A method of genetic algorithm of rule base generation for misuse intrusion detection 
system is presented in this paper. Experiments have been carried out using a prede-
fined dataset. The major advantage of using a genetic algorithm comes from the fact 
that in the real world the types of intrusions are dynamic. The proposed system can 
develop new rules to the systems so as the new intrusions become known. Therefore, 
it is adaptive and cost effective. Genetic algorithms are potential solutions for opti-
mized rules sets and the determination of potential and actual network intrusions. If 
only mutation is used, the algorithm is very slow. Crossover makes the algorithm sig-
nificantly faster. 
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Abstract. This paper deals with the aspect of security in Delay Tolerant Net-
works (DTN). DTNs are characterized with decentralized control. Network per-
formance and trustworthiness of transmitted information in DTNs depend upon 
the level of co-operation among participating nodes. As a result, DTNs are vul-
nerable towards untoward activities arising out of node selfishness as well as 
malicious intentions. In this paper, we limit our focus to the Black Hole Denial-
of-Service attack. We develop a table-based strategy to record network history 
and use this information to detect discrepancies in the behavior of nodes, fol-
lowed by elimination of those detected as malicious. We explain our detection 
mechanism considering Spray & Focus routing protocol as the representative 
routing scheme. The detection mechanism has been described in detail with  
examples pertaining to various case scenarios. Furthermore, we study the  
effect of variation of various parameters on detection efficiency and message 
transmission through simulation results. 

1   Introduction 

Wireless ad hoc networks are able to perform message transmission without fixed 
network infrastructure. However, in practice, ad hoc routing protocols do not work ef-
ficiently due to high node mobility, low node density, and short radio ranges. To deal 
with such loopholes, the concept of Delay Tolerant Network [1] (DTN) was intro-
duced. These types of networks use store-and-forward approach to deal with challeng-
ing networking scenarios, e.g., battlefield and deep-space communication. 

In DTNs, the packet is stored in the buffer of a node if it does not find the next-hop 
node en route to the destination. The metric-based routing protocols in DTN, e.g. 
Spray & Focus [2], PRoPHET [3], MaxProp [4], firstly store the packet in memory; 
then transmit it to particular nodes based on some delivery metric, such as some  
utility value (determined using some pre-defined utility function). 

However, in DTN, it is a challenging task to verify the integrity and trustworthi-
ness of transmitted information, mainly due to network constraints like low power 
availability, low node density, etc. Therefore, DTNs are vulnerable to adversary at-
tacks and internal compromises, taking advantage of which, insider attacks may be 
launched. Insider attacks can cause significant disturbances. 
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In this paper, we propose a scheme which uses Spray & Focus [2] routing protocol. 
Spray & Focus exhibits better performance that other utility-based mechanisms in 
most practical applications, which is the reason for it being our choice. The strategy is 
to check each node by its peer node for maliciousness. Detection is based on entries in 
tables maintained at each node which get verified and updated during each encounter 
between 2 nodes. Each node is capable of such integrity verification. Like in Spray & 
Focus, utility values have been calculated using transitivity too. Detailed description 
of strategy followed by comprehensive evaluation through simulations using ONE [5] 
has been carried out. 

The paper has been divided into 5 sections. Section-2 gives a brief description of 
related work in maliciousness detection. Section-3 describes in detail the proposed 
strategy and incorporates case scenarios and algorithms. In section-4, we evaluate  
performance of our strategy by presenting relevant simulation results. Finally, in  
section-5, we conclude and point out areas for further research. 

2   Related Work 

A large amount of work has been done in the field of security in ad hoc wireless net-
works. A large number of threats that have been identified in case of ad hoc networks 
are applicable in some form or another in DTNs as well; however, due to non-
availability of an end-to-end path in case of DTNs, those either fail completely, or 
perform miserably in a DTN scenario. Therefore, security approaches which are tai-
lored to suit DTN characteristics are required. Strategies that have been proposed till 
date can be broadly classified into 3 categories: reactive approach which tries to miti-
gate the effects of malicious activities by identifying their source and taking prohibi-
tory action, proactive approach which provides incentives to co-operative nodes  
thus encouraging participating nodes to forward messages whenever possible, and  
user-interest oriented approach where rational behavior of users based on personal 
interests or social ties are considered as design constraints. 

The schemes that follow a reactive approach are as follows. Chuah et. al. proposed 
a ferry based detection scheme (FBIDM) [6]. In this scheme, detection is carried out 
by trusted examiners, i.e., ferry nodes. This strategy was improved upon by Ren et. al. 
by considering the property of transitivity (shown to be an important attribute for cal-
culating delivery probability) in their paper called MUTON [7]. MUTON, like 
FBIDM, also used ferries to detect malicious nodes; MUTON was shown to perform 
much better. Meanwhile, Li et. al. proposed a strategy with encounter tickets [8] to 
thwart blackhole attacks. The scheme required forwarding nodes to generate signed 
encounter tickets to build an encounter history, which was later interpreted appro-
priately to make forwarding decisions. Ren et. al. came up with a packet exchange re-
cording scheme [9] later, which required each node to maintain 2 tables for storing 
records of packet exchange; each node was taken through a sanity check at every en-
counter, failing which the node was blacklisted. 

In the proactive approach, Zhu et. al. proposed SMART [10], a secure, multi-
layered coin based approach which provided incentives to forwarding nodes if a 
packet relayed by them reached the destination successfully. However, forwarding 
nodes were deprived of credit when successful delivery failed due to faulty action of 
another node or expiration of time-to-live. This problem was tackled by Lu et. al. in 
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Pi [11], which, in addition to providing credit for successful delivery, ensured a boost 
in reputation for each forwarding action by a node. 

Rational nature of users is given priority in the user-interest oriented approach.  
Li et. al. proposed socially selfish routing [12] which ensured that nodes made for-
warding decisions based on strength of their social ties with other nodes. Ning et. al. 
proposed an incentive aware DTN [13] where user interest, e.g. news, sports, or enter-
tainment, was taken into consideration to ensure user satisfaction. 

In [14], we present a concise description of the work done so far by us on this field 
and results achieved, as well as indications for future study. 

3   SRSnF: Secured Routing for Spray & Focus Protocol 

We propose a table based scheme for ensuring secured routing using Spray & Focus 
routing protocol. Our scheme follows the reactive approach described in the previous 
section. In our scheme, each node maintains a table with entries corresponding to each 
encounter in the network; this is called Network Records Table (NRT). Additionally, 
each node stores a Malice Identification List (MIL) with node IDs of detected nodes 
in the network. Whenever 2 nodes (say A & B) encounter each other, they perform 
the following actions, in the specified order: 
 

1. Node A checks its Malice Identification List for node ID of B. Node B performs 
the same MIL check for A. If any of the two tests positive, no further interaction 
takes place. If both test negative, they move on to the next step. 

2. Node A and node B exchange their respective Network Records Tables. 
3. Node A performs a Maliciousness Test on node B by matching its own NRT en-

try by entry with that of node B. B performs the same test on A.  
4. If one of the nodes (say, node A) finds the other node (node B) to have engaged 

in malicious behavior, then A appends the node ID of B to its MIL. No further 
interaction takes place under this circumstance. 

5. If each node passes the Maliciousness Test performed by the other node, then 
they update their Network Record Tables by inserting entries corresponding to 
latest information about the network. So, entries in NRT of A which are not 
present in NRT of B, are inserted into NRT of B and vice-versa. 

6. Also, the nodes exchange and update their MIL in the same way that they do in 
case of the NRTs in order to know about all detected nodes. 

7. Finally, they will exchange messages according to Spray & Focus protocol; then 
generate and exchange corresponding entries to be stored in their NRTs. 

 

For our scheme, we shall consider the Black Hole Denial-of-Service (DoS) attack, i.e., 
malicious nodes will drop all packets they receive. Each such node will participate in 
routing of the message but are not going to forward the packet any further. Our strate-
gy consists of 3 phases: 1st phase states pre-requisites for the network; next 2 phases 
describe detection in the spray and focus phases of Spray & Focus. 
 

A. Authentication Phase: Before routing starts in the network, it is essential for each 
participating node to be aware about all other participating nodes; otherwise, external 
intrusion would become rampant. There is an Authentication Authority (AA) to  
ensure this. It assigns a unique node ID and a pair of public and private keys to each 



162 S. Saha et al. 

participating node. Also, AA ensures that each node is preloaded with the list of node 
IDs of all participating nodes, and corresponding public keys. We assume that either 
this list doesn’t change throughout the working of the DTN, or AA is able to modify 
suitably settings of all nodes in case of changes. 

Whenever a node generates an entry corresponding to an encounter with another 
node, it is signed and encrypted using its pair of public & private keys. Such an entry 
can be decrypted by another authenticated node using its set of keys. Securing infor-
mation using such techniques is a different field altogether and we do not discuss such 
techniques in this paper; rather we state that by using such a technique, we can ensure 
that modification of the contents of any entry is rendered impossible, thus securing 
the network from information forging attacks. 

Furthermore, let us assume that AA generates a unique sink node ID, which is nev-
er assigned to any participating node, but is included in the list loaded into all nodes. 
Whenever a node is forced to purge a message from its memory due to buffer con-
straints, it generates an entry with this sink node ID as the receiver node. During Ma-
liciousness Test, the checking node counts all such entries and includes this figure in 
its evaluation to ensure that there is no false report. 
 
B. Spray Maliciousness Detection Phase: In spray phase, maliciousness can be 
shown by accepting packets from neighboring nodes, then dropping them instantly. 
Let such behavior be known as Spray Maliciousness; nodes exhibiting it be known as 
spray malicious nodes. Let us consider an example with these events: 
 

1. E0: Node A generates 3 copies of a message with ID 7002#. 
2. E1: Node A encounters node B and transfers 1 token for the message to it. 
3. E2: Node A encounters node C and transfers 1 token for the message to it. 

 

During E1, A & B update their NRTs as in Tab.1. During E2, A & C update their 
NRTs as in Tab.2. Note that only the sections of NRTs relevant to the Spray Phase 
have been shown in Tabs.1,2,3. Let us consider following possible events after E2: 
 

CASE-1: Node B encounters A or C before encountering other node- If node B is 
malicious, it will drop message after E1. Now it does not contain any copy of the mes-
sage, although its NRT has an entry showing reception from A. Whenever B comes in 
contact with A or C and poses as a relay node, its NRT will be checked. It will be 
found that B has an entry from A but no message to show for it; hence B is malicious, 
and is blacklisted. If B is regular, no anomaly would be found. 
 

CASE-2: Node B encounters node D before encountering A or C- If node B is regu-
lar, and D is a better relay node than B itself, it will pass its message copy on to D. 
Then B and D will update their NRTs as shown in Table 3. So, when A or C encoun-
ters it at a later stage, it will know from B's NRT that no malicious activity has been 
exhibited. If B is malicious, node D will be able to ascertain that B had received a 
message copy from A but no longer has it; hence D will blacklist it. 

Table 1. Spray Phase section of Network Record Table with node A and node B after E1 

Sender Receiver Message ID Time to live Copies with sender Copies with receiver 
A B 7002# 5 2 1 
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Table 2. Spray Phase section of Network Record Table with node A and node C after E2 

Sender Receiver Message ID Time to live Copies with sender Copies with receiver 
A B 7002# 5 2 1 
A C 7002# 5 1 1 

Table 3. Spray Phase section of NRT with node B & D if they exchange copy 

Sender Receiver Message ID Time to live Copies with sender Copies with receiver 
A B 7002# 5 2 1 
B D 7002# 5 0 1 

Algorithm 1. Spray Phase Detection Algorithm 
 
//Key: Checker = checking node, peer = checked node 
BEGIN 
If checker has encountered peer previously, then 

 If time_to_live has not expired, then 
If(no.of copies received – no.of copies delivered – 
no.of entries to sink node) <> 0 

If lack of sufficient contact time is not the rea-
son for message drop/s, then 
 Peer is malicious, append peer to MIL; 
EndIf 

   EndIf 
 EndIf 

Else 
 Follow Spray phase mechanism; 

EndIf 
END 

 
C. Focus Maliciousness Detection Phase: In Spray & Focus, a utility value τi(j) is 
defined for each pair of nodes, which indicates the prob. of node i to deliver the mes-
sage to node j. When a node has only 1 copy of the message left, it passes it on to a 
node with better utility for destination. We assign the utility values for each pair of 
different nodes initially as infinity. τi(j) increases by 1 at every clock tick. 

Let us consider 2 nodes A and B. At the beginning, τA(B) = ∞ and τB(A) = ∞. 
When they encounter τA(B) = τB(A) = 0. As soon as the connection is lost, this value 
starts increasing by 1 at every clock tick. It is also updated by transitivity: 

If (τB(C)) < (τA(C) – tm(dAB)), then  τA(C) = τB(C) + tm(dAB)   (1)

where tm(dAB) is time to cover distance AB under given mobility model m. This can 
be evaluated through calculation of velocity of node movement using traces. 

Maliciousness can be shown by nodes by declaring fake lesser utility values (less 
being better in our example) for the destination. Let such behavior be known as Focus 
Maliciousness; nodes behaving in such fashion be known as focus malicious nodes. If 
successful, such nodes will receive a large fraction of packets from regular nodes, and 
drop them. In our strategy, a record for every change in utility value of every node is 
stored. An encountering node can determine the actual utility value of the node from 
these records. If the declared utility value is less than the calculated one, then it is 
tagged as malicious by the encountering node. 
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Let us take an example and calculate utility values of nodes for every other node. 
Let there be 4 nodes - A, B, C, D. Let starting time denote time when first contact is 
disconnected. tm(dij) is assumed as 8 throughout. Let the events be: 
 

1. Connection between A and B is lost at the starting time. 
2. After 15 time units connection between A and C is lost. 
3. After 10 time units connection between C and D is lost. 
4. After 20 time units connection between A and D is lost. 
5. After 5 time units connection between B and D is lost. 
6. After 7 times units connection between B and C is lost. 

 

Final status of NRTs relevant to Focus will be as in Tables 4, 5, 6 respectively. 

Table 4. Focus Phase section of Network Record Table with node A 

Sender Receiver Time Stamp Low Utility Value High Utility Value 
A B 00 -- -- 
A C 15 τA(B) / 15 τC(B) / ∞ 
C D 25 τC(A) / 10, τC(B) / ∞ τD(A) / ∞, τD(B) / ∞ 
A D 45 τD(C) / 20, τA(B) / 45 τA(C) / 30, τD(B) / 61 

Table 5. Focus Phase section of Network Record Table with nodes B and C 

Sender Receiver Time Stamp Low Utility Value High Utility Value 
A B 00 -- -- 
A C 15 τA(B) / 15 τC(B) / ∞ 
C D 25 τC(A) / 10, τC(B) / ∞ τD(A) / ∞, τD(B) / ∞ 
A D 45 τD(C) / 20, τA(B) / 45 τA(C) / 30, τD(B) / 61 
B D 50 τD(A) / 5, τD(C) / 20 τB(A) / 50, τB(C) / ∞ 
B C 57 τB(D) / 7, τB(A) / 20 τC(D) / 32, τC(A) / 65 

Table 6. Focus Phase section of Network Record Table with node D 

Sender Receiver Time Stamp Low Utility Value High Utility Value 
A B 00 -- -- 
A C 15 τA(B) / 15 τC(B) / ∞ 
C D 25 τC(A) / 10, τC(B) / ∞ τD(A) / ∞, τD(B) / ∞ 
A D 45 τD(C) / 20, τA(B) / 45 τA(C) / 30, τD(B) / 61 
B D 50 τD(A) / 5, τD(C) / 20 τB(A) / 50, τB(C) / ∞ 

 
If the node is malicious, it will try to come in path of the message delivery route by 

falsely declaring a lesser utility value. Now, let us assume that A and B encounter 
each other after 7 more time units, and B declares its utility value for D (where D is 
destination) as 5. Now, A and B follow the focus detection algorithm. 
 
CASE-1: Detection of node B if it is malicious- From the point where contact of 
node B and node D is searched node A will check downwards in the table and check 
whether τB(D) has changed by transitivity or not. As we can see that it has not been 
changed, therefore at present its value should be 14 (7 when B and C meet after 7 sec, 
another 7 when we are assuming that A and B meet). Now the declared value is 5, 
calculated value is 14, hence B is malicious and A blacklists it. 
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CASE-2: Detection of C if it is malicious- D & C meet each other after 10secs of B 
& C meeting (at time 67). Let declared value of τC(A) be 26. D will search last 
encounter of A & C, then it moves downward and checks for any change in τC(A). It’s 
evident that when B & C meet at 57, τC(A) changes from 65 to 28 and thus at 67, its 
value should be 38, which is greater than declared value; C is detected. 
 

CASE-3: A case may arise where the regular node has a less updated NRT than a 
peer malicious node, which is not sufficient for detection. Even in that case, since 
nodes update NRTs at every encounter, it won’t long before an encounter with a 
sufficiently updated regular node takes place, and the malicious node is detected. 
 
Algorithm 2. Focus Phase Detection Algorithm 
 
//Key: checker = checking node, peer = checked node 
BEGIN 
If checker & peer NRT entries match till last entry, then 
 If peer has met destination before, then 

If τpeer(destination) has changed by transitivity, then 
Calculate actual value of τpeer(destination) using up-
date through transitivity values; 

   Else 
Calculate actual value of τpeer(destination) using 
time difference from last encounter; 

   EndIf 
 EndIf 

If actual value of τpeer(destination) & declared value of 
τpeer(destination) do not match, then 
   Peer is malicious, append peer to MIL; 
Else 
   Follow Focus phase mechanism; 
EndIf 

EndIf 
END 
 

4   Evaluation through Simulation 
 

A. Simulation Setup & Methodology: We carried out relevant simulations using 
ONE simulator[5]; it was customized to impart malicious behaviour to randomly 
chosen nodes. Modifications were made to Spray & Focus code. Setup in Tab.7. 

Table 7. Simulation Setup 

Parameter Value Parameter Value Parameter Value 
Simulation Area 4500x3000 Packet Size 500KB – 1MB Message TTL 480min 
No. of nodes 100 Buffer Size 512 MB No. of simulations 15/case 
Mobility Model Shortest Path 

Map Based 
Interfaces 
(Range,Speed) 

Bluetooth (10m,2Mbps), 
High-speed (1km,40Mbps) 

Msg Generation 
Interval 

25–35 
secs 

Simulation Time 12 hours Node Speed 0.5m/s – 1.5m/s Copies/msg 3 

 
The following scenarios were considered: (1) Percentage of malicious nodes was 

varied among 10%, 20%, 30% & 40% of the total no. of nodes; (2) Total no. of nodes 
in the network was varied among 100, 90, 80, 70 & 60. In (1), we study the effect of 
varying percentage of malicious nodes on detection time & delivery prob. In (2), we 
perform comparative study between metrics obtained using (n,p) nodes & (n-p,0) 
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nodes where, (x,y) = (total no. of nodes, no. of malicious nodes). In each simulation, 
an appropriate no. of nodes have been chosen randomly and made to behave 
maliciously: 50% as spray malicious, rest as focus malicious. 

 

Fig. 1. Time v/s Average no. of detections Fig. 2. Cumulative del. prob. v/s Time 

 

Fig. 3(a,b). Improvement in del. prob. in 20% & 40% cases using our proposed mechanism 

 

Fig. 4(a,b). Comparison between maliciousness inclusive & exclusive scenarios 

B. Metrics Observed: The metrics used to evaluate performance and efficiency of 
the proposed detection strategy are: (1) average number of detections - it gives the 
avg. no. of detections made successfully at certain time intervals, thus showing how 
quickly our strategy is able to detect and eliminate malicious nodes; (2) total delivery 
probability - it gives ratio between total no. of messages delivered during entire 
simulation time & total no. of messages created during entire simulation time; (3) 
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cumulative delivery probability - it gives ratio between no. of messages delivered & 
no. of messages created till present simulation instance thus enabling us to study the 
pattern in which delivery ratio increases or decreases upon detection and elimination 
of more and more malicious nodes from the network. 
 
C. Simulation Results and Analysis: The simulation results are as follows: 
1. Efficiency of the proposed Detection Mechanism: Fig.1 presents the graph 
obtained by plotting average number of detections against time in seconds. We have 
plotted values obtained against all 4 cases of scenario (1). From the graph, we can 
conclude that the detection algorithm works effectively as it detects all malicious 
nodes in the network within satisfactory time. As expected, more the no. of malicious 
nodes in the network, more is the time required to detect and eliminate all of them. It 
is also noteworthy that detections occur very quickly when the simulation time is at 
lesser values, whereas as higher values of time,detection slows down. This can 
explained in the following way initially, node movement is less and the number of 
messages in the network is also quite meager; therefore it is easier to detect anomalies 
within NRTs due to lesser number of entries. On the contrary, after an appreciable 
period of time, as node mobility and message transmissions increase, it becomes more 
difficult to acquire sufficient knowledge about the entire network to detect anomalies. 
2. Impact on delivery probability: Fig.2 depicts a comparative picture of delivery 
probabilities obtained in all 4 scenarios. Fig.3 consists of 2 different graphs, each 
representing the efficiency of our proposed strategy in improving delivery prob. The 
impact is most profound when malicious activity is rampant. If we look at any 
individual curve, we shall notice that it consists of 3 phases: phase-1 is when del. 
prob. is significantly low due to setback from malicious activities; phase-2 is when 
the network gradually recovers from the effect and shows improvement; phase-3 is 
when the nework is in a steady state and shows increase in del. prob. at a decreasing 
rate until it almost becomes parallel to horizontal axis. 
3. Comparison between Maliciousness Inclusive & Exclusive Scenarios: Fig.4 deals 
with yet another absorbing aspect of performance of our proposed strategy. It depicts 
comparative curves between (n,0) & (n-p,0) scenarios. Such a study compares between 
situations when a network is simulated with (n-p) nodes all regular, against when a net-
work is simulated with n nodes which effectively comes down to (n-p) after the p mali-
cious nodes have been detected & eliminated. The curves show that our scheme 
achieves fairly close delivery probs. compared to normal scenario; difference increasing 
as density of malicious nodes increases. 
4. Limitations: Having discussed the ad-
vantages of our detection scheme in terms 
of performance, let’s take a look at the limi-
tations and drawbacks involved. As can be 
observed from Fig.5, the overhead ratio in-
curred in case of detection using our detec-
tion mechanism is significantly higher 
compared to that incurred when the net-
work runs with malicious activities but 
without detection. This is due to the extra 
computation time required during each en-
counter in the network.  

Fig. 5. Increase in overhead involved 
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5   Conclusion and Future Work 

In this paper, we have taken a look at the proposed schemes which aim at combating 
various malicious attacks in a DTN environment. We have proposed a strategy for 
secured routing in the Spray & Focus routing scheme, which uses a table-based 
approach for detection of malicious nodes in the network. The intricacies of the 
mechanism have been described in detail. Simulations show us that the proposed 
scheme is effective in detecting malicious nodes and ensuring that those take no 
further part in the routing process. However, simulations also indicate significant 
increase in average latency and overhead involved. In order to curb such ill-effects, 
we are investigating a more balanced approach that allows only certain trusted 
checkers to perform Maliciousness Tests. 

Other than the nature of attack considered and dealt with in this paper, there are a 
variety of attacks possible in a delay tolerant environment. Although a large amount 
of work has been carried out with regards to security in wireless ad-hoc networks, 
much remains to be done to combat similar and dissimilar security threats to 
disruption tolerant networks. Development of strategies to deal with a multitude of 
other attacks can be fodder for future research. 
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Abstract. Stuxnet attack on critical infrastructures is considered as paradigm 
shift in malware attack approach. The complexity and sophistication involved in 
this attack make it unique. Attacking approach of the malware, on control 
infrastructures, is a motivation for academic research. This paper describes the 
application of the Attack Tree methodology to analyze Stuxnet attack on 
SCADA system. Root node of the Attack Tree represents the major goal of an 
attacker and branches represent sub goals. The authors have identified six major 
goals to penetrate SCADA system, and then have built Attack Trees which 
demonstrate step by step activity to achieve these goals and sub goals. For each 
such sub goal, we have found several common categories of attacks which 
make Stuxnet attack successful and are used to analyze those components of 
control infrastructure which are susceptible to attacks. 

Keywords: Malware, Stuxnet, SCADA , Control infrastructures, Attack Trees, 
Attack Goal, Attack Sub Goal. 

1   Introduction 

Nowadays, sustained cyber attacks against critical infrastructure have been escalated 
to an alarming situation. They are causing havocs to digital installations with a very 
sophisticated manner and enormous frequency. A complex computer worm, 
discovered in June 2010, effectively disabled Iran’s nuclear program for more than a 
year. It happened even when their nuclear facilities were highly secured, located 
underground physically and electromagnetically isolated from insecure networks 
known as Air Gapped from the Internet (AGI) [1]. 

The recent findings, as documented in reports published by Symantec [2], ICS- 
CERT [3], and Eset [4] indicate that worm was propagated to ins and outs of the 
facility from universal serial bus, USB, using thumb drive technology through AGI. 
The AGI was used as via media to allow worm to penetrate the SCADA system. The 
highly complex computer worm called Stuxnet was designed to spread until it found 
specific control system as its target. Investigating experts have opined that the worm, 
so used is the first weaponized virus [5] [6]. 
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In the present research paper, our focus is to analyze the notorious Stuxnet worm 
(WIN 32/Stuxnet) attack on SCADA system using the Attack Tree approach. Bruce 
Schenier is the one and the first researcher who introduced Attack Tree modeling to 
analyze attacks [7]. Early approaches to this problem through the Attack Tree 
modeling heavily relied upon  
 

1. Categorization of attack sequences and modeling the path traced by the 
attacker to exploit the system [8]. 

2. Assuming all elementary attacks took place simultaneously, some 
researchers adopted parallel modeling, which consist of attack models 
parallel to the actual incidents so assumed [9]. 

 

In the context we assume, ab nitio, that the attacker had different attack alternatives, if 
some initiations fail to succeed, at least one would definitely succeed. In our work we 
propose detection oriented security modeling approach using Attack Trees for Stuxnet 
attack on SCADA system. In this track of security modeling evaluation process we 
first determine, 
 

1. Goals and Sub Goals of an Attacker to penetrate the system 
2. Vulnerabilities in the system 
3. Common Category of attacks which enable Stuxnet to execute 
4. Resources exploited by these attacks 

 

The organization of the paper is as follows. Section 1 is the Introduction to Stuxnet 
attack scenario in critical SCADA systems. Section 2 gives motivational background 
for the present work. A brief review of the relevant work is made in Section 3. 
Section 4 presents the proposed work – Attack Tree structure for Stuxnet malware 
attack. Conclusions are drawn in Section 5. 

2   Background 

2.1   Introduction of SCADA Systems  

The systems that control critical infrastructures are Industrial Control Systems (ICS). 
There are several types of control systems in it including Supervisory Control and 
Data Acquisition (SCADA) systems, Distributed Control Systems (DCS), and other 
smaller control systems such as Programmable Logic Controllers (PLC). Industries 
associated with critical infrastructure include power generation and distribution, oil 
and gasoline refining and distribution, water and waste systems, manufacturing, 
telecommunications, and banking infrastructures. 

SCADA systems, an architectural block diagram of which is shown in Fig 1, 
consist of: 
 

• One or more field data interface devices, usually Remote Terminal Unit 
(RTU), or PLCs, which interface to field sensing devices and local control 
switchboxes and valve actuators. 

• A communications system used to transfer data between field data interface 
device and control units and the computers in the SCADA central host. The 
system can be radio, telephone, cable, satellite, etc., or any combination of these. 
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• A central host computer server or servers (Also known as SCADA Center, 
master station, or Master Terminal Unit (MTU) 

• A collection of standard and/or custom software (Known as Human Machine 
Interface (HMI) software or Man Machine Interface (MMI) software) 
systems used to provide the SCADA central host and operator terminal 
application, support the communications system, and monitor and control 
remotely located field data interface devices 

 

Fig. 1. Typical SCADA architecture 

Software products typically used within a SCADA system are for the following 
purpose: 
 

• Central host computer operating system: Software used to control the 
central host computer hardware. The software can be based on Windows, 
UNIX or other popular operating systems. 

• Operator terminal operating system: Software used to control the central 
host computer hardware. The software is usually the same as the central host 
computer operating system. This software, along with that for the central 
host computer, contributes to the networking of the central host and the 
operator terminals. 

• Central host computer application: Software that handles the transmission 
and reception of data to and from the RTUs and the central host. The 
software also provides the graphical user interface which offers site mimic 
screens, alarm pages, trend pages, and control functions. 

• Operator terminal application: Application that enables users to access 
information available on the central host computer application. It is usually a 
subset of the software used on the central host computers. 

• Communications protocol drivers: Software that is usually based within 
the central host and the RTUs, and is required to control the translation and 
interpretation of the data between ends of the communications links in the 
system. The protocol drivers prepare the data for use either at the field 
devices or the central host end of the system. 
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• Communications network management software: Software required to 
control the communications network and to allow them to be monitored for 
performance and failures. 

• RTU automation software: Software that allows engineering staff to 
configure and maintain the application housed within the RTUs (or PLCs). 
Most often this includes the local automation application and data processing 
tasks that are performed within the RTU [10]. 

2.2   Stuxnet Attack on SCADA 

Stuxnet is a computer worm, discovered in June 2010. It targets Siemens industrial 
software and equipment running on Microsoft Windows. It is the first discovered 
malware that spies on and subverts industrial systems, and the first to include a PLC 
root kit. The worm initially spreads indiscriminately, but includes a highly specialized 
malware payload that is designed to target only Siemens SCADA systems that are 
configured to control and monitor specific industrial processes. Stuxnet infects PLCs 
by subverting the Step-7 software application (SIMATIC Step7 is an integral 
component of the centralized Totally Integrated Automation Portal engineering 
framework) that is used to reprogram these devices [11]. 

Stuxnet worm is so intelligent that it makes itself neutral if Siemens software is not 
found on infected computers, Stuxnet contains code for a man-in-the-middle (MITM) 
attack through hooking that jukes industrial process control signals so as the infected 
system does not alarm due to this abnormal behavior. Such complexity is very 
unusual for malware. The attacking strategy of this malware can be divided in two 
parts, they are as follows- 
 

1. Gain access on Windows operating system, 
2. Disrupt Siemens PCS 7, WinCC and STEP7 industrial software applications 

that run on Windows. 
 
Windows infection 
Stuxnet attack occurs on Windows systems using four zero-day attacks. A zero-day 
attack is exploitation of computer system software vulnerabilities that are not known 
to others. Initially it spreads using infected removable drives such as USB flash 
drives, and then uses other exploits and techniques such as peer-to-peer RPC to infect 
and update other computers inside private networks that are not directly connected to 
the Internet. 
 
SIMATIC WinCC is a supervisory control and data acquisition system from 
Siemens. It can be used in combination with Siemens PCS 7 and Teleperm, a process 
control system. WinCC is written for Microsoft Windows operating system. WinCC 
uses Microsoft SQL Server for logging and comes with a VBScript and ANSI C 
application programming interface. WinCC and PCS 7 are the first SCADA systems 
which were targeted by malware to subvert control system [12]. 
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3   Related Work 

The complex infrastructure of SCADA systems provides great capabilities for 
operation, control and availability of resources, simultaneously it also increases 
security risk due to cyber related vulnerabilities. Disruption, information leakage, 
malfunctioning of system process can cause havoc in the system which in turn causes 
negative financial impact for the system. Because of critical nature of these systems, 
they are now targets for adversaries. 

Digital security for critical infrastructure requires extensive research methodology 
for securing control system rather than focusing only on securing IT system 
associated with SCADA systems. In [13], Manimanran et al. (2010) has proposed 
SCADA security framework with the following four major components. They are 
Real time monitoring, Anomaly detection, Impact Analysis and Mitigation strategies. 

The Attack tree modeling is used for impact analysis. System-, scenario-, and leaf- 
level vulnerabilities are discovered by identifying system’s adversary objectives. The 
leaf vulnerability involves port auditing or password strength evaluation which is a 
measure of intrusion in a system. The approach used in this paper is extensive and can 
be applied for evaluation of different parameters of security like confidentiality, 
integrity, availability and authentication so that possibility of attack related to 
parameters such as eavesdropping, modification, malware attacks, like, virus, worm, 
Trojan horse, bypassing controls can be measured and countermeasures are 
predetermined.Malware attacks like Stuxnet is considered as paradigm shift in critical 
infrastructure threats. Unlike most malwares, Stuxnet has great capabilities to attack 
in depth for controlling physical machinery. At the same time the sophistication is 
found in Stuxnet programming which is considered as “a new class and dimension of 
malware” [14] [15]. The worm’s code was written in multiple programming 
languages. Research has also speculated that Stuxnet was professionally developed 
and would have required access to SCADA hardware for testing. Stuxnet employs 
multi vector approach by exploiting four zero-day vulnerabilities, out of which two 
were privilege escalation, and remaining were printer spooler flaw & USB flash drive 
[16]. Stuxnet is considered as epochal because of its ability to infiltrate networks, find 
control system of supervisory and data acquisition industry and reprogram the 
hardware control system. A nuclear facility was attacked by Stuxnet [17]. 

The sophistication and capability to penetrate the system invisibly make the 
Stuxnet worm attack as complex attack. A complex attack can be described as 
 
Multi Agent: For Stuxnet Attack, threat agent can be one or many who want to 
sabotage the facility of SCADA system, at the same time threat agent can take one or 
more actions for the successful completion of an attack. 
 
Multi Phase: Stuxnet attack has several attack stage. Specifically these stages are 
exploits at different junctures. 
 
Multi Pace: Stuxnet choice of target is very specific. For successful attack it involves 
multiple intrusion activities in a SCADA system to reach the intended target. 
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An Attack Tree approach to analyze Stuxnet worm activity inside SCADA systems is 
the main contribution of our work. In the next section a brief description of Attack 
Tree and Stuxnet attack approach visualization through Attack Tree is mentioned 

4   Attack Tree Approach for Problem Solving 

Attack Trees were introduced by B. Schneier, as a way of formally analyzing the 
security of systems. Since this methodology is efficient to model  the behavior of an 
attacker while attacking on a system, security researchers are gaining interest to use 
this technique as a tool for  evaluation of different aspects of  security[18] [19]. 

Basically an Attack Tree approach is systematic categorization of different ways to 
attack on a system. In this structure a root node represents main goal of an attacker 
and intermediate nodes are representative of sub goals to achieve main goal. Branches 
of an Attack Tree represent different paths to achieve a goal and are termed as sub 
goals. Leaf nodes represent attack as a compromised state of system as an event and 
moving upward in a tree gives the ways to reach to the sub goals and finally to the 
main goal. Attack sub goals and Attack main goals are also connected with AND/OR 
Nodes. Tree traversal is from left to right and is shown by Ordered –AND nodes and 
Ordered –OR nodes (O-AND/OR). It is necessary to mention here that all nodes of a 
Tree may or may not have precedence order (O). An attack goal is successfully 
achieved when all of its AND children or at least one of its OR children are 
accomplished. This is same for all sub goals down to leaves of the tree [20]. 

We have followed various reports published by Symantec, and Eset, on Stuxnet 
attack, for analyzing Stuxnet attack strategy through Attack Tree. This attacking 
strategy is divided in six major goals and is represented in Fig 2.  

 

Fig. 2. Attack strategy of Stuxnet 
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Attack Goal 1: Sabotage the Facility 

The main goal of an attacker was to sabotage the SCADA system. For this an attacker 
can target SCADA center system access, communication system, or disrupt field data 
interface. A central host computer server and HMI software’s on host computers 
constitute SCADA central systems. SCADA central host computer servers are Master 
server, database servers, print servers and network server etc. A Human Machine 
interface (HMI) i.e. application software installed on central host computer presents 
process data to human operator. To disrupt HMI an attacker can gain access on central 
host computer, Operator terminal O.S, central host computer applications, 
communication protocol drivers, Operator terminal applications, communication 
network management software & RTU Automation systems. To disrupt 
communication systems an attacker can disable transmission media or exploit any 
vulnerability in communication media. Lastly an attacker can destruct field data 
interface by modifying the code written for PLC’s and corrupt Remote telemetry 
unit’s interfaces. In case of Stuxnet the main target of an attacker is to reprogram 
Industrial control system by modifying code on Programmable logic controllers 
(PLC’s), specifically for Siemens SIMATIC/WINCC PCS7 software.  

The Attack Tree, shown in Fig 3 and Fig 4, outlines the methods of gaining access 
to the SCADA system. The intention is to determine all the possible goals of an 
attacker to deploy Stuxnet in SCADA system. 

 

Fig. 3. Methods to sabotage the SCADA system 

 

Fig. 4. Methods to Disrupt HMI 
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Attack Goal 1: Sabotage the SCADA System (S) 
Sub Goal 1: Gain SCADA center system access (S1) OR 

1.1. Gain access to central host computer servers (S4) OR 
1.1.1. Compromise SCADA Master server (S8) OR 
1.1.2. Compromise SCADA Master Database server (S9)OR 
1.1.3. Compromise SCADA Master print server (S10) OR 
1.1.4. Compromise SCADA Master network server (S11)   

1.2. Disrupt HMI (S/w products used within SCADA) (S5) OR 
1.2.1. Gain control on central host computer O.S (S12, L3) OR 
1.2.2. Gain control on Operator terminal O.S. (S13, L4) OR 
1.2.3. Gain control on central host computer applications. (S14, L5) OR 
1.2.4. Disrupt communication protocol drivers (S15, L6) OR 
1.2.5. Gain control on Operator terminal applications  (S16, L7) OR 
1.2.6. Disrupt communication network management software (S17,L8) OR 
1.2.7. Subvert RTU Automation (S18,L9) 

Sub Goal 2: Disrupt communication system (S2) OR 
2.1. Disable Transmission media (L1) 
2.2. Exploit Vulnerabilities in SCADA communication  protocols (L2) 

Sub Goal 3: Disrupt field data interface (S3)  
3.1 Disrupt PLC (S6) OR 

3.1.1Corrupt software at operator terminal (SIMATICPCS7) (L10)        
3.2 Disrupt RTU (S7) 
3.3 Subvert RTU Automation software (Modular controllers SIMATIC S7) (L11) 

 
Analysis 
On analyzing Attack Tree we have derived three sub goals a) Gain access to SCADA 
center system, b) Disrupt communication system and PLC, c) Disrupt field data 
interface, aimed by attackers for deploying Stuxnet malware in SCADA systems.  

We have also found several attack methods used for achieving Goal1 of stuxnet. 
Critical resources which were targeted by these attacks are also listed. A One-to-
Many relationship is characterized between attacks and resources, because for an 
attack, one or more resources can be exploited.  
Attacks={MITM, Denial of service against Network, Privilege escalation, 
Unauthorized access, Flooding attack for PLC’s, Root kit Attack, Buffer overflow 
Attack, Export hooking to gather PLC information, Resource Exhaustion} 
Resources={Hardware servers, Print servers, Operating system, Database software, 
Automation and control Software, Communication channels, Communication 
protocols, Remote Terminal units, PLC software, Process control system} 
Descriptions are provided for the following generic attack types. 
 
1. MITM Attack 

Man in the middle attack is a form of active eavesdropping in which the 
attacker makes independent connections with the victims and relays messages 
between them. The attacker must be able to intercept all messages going 
between the two victims and inject new ones. A man-in-the-middle attack 
succeeds only when the attacker impersonates each endpoint to the 
satisfaction of the other; it is an attack on mutual authentication. 

The two compromised certificates from Jimicron and Realtek enabled this 
malware to execute user mode and kernel mode root kit under Windows, it is 
by-passing authentication mechanism. Data communication between a PLC 
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and an HMI was targeted through MITM attack. Stuxnet caused modified data 
to be reported at HMI, which lead to the undesirable events for operator. At 
this juncture control systems started behaving abnormally, which resulted in 
further sabotage.  

2. Denial of Service Against Network  
A Denial of service (DOS) attack is an attempt by attacker to prevent intended 
users from using the service by consuming network bandwidth, disrupting 
connections between machines. 

In case of Stuxnet attack an attacker has used printer and network 
connections to spread the information. The vulnerability exploited is MS10-
061, The Vulnerability in printer spooler service (CVE-2010-2729) could 
allow remote code execution, if a system shares a printer over the network. 
Attackers have found a way to exploit MS08-67 vulnerability, an old RPC 
vulnerability in Windows server service for peer-to-peer servers to initialize 
DOS attacks. This form of attack basically enabled to get Stuxnet version, 
injection of specific module and send the malware through peer to peer 
network. In this way Stuxnet were identified, communicated and updated to 
each other. 

3. Resource Exhaustion 
Resource exhaustion is a kind of denial of service attack, in which particular 
resource is consumed so that it is not available at the time it is required or 
system is not responding for legitimate requests. Vulnerabilities found in 
system architecture, protocol services, are subject to resource exhaustion 
attack. 

In case of Stuxnet attack on control infrastructure, different servers, 
communication bandwidth, vulnerabilities, found in MODBUS protocol and 
some application programs like Siemens S7 programs were targeted for 
resource exhaustion. 

4. Sniffing  
Sniffing is a kind of passive eavesdropping. The Stuxnet code contains Trojan 
to sniff data to send and receive information from remote systems. The 
vulnerability MS10-046 in Windows shell allowed Remote code execution. 
Another vulnerability MS08-67 in server service could allow remote code 
execution based on sniffed information.  

5. Privilege Escalation 
The Privilege Escalation via keyboard layout file (MS10-073) and via task 
scheduler, were seen in Stuxnet attack for gaining access to resources. These 
vulnerabilities were exploited to get permission from normal user level to 
system level permissions. MS08-67 vulnerability in server service allows 
remote code execution and MS10-073 vulnerability in Windows kernel mode 
drivers could allow elevation of privileges. Both vulnerabilities are 
responsible for privilege escalation by Stuxnet. 

6. Unauthorized Access 
Unauthorized access to a SCADA network through an unprotected USB port 
is the method used to launch the Stuxnet worm. The MS10-046 Windows 
shortcut vulnerability allowed unauthorized access to spread via removable 
drives even if auto run was disabled. 
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7. Flooding Attack for PLCs 
Flooding attacks are also DOS attacks in which some specific ports are flooded 
with packets. An easy way to perform DOS attack on PLCs could be flooding 
PLC with data or command. Once the Stuxnet worm located in a targeted 
SCADA system uploads its own program into PLCs to control the automation 
process and finally flood the PLC with command, causing damage to resources. 

8. Root Kit Attack 
The Stuxnet attack is a kind of attack which includes PLC root kit. This mal-
ware has both user mode and kernel mode root kit capability under Windows. 
Thus modification in code remains undetected for long period of time. 

9. Buffer Overflow Attack 
Buffer overflow attacks take advantage of known vulnerabilities within 
operating system and applications. A buffer overflow occurs when an 
application receives unexpected data. Stuxnet used malicious code injection in 
Siemens system and caused buffer overflow attack. 

10. Export Hooking to Gather PLC Information 
API hooking is a technique used to intercept and alter the command or functions 
behavior of operating system or other application software. Basically a code has 
written (termed as hook) to intercept function calls. Stuxnet hooked Ntdll.dll file 
to monitor for requests to load specially crafted file names [21]. 

 
An evaluation table has been established which demonstrates the severity of each 
attack, i.e.  its likelihood of occurrence while achieving a sub goal. The assessment is 
qualitatively, and on ordinal scale let us assume severity is rated as “High”, 
“Medium”, and “Low” and relative numeric scale is  9 , 7 , 5 respectively.“High” 
level of an attack manifests that an adversary uses this category to its optimum 
precision and concerned application or resources need to be addressed significantly. 
Medium level attacks need to be addressed with less urgency depending upon how 
much effort and cost is required to provide countermeasure to stop the attack and low 
level of attack means at earlier stage it was high, but at present stage it causes to 
create a path for another attack. 

Table 1. Attack severity for Goal 1 

 
Attack 

Severity for  
sub goal1 

Severity for  
sub goal2 

Severity for  
sub goal3 

Level Scale Level Scale Level Scal
e 

MITM Attack High 9 Medium 7 Low 5 
DOS Medium 7 High 9 High 9 
Sniffing  Medium  7 Low 5 Medium 7 
Privilege escalation High 9 High 9 Medium 7 
Unauthorized access High 9 low 5 Medium 7 
Flooding attack( PLC) High 9 Low 5 High 9 
Rootkit Attack High 9 Low 5 High 9 
Bufferoverflow Attack High 9 Low 5 Low 5 
Export hooking  Medium 7 Low 5 High 9 
Resource Exhaustion Medium 7 High 9 High 9 
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Folowing is a graph plot to quickly analyze the above facts. 

 

Fig. 5. Sub Goals and Attacks for achieving Goal 1 

Attack Goal 2: Install the worm 

Stuxnet has a complex architecture. The heart of Stuxnet consists of a large “.dll” file 
that contains many different exports and resources. Initialization of main installation 
of malware in the system starts with export 16. Export 16 first checks the value 
NTVM trace in registry. If the value is 19790509 it confirms existence of threat. This 
strategy was used to confirm whether Stuxnet is existing or not. After ensuring this, 
Stuxnet disables firewall settings to start installation procedure by dropping required 
files in Windows directory. Following Attack Tree demonstrates the procedure. All 
these activities are possible only when an attacker gains system level permission. 
Privilege escalation, unauthorized access, a form of MITM attack and root kit attack 
is seen at this juncture. 
 

Attack Goal 2: Install Stuxnet O-OR 
Sub goal 1: Begin main Installation (Invoke Export function 16#) O-OR 

1.1.   Check for NTVDMTRACE      AND 
1.2. Check for value 19790509   

       Sub goal 2: Write into Windows directory  
2.1. Modify Windows firewall settings O-OR 
2.2. Disable the Windows firewall         

 

Analysis: For installing worm, the sub goal a) Begin main Installation (Invoke Export 
function 16#) and b) Write into Windows directory, have to be achieved. Possible 
attacks and exploited resources are as follows.  
Attacks = {MITM, Privilege escalation, Unauthorized access, Root kit Attack} 
Resources = {Hardware servers, Operating system, Database software, Automation 
and control Software, Communication and control Software} 
Here we are showing all categories of attack because severity of some attacks are low 
but favors another category of attack for its successful completion. 
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Table 2. Attack severity for Goal 2 

Severity for  
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High 9 Medium 7 
Low 5 Low 5 

Medium 7 Medium 7 
High 9 High 9 
High 9 Medium 7 
Low 5 Low 5 
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Attacks = {MITM, Denial of service against Network, Privilege escalation, 
Unauthorized access, Root kit Attack, Export hooking to gather PLC information} 
Resources = {Hardware servers, Print servers, Operating system, Database software, 
Automation and control Software, Communication channels, Communication 
protocols, Remote Terminal units, PLC software, Process control system} 

Table 3. Attack severity for Goal 3 

 
Attack 

Severity for 
 sub goal1 

Severity for  
sub goal2 

Severity for  
sub goal3 

Level Scale Level Scale Level Scale 
MITM Attack High 9 High 9 High 9 

DOS Medium 7 High 9 High 9 
Sniffing  Low 5 Low 5 Medium 7 

Privilege escalation High 9 Medium 7 Medium 7 
Unauthorized access High 9 Medium 7 Medium 7 

Flooding Attack(PLC) Low 5 Low 5 Low 5 
Root kit Attack Medium 7 Low 5 Low 5 
Buffer overflow  Low 5 Low 5 Low 5 
Export hooking  High 9 Medium 7 High 9 
Resource Exhaustion Low 5 Low 5 Low 5 

 

Fig. 7. Sub Goals and Attacks for achieving Goal 3 

Attack Goal 4: Load the worm 

At this juncture the main objective of attacker was execution of Stuxnet malware every 
time whenever infected system boots up. This task was performed by Mrxcls.sys driver. 
The goal of driver was to inject and execute copies of Stuxnet in to specific processes. 
The code snippet written for this driver has user mode and kernel mode privileges. 

Attack Goal 4: Load the worm  
  Sub goal 1: Load Stuxnet module into a process by Mrxcls.sys driver O-AND 

1.1 Get process address 
  Sub goal 2: Inject Stuxnet module into the process in kernel mode and user mode 

2.1. Allocate memory AND 
2.2. Execute Stuxnet.dll AND 

2.2.1. Call exports AND 
2.2.2. Call resources 

2.3. Create MZ and PE files. 
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Analysis: Sub goals discovered at this stage are a) Load Stuxnet module into a 
process by Mrxcls.sys driver, b) Inject Stuxnet module into the process in kernel 
mode and user mode, for loading Stuxnet malware in SCADA systems.  
Attacks = {MITM, Privilege escalation, Unauthorized access, Flooding attack for 
PLC’s, Root kit Attack, Export hooking to gather PLC information, Resource 
Exhaustion}  
Resources = {Hardware servers, Print servers, Operating system, Database, Remote 
Terminal units, PLC software} 

Table 4. Attack severity for Goal 4 

Attack Severity for sub goal1 Severity for sub goal2 
Level Scale Level Scale 

MITM Attack Medium 7 Medium 7 
DOS Low 5 Low 5 
Sniffing  Medium 7 Medium 7 
Privilege escalation High 9 High 9 
Unauthorized access High 9 Medium 7 

Flooding attack ( PLC) Low 5 low 5 
Rootkit Attack Medium 7 High 9 
Buffer overflow  Low 5 Medium 7 
Export hooking  High 9 High 9 
Resource Exhaustion Low 5 Medium 7 

 

Fig. 8. Sub Goals and Attacks for achieving Goal 4 

Attack Goal 5:  Searching for step 7 project files 

WinCC Simatic manager, used to manage a WinCC/Step7 project. Stuxnet monitor 
step7 projects (.S7P files). Hooking method is used to open specific APIs from project 
files inside the s7tgtopx.exe   process. Following is Attack Tree representation of 
searching   and infecting step7 project files.  

Attack Goal 5: Search for step 7 project files 
Sub goal 1: Search for .S7P file extensions   OR 

1.1. Create Following files O-AND 
1.1.1. xutils\listen\xr000000.mdx  O-AND 
1.1.2. xutils\links\s7p00001.dbf 
1.1.3. xutils\listen\s7000001.mdx 
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1.2. Scan Sub folders Under h0msave7 O-AND 
1.2.1. Drop  Resource 202 

1.3. Modify step 7 project files 
1.3.1. Modified step7 data files 

Sub goal 2: Search for .mcp file extensions and infect project and WINCC database OR 
2.1. Create Following File O-AND 

2.1.1. GracS\cc_alg.sav  O-AND 
2.1.2.   GracS\db_log.sav  O-AND 
2.1.3. GracS\cc_alg.sav xutils\listen\s7000001.mdx 

2.2. Scan Sub folder GracS 
2.2.1. Dropped a copy of resource 203 

Sub goal 3: Search for .tmp file extensions 
3.1 Validate file name OR 
3.2 Examined contents of the file OR 
3.3 Update for newer versions 

Analysis: On analyzing Attack Tree we have derived three sub goals a) Search for 
.S7P file extensions, b) Search for .mcp file extensions and infect project and WINCC 
database, and c) Search for .tmp file extensions, aimed by attackers for searching the 
targeted step7 project files in SCADA systems.  
Attacks = same as mentioned for Goal 4 and   
Resources={Hardware servers, Operating system, Database software, Automation 
and control Software, Communication channels, Remote Terminal units, PLC 
software, Process control system} 

Table 5. Attack severity for Goal 5 

 
Attack 

Severity for  
sub goal1 

Severity for  
sub goal2 

Severity for  
sub goal3 

Level Scale Level Scale Level Scale 
MITM Attack Medium 7 Medium 7 Medium 7 

DOS Low 5 Low 5 Low 5 
Sniffing Medium 7 Medium 7 Medium 7 

Privilege escalation High 9 High 9 Medium 7 
Unauthorized access Medium 7 Medium 7 Low 5 

Flooding attack (PLC) Medium 7 Medium 7 Low 5 
Rootkit Attack Medium 7 Medium 7 Low 5 
Buffer overflow Medium 7 Low 5 High 9 
Export hooking High 9 High 9 High 9 

Resource Exhaustion High 9 Medium 7 Low 5 

 

Fig. 9. Sub Goals and Attacks for achieving Goal 5 
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Attack Goal 6: Modify PLC code 

The end goal of Stuxnet is to infect specific types of Simatic PLC devices. PLC 
devices are loaded with blocks of code and data written using a variety of languages, 
such as STL or SCL. The compiled code is an assembly called MC7. These blocks are 
then run by the PLC, in order to execute, control, and monitor an industrial process. 

Resource 208 is dropped by export #17 and is a malicious replacement for 
Simatic’s s7otbxdx.dll file. The original s7otbxdx.dll is responsible for handling PLC 
block exchange between the programming device (i.e., a computer running a Simatic 
manager on Windows) and the PLC. By replacing this .dll file with its own, Stuxnet is 
able to perform the following actions: 

 

1. Monitor PLC blocks being written to and read from the PLC. 
2. Infect a PLC by inserting its own blocks and replacing or infecting 

existing blocks. 
3. Mask the fact that a PLC is infected. 

 

Attack Goal 6: Modify PLC code 
Sub goal 1: Monitor PLC Blocks   O-AND                      

1.1. Target WinCC/Step7 and s70tbxdx.dll  
Sub goal 2: Infect PLC Blocks O-AND       

2.1. Rename s70tbxdx.dll to s70txsx.dll  O-AND  
2.2. Replace the original dll with its original malicious code. O-AND 

2.2.1. Intercept hooking process O-AND 
2.2.2. Start malicious thread O-AND 

2.2.2.1. Run an infection routine in every 15 seconds O-AND  
2.2.2.2. Infect CPU’s O-AND 
2.2.2.3. Regularly query PLC for specific block O-AND 
2.2.2.4. Customize code block O-AND  

Sub goal 3: Mask PLC infection (PLC Root kit)  
0.1. Monitor and read requests O-AND 

0.1.1. Read requests for its own malicious block OR 
0.1.2. Read requests for infected blocks OB1, OB35, DP-RECV 

0.2. Intercept the code O-AND 
0.2.1. Write requests that could overwrite Stuxnet’s own code 

0.3. Modify code 
0.3.1.Modify requests to ensure new version of code block  are  infected OAND 
0.3.2.Read block of code O-AND 
0.3.3.Delete block of code 

 
Analysis: At this juncture sub goals are a) Monitor PLC Blocks, b) Infect PLC 
Blocks, c) Mask PLC infection, for modifying PLC’s in SCADA systems.  
Attacks = {MITM, Privilege escalation, Unauthorized access, Flooding attack for 
PLC’s, Root kit Attack, Buffer overflow Attack, Export hooking to gather PLC 
information, Resource Exhaustion}  
Resources = {Operating system, Database software, Automation and control 
Software, Remote Terminal units, PLC software, Process control system} 
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Table 6. Attack severity for Goal 6 

 
Attack 

Severity for  
sub goal1 

Severity for  
sub goal2 

Severity for  
sub goal3 

Level Scale Level Scale Level Scale 
MITM Attack Low 5 Medium 7 Low 5 

DOS Low 5 High 9 Low 5 
Sniffing  High 9 High 9 Medium 7 

Privilege escalation Medium 7 Medium 7 Medium 7 
Unauthorized access Medium 7 High 9 Medium 7 
Flooding attack (PLC) Low 5 Medium 7 High 9 

Rootkit Attack Low 5 Medium 7 High 9 
Buffer overflow  Low 5 Medium 7 Low 5 
Export hooking  High 9 High 9 High 9 
Resource Exhaustion Low 5 High 9 Low 5 

 

Fig. 10. Sub Goals and Attacks for achieving Goal 6 

5   Conclusion 

Stuxnet attack on SCADA system reemphasizes on extensive research in cyber 
security aspect of critical infrastructures. In this paper we have focused on one threat 
modeling technique to detect possible vulnerabilities attacks, and exploited resources 
in a system. An Attack Tree is a static threat modeling technique to capture the 
attacker’s behavior as well as system behavior, this facilitates detailed analysis of an 
attack. We have designed novel Attack Trees for post Stuxnet attack scenario. For 
each Attack Tree, Goals and Sub goals are highlighted to clearly indicate the 
attacking approach. Common category of attacks has been discovered which were 
used for execution of Stuxnet attack. A one-to-many relationship between attacks and 
resources are discovered. A graphical representation of attack severity versus sub 
goals is helpful for quickly analyzing attacks in any component of SCADA  
system. This also shows how one attack opens the door for another attack and  
what resources were used for successful completion of attack. Using this information 
one can determine possible countermeasures depending upon cost and effort 
estimation.  
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Abstract. Wireless Mesh Network (WMN) has become popular, as it
allows fast, easy and inexpensive network deployment. It is observed
that the current peer link establishment mechanism presented in IEEE
802.11s draft standard is vulnerable to various kinds of relay and worm-
hole attacks. In this paper, we propose a certificate-based peer link es-
tablishment protocol that employs location information to prevent such
attacks. The security analysis shows that the proposed mechanism is
resistant against different kinds of wormhole, relay and Sybil attacks.

1 Introduction

Wireless mesh networks (WMNs) have emerged as a promising technology to pro-
vide low-cost high-bandwidth wireless access services in a variety of application
scenarios. A typical WMN is comprised of a set of stationary mesh routers (MRs)
that form the mesh backbone and a set of mesh clients that communicate via
mesh routers. WMNs have several advantages such as low-setup cost, increased
coverage and most importantly reliable and flexible [1]. In spite of the above
benefits, they are also constrained by the open wireless medium, varying chan-
nel conditions and interference. In addition to the above specified constraints,
failing to meet the security requirements further restricts the extensive deploy-
ment of WMN. Designing of effective security mechanisms is a challenging task
in WMN due to the open wireless medium which is more susceptible to attacks.
The other limitation is the multi-hop cooperative communication that makes
services more vulnerable to attacks especially coming from within the network.

The authenticated mesh peer-link exchange (AMPE) protocol presented in
IEEE 802.11s standard (draft) [2] forms an key component in the deployment
of a WMN. Vulnerabilities in the peer-link establishment mechanism makes the
network susceptible to various kinds of attacks and wormhole attack is one such
attack that has severe impact on performance of WMN. In a wormhole attack,
an adversary can capture packets from one location and replay them at another
location with the help of an out-of-band channel, simple packet encapsulation
or high-powered transmission to establish a wormhole link. The route via the
wormhole link would be naturally preferred by legitimate nodes as it offers a path
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with lower hop-count and latency than any other multi-hop routes. The existing
AMPE protocol cannot prevent such a wormhole attacks, as the attacker can
relay peer-link establishment messages without modifying the packet contents.

Typically, a wormhole attack is handled at the routing layer in wireless mobile
ad hoc networks. Various secure routing protocols have been proposed to enhance
the security of such network. Few of the existing secure routing protocols are
SAODV [3], SEAODV [4], LHAP [5] and ARAN [6]. It has been already shown
that these protocols are vulnerable to wormhole attacks, an attack launched
by colluding malicious nodes. Even though various other mechanisms exist in
literature to detect and prevent wormhole attacks, the most effective way to
prevent them in WMN is to secure the peer-link establishment process in WMN.

Therefore, in this paper we initially show that the current peer-link estab-
lishment process is vulnerable to relay and wormhole attacks and later propose
a peer-link establishment mechanism to secure the WMN against such attacks.
The rest of the paper is organized as follows. In section 2, we describe the worm-
hole attack in detail and its adverse effects on the network. In section 3, we
present the related work on the detection and prevention of wormhole attacks.
In section 4, we describe present our peer-link establishment mechanism to pre-
vent wormhole attacks. In section 5, we present a detailed security analysis and
finally section 6 concludes the paper.

2 Related Work

Several works have been carried out to specially address a wormhole attack in
ad hoc networks. Most of the proposed mechanisms try to detect or prevent
wormhole attacks during route discovery or data transmission. Packet Leashes
[8] is one such mechanism that defends against wormhole attacks in a network.
This mechanism can be used with any of the existing routing protocols. Typically
with each packet, a leash(an information) is added to a packet to restrict the
packet from travelling more than the maximum allowed transmission distance.
The two types of leash are geographical and temporal leashes. To accommodate
a geographical leash a node must know its location and all nodes must have
loosely synchronized clocks. The sender includes in the packet, its own location
and the time it sent the packet. The receiver compares these values to its location
and the time it receives the packet. If the clocks of both sender and receiver are
synchronized within some predefined bounds, then the receiver can compute
a distance between itself and the sender. From the distance the receiver can
estimate the minimum number of hops between the sender and itself, thereby
detecting the presence of wormhole link.

Temporal leashes require nodes to have tightly synchronized clocks such that
the maximum difference between any two nodes clocks is δ and δ must be known
by all network nodes. The sending node includes in the packet, the time at which
it sent the packet and this value is compared by the receiving node to the time
it receives the packet. The receiver can determine whether the packet travelled
further based on the supposed transmission time and the speed of light. The
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sender could also include an expiration time in the packet so that the receiver
does not accept the packet after this time.

Another alternate wormhole detection approach that uses the nodes location
information is proposed by lazos et.al [9] where only a small fraction of the
nodes need to be equipped with a GPS receiver. These special nodes are called
guards and it is also assumed that the guards have a larger radio range (denoted
by R) than the other nodes. The guards broadcast their positions in their one
hop neighborhood. Two nodes consider each other neighbor only if they hear a
threshold number of common guards. The nodes use the location information
broadcast by the guards to detect wormholes based on the following two prin-
ciples: (i) since any guard heard by a node must lie within a range of radius R
around the node, a node cannot hear two guards that are 2R apart from each
other; and (ii) since the messages sent by the guards are authenticated and pro-
tected against replay, a node cannot receive the same message twice from the
same guard. It is shown that based on these principles, wormholes can be de-
tected with probability close to one. However, the disadvantage of this approach
is that the guards are distinguished nodes in the network that differ from the
regular nodes.

EDWA [10] is an end-to-end detection of wormhole attack (EDWA) in wireless
ad-hoc networks. It proposes a wormhole detection which is based on the smallest
hop count estimation between source and destination. If the hop count of a
received shortest route is much smaller than the estimated value an alert of
wormhole attack is raised at the source node. Then the source node will start a
wormhole TRACING procedure to identify the two end points of the wormhole.
Finally, a legitimate route is selected for data communication. Distance between
the source and destination is estimated using Euclidean Distance Estimation
technique. The protocol is proposed specifically proposed for a source routing
protocol and does not work with other routing protocols and also requires the
length of the wormhole to be large to accurately detect and identify wormhole
links.

The protocol proposed in [11] to detect wormholes attacks employs local neigh-
borhood information. The network topology is assumed to be static and the links
are assumed to be bi-directional. However, they assume that the wormhole must
change the topology structure of the network and they compute edge-clustering
coefficient. The assumption is that in a dense network every two neighbours
must have a common neighbour. A wormhole node is detected by one of its
neighbours if that neighbour cannot reach one of the wormhole neighbours with-
out using that node. However, it is very possible to come up with many scenarios
with wormholes that will not satisfy any of the necessary conditions with this
approach to detect the wormhole. This will only successfully detect open worm-
holes or closed wormholes that only connect one single node with another single
node. If the wormhole connects a group of nodes ( 2) with another group of
nodes, which is the most common form of wormhole, then the protocol will not
detect the wormhole. The protocol can be shown to report high false-positive
ratio due to the kind of design methodology employed by the protocol.
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Thaier et.al. propose DeWorm [12], a protocol that uses routing discrepancies
between neighbours along a path from the source to destination along a path
from the source to destination to detect a wormhole. It is based on the observa-
tion that to have a successful impact on the network the wormhole must attract
significant amount of traffic in the network and the length of the wormhole is
significantly large. Most of the existing work tries to address the wormhole at-
tack at the network layer while the most effective way to prevent a wormhole
attack in WMN is to secure the AMPE protocol.

3 Network Assumptions and Adversary Model

3.1 Network Model and Assumptions

We consider a typical WMN architecture, where a set of mesh routers (MR’s)
form the backbone of the WMN. We assume that a public-key infrastructure
administered by a Certificate Authority (CA) exists in the network that al-
lows nodes to obtain and authenticate using digital certificates. The MR’s are
equipped with GPS systems to facilitate them to determine their location infor-
mation. Few of the MR’s are designated with an additional functionality and act
as gateway (ROOT) nodes by connecting to the Internet. Each node obtains a
valid certificate from the CA in prior to joining the network. We also assume that
a root node maintains a local directory of the certificates of all the nodes in the
network and they are updated whenever a node issues or re-issues a certificate.
Every root node also maintains a directory about the nodes that are under its
sub-network.

3.2 Adversary Model

We consider an adversary model where an adversary is capable of relaying pack-
ets with the help of an out-of-band high speed transmission link. The adversary
can also compromise an MR and collude with it to launch an FRI-Attack [7].
We also assume that an adversary is capable of generating multiple identities to
establish peer-links with nodes in the different parts of the network.

4 Proposed Peer-Link Establishment Mechanism

The proposed peer-link establishment mechanism prevents various kinds of worm-
hole attacks during the authenticated mesh-peering exchange in WMN.

4.1 Existing Peer-Link Establishment Mechanism

The mesh peering management framework enables mesh STAs to establish, man-
age and tear down peering between mesh STAs. The AMPE protocol uses Mesh
Peering Open frames, Mesh Peering Confirm frames, and Mesh Peering Close
frames to establish, manage, and tear down a mesh peering. Mesh STAs shall
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not transmit frames other than the ones used for candidate peer mesh STA dis-
covery, mesh peering management, and simultaneous authentication of equals
(SAE) to a neighboring mesh STA until a mesh peering has been established
with the mesh STA. This prevents a mesh STA from gaining unauthorized ac-
cess to the network resources. When a mesh STA discovers one or more neighbor
mesh STAs through scanning process either through beacon or probe response
frames, it may try to become a member of the mesh BSS of which the discov-
ered mesh STA is already a member, and establishes a mesh peering with that
neighbor mesh STA with the help of authenticated mesh peering exchange pro-
tocol (AMPE). The AMPE protocol requires the existence of shared pair wise
master key (PMK) security association established between two candidate peer
mesh STAs. If the shared Mesh PMKSA is not identified, the mesh STA shall
execute an authentication protocol to mutually authenticate with the candidate
peer mesh STA.

As a mesh STA accepts and processes information elements from only STAs
that are registered as peers, most of the external attacks are effectively pre-
vented. To launch any kind of external attack, the attacker should manipulate
information elements to register himself as a legitimate peer. This can be carried
out by exploiting the vulnerabilities in the peer-link management protocol that
allows an attacker to convince two nodes located far-away as peers by relay-
ing peer-link messages between them. An attacker can also gain access to the
network with the help of a single compromised node.

Table 1. Notations employed by the proposed peer-link establishment mechanism

Notation Meaning

CA Certification Authority

PosA Position locations of MRA

CertA Initial certificate issued by the CA to MRA

CertPosA Certificate with position information of MRA

Ri ith Root Node in the network

ReqCertPos An attribute for requesting a certificate with position information

RepCertPos An attribute in the packet the CertPos of a node RemLink

RemLink An attribute to tear down a peer-link

4.2 Proposed Peer-Link Establishment

For a candidate MR to establish a peer link, it should pocess a certificate with po-
sition information (CertPos). To obtain such a certificate, it initiates a peer-link
establishment process by presenting its initial certificate with location informa-
tion. A MR needs to revoke a CertPos whenever it changes its location. We
present a detailed procedure carried out by a node to obtain a CertPos. Later,
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we present the revoking of the CertPos. Finally, we present how a node uses
position enabled certificate (CertPos) to form wormhole free peer-links.

– Initial Certificate Request with Position Information A node A in-
tended to join the mesh network presents a valid certificate (CERT) issued
by CA. A node that receives a request to establish a peer-link checks for the
position information. Lack of position information indicates a node trying
to establish a peer-link for the first time. A peer node that receives CERT,
requests for a new certificate with position information (CertPos) on behalf
of the potential node intended to join the network on receiving a authentica-
tion frame with the contents ReqCertPos, Source address, Target Address,
CERT and Pos from the potential node wishing to join the network. The
request process is shown in Fig.1(a).
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Fig. 1. (a) Step one (b) Step two

On receiving a authentication request, a peer node B checks the posi-
tion information presented by A by verifying whether A is in its range of
transmission. On validating the position information it propagated the au-
thentication request to the nearest root node as only root nodes are capable
of communicating with CA. The entire request process is shown in Fig.1(b).
The peer node caches the information about A till it receives a CertPos. The
root node propagates the authentication request to the CA as shown in Fig.2
and caches the information similar to node B.

On receiving a authentication request, the CA verifies the CERT and
issues a certificate with position information in it (CertPos). The process
is shown Fig.2. CA then multicast the CertPos to every root node in the
network as shown in Fig.3.

All the root nodes that receive the packet from CA update their infor-
mation about certificates of all the nodes in the network. The root nodes
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matches the CertPos with the cached information while sending the request.
The only root node that has propagated the request packet forwards the
authentication reply packet to the node from which it has received the re-
quest packet. As the requesting node most probably joins its sub-network, it
stores the information about the node in an active directory containing the
information of nodes in its sub-network.

In the final step, when the peer node receives the reply packet with the
CertPos of node A, it checks its local cache to verify whether it has forwarded
such a request. After verifying it propagates the reply to the node that has
requested one. Finally, the new node A that has requested for a CertPos
receives one form the CA through the intermediate nodes.

– Re-issuing Certificate with modified Position Information

Whenever a node part of the network changes its position, it has to re-issue
the CertPos for establishing mesh peer links with the new peer nodes. The
procedure is similar to that of a node requesting for CertPos. It only differs
in the fourth and fifth steps. In the fourth step, when the root nodes receives
a request with the RepCertPos attribute, it checks if there exists a node in
its sub-network for which the CertPos has been already issued. If it does
exist, then the root node creates a packet with the address of the node that
requested CertPos and a RemLink attribute. The root node multicast’s the
packet to all the nodes in its sub-network.

In the fifth step, nodes in the network that receive a packet with Rem-
Link attribute act on the information if they share peer-links with the node’s
present in the packet and is marked as stale. Once this process is completed,
a new certificate with position information is issued to the requesting node.

– Peer-Link Establishment A node that possesses a CertPos wishes to es-
tablish a peer link with the nodes that it has discovered through beacon
frames or probe response frames, it sends a mesh peer link establishment
request packet with its CertPos appended to the authentication frame. The
peer nodes that receive this packet, verifies whether the node is in its range
of transmission by using the locations of the node that can it obtained
from CertPos. If it does not fall in its transmission range, it simply dis-
cards the packet. On receiving a valid CertPos (meeting transmission range
constraints), it sends a request to the nearest root node asking to validate
the CertPos of the node with which it wishes to establish a mesh peer link.
The root node that receives the validation request, verifies the CertPos and
replies accordingly. In case of a valid certificate, it updates the sub-network
directory and replies to the requesting node. On receiving the reply that
the CertPos is genuine, the node forms a mesh peer link with the requested
node.
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5 Security Analysis

Security analysis of the proposed peer-link establishment mechanism depends on
the ability to successfully thwart hidden wormhole, FRI-attack and sybil attack.
It allows MRs to accurately verify the geographical position of nodes making
authentication requests. The security of the proposed scheme is analysed for all
the above mentioned attacks.

– Hidden Wormhole Attack: In a hidden wormhole attack, an adversary
captures a peer-link establishment message and relays it to the other part
of the network. A MR that receives such a peer-link message verifies the
certificate and confirms the peer link establishment process thus forming
a non-existent peer-link. The position certificate (CertPos) issued by the
CA prevents a MR from establishing a peer-link with a node outside its
transmission range. Even though an adversary can successfully relay (in-
band or out-of-band) peer-link establishment messages, the CertPos prevents
nodes from establishing such non-existent peer-links.

– FRI-Attack: In fraudulent routing information attack, an adversary has ac-
cess to all the keying-material of a legitimate MR that is required to obtain
a valid certificate from the CA. The proposed mechanism does not prevent
an adversary from obtaining a certificate instead it prevents the adversary
from colluding with the compromised MRC . The CA that generates a re-
vised CertPos for MRC , broadcasts it to all the ROOT nodes to allow them
to update the current node information. A ROOT node that has an entry
for MRC broadcasts a message in the sub-network to allow the MRs to in-
validate the existing peer-links with such a node MRC . Even in a case where
an external adversary gains access to the network with the help of compro-
mised MR, all the nodes that share peer-links with such a compromised MR
are invalidated. Thus the proposed mechanism prevents the adversary from
exploiting and disrupting the network with the help of compromised MRs
effectively.

– Sybil Attack: A Sybil attack is the form of attack where a malicious node
creates multiple identities in the network, each appearing as a legitimate
node. It can disrupt network services like packet forwarding, routing, and
collaborative security mechanisms. The proposed peer-link establishment
mechanism inherently prevents a sybil attack as it allows a single active
instance of a node identity in the WMN.

6 Conclusion

In this paper we proposed an improved peer-link establishment protocol that
successfully prevents the peers from forming links with far-away nodes in the
network. The proposed mechanism incurs additional overhead when compared
to the existing peer-link management mechanism but it out-weighs the existing
mechanism in terms of security. It also prevents stealthy attacks such as sybil
attack, relay, FRI-attack and wormhole attack.
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Abstract. In this paper, an algorithm has been proposed to provide security to 
digital songs through wavelet transform with the help of a secure image embed-
ded with coefficients of it without changing audible quality. Sampling the hid-
den image with the help of amplitude coding for generating lower magnitude 
values is the first phase of proposed technique followed by fabrication of au-
thenticating code by embedding into lower magnitude values with selected 
coefficients of song signal generated via wavelet transform [symmetrization 
mode]. The embedded hidden secure image as well as authenticating code is 
used to detect and identify the original song from similar available songs. A 
comparative study has been made with similar existing techniques and experi-
mental results are also supported with mathematical formula based on Micro-
soft WAVE (".wav") stereo sound file.  

Keywords: Average absolute difference (AD), maximum difference (MD), 
mean square error (MSE), normalized average absolute difference (NAD), nor-
malized mean square error (NMSE), sampling image, wavelet transform. 

1   Introduction 

Improvement in digital signal processing, entertainment reaches to a new higher di-
mension with more enriched quality audio medium like song, voice, speech etc. It 
creates an opportunity for million of people to create good songs for commercial pur-
pose. Creative organizations are facing competitive market for spreading business as 
quality products involved lot of investments. People are finding easier way to put less 
effort or investing money and producing products for existence in this contemporary 
market. Even some of them are applying technology to produce similar audio songs in 
lower cost with partially or fully modification of original songs as well as ignoring the 
copy right property of audio. This intension is a frequent phenomenon for digital au-
dio/video industry with improvement of digital editing technology [4].  It is quite 
harder for a listeners to find the original from similar versions which is a big  
challenge for business men, computer professionals or concerned people to ensure the 
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security criteria of originality of songs [1, 2], protecting from releasing the duplicate 
versions. The purpose of this paper is to review this authentication problem and pro-
pose a technique to solve it. 

In this paper, a framework for protecting originality of a particular song with the 
help of secret image embedded with coefficient values of wavelet transform without 
changing its audible quality has been presented. Sampling the hidden image with the 
help of amplitude coding for generating lower magnitude distribution is the first phase 
of proposed technique followed by fabrication of authenticating code by embedding 
lower magnitude values with selected coefficients of song signal generated via wave-
let transform [symmetrization mode]. The embedded hidden secure image as well as 
authenticating code will use to detect and identify the original song from similar 
available songs. It is experimentally observed that added extra values will not affect 
the song quality but provide a level of security to protect the piracy of song signal. 

Organization of the paper is as follows. Sampling image and converting into lower 
magnitude values (in the range of 0 to 0.0011) are presented in section 2.1. Embed-
ding secret image is performed in section 2.2. The extraction is shown in section 2.3. 
Experimental results are given in section 3. Conclusions are drawn in section 4. Ref-
erences are given at end. 

2   The Technique 

The scheme fabricates the secure hidden image with help of wavelet transform fol-
lowed by generating authenticating code. Sampling image and Embedding Secret 
Image (IAWT-ESI), two methodologies of the technique are given in section 2.1 and 
section 2.2 respectively. 

2.1   Sampling Image 

Sampling of image is to produce set of lower intensity values to add with the selected 
coefficient values of song signal in wavelet domain has been fabricated with authenti-
cated code. Let, Im is an two dimensional image with length p and width q. Im(x,y) is 
the intensity value of pixel position(x, y). If Im is two dimensional gray image, it 
should contain only the color value B (Black). If Im is a color image, it should contain 
the color information of R (Red), G (Green), B. Let, Im is a gray image of size (p X q). 
Each pixel position should contain the color information of B. Let, V is the color val-
ue of pixel position (x, y). It, therefore, should hold the value in the range of 0 to 255 
i.e. 8 bits information. The intensity value of each pixel of taken gray image can be 
represented into a set of small amplitude values as described in the following steps. 

Step 1:   Let, V is the intensity value of pixel position (x, y). Separate V into individu-
al digits. Represent the generated individual digits by small magnitude values as fol-
lows 

0 will be represented by 0, 1 by 0.0001, 2 by 0.0010, 3 by 0.00011, 4 by combina-
tion of two values (0.0010, 0.0010), similarly n (3<n<=9) is represent by following 
way   
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i. Divide n by 2 to produce two integers (result+0.5) and (result-0.5)  
respectively.  

ii. Repeat above step i for each produced integer until generated results come 
under the range [0, 3] and then, represent the result as a set of small mag-
nitude values as above representation. 

Step 2:    Repeat step 1 until all intensity values of pixels of taken image is converted 
into set of small magnitude values. 
 

Let, Val is set of small magnitude values generated from converting intensity of im-
age of size (l × k), where values of (l × k) would be calculated based on division of 
individual digits as well as (p × q). The process will be same if the image is color 
image where above process will be applied repetitively for color values R, G and B 
respectively. 

2.2   Embedding Secret Image (IAWT-ESI)  

The method of embedding secret image with original song is described with the help 
of wavelet transform is fabricated with embedding image with coefficient components 
of the amplitude signal without affecting its audible quality. The procedure of gene-
rating secret signal is depicted in the following algorithm. 
 

Algorithm 
 

Input:  Original song signal and sampled values of image (Val). 
Output: Modified song signal with embedding image.   
Method: Separating amplitude and phase of original song and applying single-level 
discrete 2-D wavelet transform [symmetrization mode] are described in the following 
steps. 

Step 1: Separating phase and amplitude signal from original song. 
Step 2: Apply single-level discrete 2-D wavelet transform [symmetrization mode] 
over amplitude and phase signals to generate the approximation coefficients matrix 
approximation coefficients (CA) and details coefficients matrices horizontal detail 
coefficients (CH), vertical detail coefficients (CV), diagonal detail coefficients  
(CD) for each of them. The mathematical expressions of the wavelet transform are as 
follows. 

A signal, f(t), can be represent using wavelet transform as given in equation 1. 

  (1) 
 

Where both m and n are integer and ψm,n(t) represents successive scaled and dilated 
versions of a single wavelet function ψ(t) [mother wavelet] [5]. The wavelet basis 
functions can be formulated with the help of mother wavelet as given in equation (2). 

                        (2) 
 

The above factor /22 m−  usually maintains a constant relationship, i.e., the wavelet 
basis is independent of scale m and represents the successive partitioning of signal’s 
spectrum throughout wavelet scaling and dilations. In case of iterative wavelet trans-

/2
, ( ) 2 (2 )m m

m n t t nψ ψ− −= −

, ,( ) ( )m n m n
m n

f t C tψ=
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form, real-valued coefficients, i.e., ,m nα are used. The approximation and wavelet 

coefficients ,m nc and ,m nα can be represented as follows: 

                             (3) 
 
 

                        (4) 
 
Where h and g are low pass FIR and high pass FIR filters respectively [7]. For the 2-
D DWT separate horizontal and vertical audio signal filtering and downsampling are 
needed. The 2-D DWT produces four sub-bands at each level of analysis. The first is 
the scaling of the input audio signal (CA) and the remaining three are the detail  
coefficients at the horizontal (CH), vertical (CV) and diagonal (CD) directions  
respectively. 
Step 3: It is experimentally observed the values of diagonal detail coefficients (CD) 
for both amplitude and phase signals of original song are less difference. If we make 
the both values of CDs equal then, no affect on audible quality has been proved [8]. If 
the difference values of two CDs become higher for a particular audio, then more 
higher level discrete 2-D wavelet transform in symmetrization mode may be applied 
as required. 
Step 4: Embedding image sampled values with diagonal detail coefficients (CD) of 
amplitude signal as given below. 

i. Add ith sampled value ,Val, with kth position of CD as follows 
CD[k,C] =CD[k,C] + Val [i] , where C indicates the channel number,    
                                  In case of mono type song C is not  
                                                     needed 

ii. Add next value of Val after n positions from kth position of the alterna-
tive channel (if previous inserted value at C=1, then C=2, or vice versa) 
of CD, where n represents gaps between two consecutive embedded po-
sitions. The value of n is after adding 0 is 1, after 0.0001 is 2, after 
0.0010 is 3 and after 0.0011 is 4. 2 additional gaps will added when all 
parts of magnitude values of a particular intensity value is appended 
with CD for separating from next intensity value as well as another 2 
gaps will be added after inserting all individual digits of each intensity 
value of image.  

ii. Repeat above step i until all values of Val are not added with CD. 
 

Step 5: Reconstruct the both amplitude and phase signal using the inverse DWT out 
of calculated wavelet and scaling coefficients and generate song signal with recon-
structed amplitude and song signals. 
 

Though the inserted magnitude values of Val (of image) are very small, therefore, 
appending extra values with original song (cover song) will not affect its overall audi-
ble quality but able to separate the original song from the similar songs. 

, 2 1,( )m n n k m k
k

t hα α− −= 
, 2 1,( )m n n k m k

k

c t g c− −= 
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2.3   Extraction 

The decoding is performed using similar mathematical calculations. The algorithm of 
the same is given below. 

Algorithm: 
Input:   Modified song signal with embedded image sampled values. 
Output:  Original song signal. 
Method:  The details of extraction of original song signal are given below. 
 

Step 1:  Separate amplitude and phase from song signal and find the diagonal detail 
coefficients (CD) as step 1 and 2 of embedding secret image [section 2.2].  

Step 2:  if 1 gap found between unequal values of two CDs then added digit is 0 , if n 
gaps found then digit is (n+1), where 0>=n>=3, if additional 2 gaps found, 
add the all previous digits to get the individual digit of intensity value. Again 
additional gaps 2 found then put previous individual digit side by side to get 
the final intensity value. 

Step 3:  Deduct the extra value from particular channel of CD[ extra value should be 
added or subtracted based on negative or positive magnitude value of the 
channel] of amplitude signal comparing with CD of phase signal. 

Step 4:  Repeat step 2-3 until all extra values are deducted from CD’s component of 
amplitude signal. 

Step 5:  Reconstruct the both amplitude and phase signal using the inverse DWT out 
of calculated wavelet and scaling coefficients and generate song signal with 
reconstructed amplitude and song signals. 

3   Experimental Results 

Encoding and decoding technique have been applied over 10 seconds recorded songs, 
the song is represented by complete procedure along with results in each intermediate 
step has been outlined in subsections 3.1.1 to 3.1.4. The results are discussed in two 
sections out of which 3.1 deals with result associated with IAWT and that of 3.2 gives 
a comparison with existing techniques. 

3.1   Results 

For experimental observation, a strip of 1 minute song (‘The Catalyst’, sang by Linkin 
Park) has been taken. Figure 1 shows amplitude-time graph of the original signal. 
Figure 2 is representing the concealed image. IAWT is applied on this signal and the 
output generated in the process is shown in figure 3. Figure 4 shows the difference of 
amplitude values before and after modification of original song. From figure 4 it is 
seen that the deviation of the modified song signal is very less, i.e., its audible quality 
will not be affected at all.  

3.1.1   Original Recorded Song Signal (1 Minute) 
The graphical representation of the original song, considering sampled values 
(441000) of x(n,2) [stereo type song] is given in the figure 1(a). Figure 1(b) and 1(c) 
are shown amplitude and phase signals respectively.  
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3.1.2   Hidden Image 
The concealed image is shown in the figure 2. 

 

Fig. 2. Hidden Image (‘Coleen Gray’) 

3.1.3   Modified Song after Embedding Secret Image (1 Minute) 
The graphical representation of the modified authenticated song signal is shown in the 
figure 3. 

 

Fig. 3. Modified song with embedded image 

3.1.4   The Difference of Magnitude Values Between Original and Modified 
The graphical representation of the difference of magnitude values of original and 
modified songs is shown in the figure 4. 

Fig. 1(b). Amplitude signal                             Fig. 1(c). Phase signal                 
P

hase 

    Fig. 1(a). Original song (‘The Catalyst’, sang by Linkin Park)               
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Fig. 4. The sampled values difference between signals figure 1 and 2 

3.2   Comparison with Existing Systems 

Various algorithms [5] are available for embedding information with audio signals. 
They usually do not care about the quality of audio but we are enforcing our authenti-
cation technique without changing the quality of song. A comparison study of proper-
ties of our proposed method with Data Hiding via Phase Manipulation of Audio  
Signals (DHPMA)[3] before and after embedding secret message/modifying parts of 
signal (16-bit stereo audio signals sampled at 44.1 kHz) is given in table 1,  table2 and 
table3. Average absolute difference (AD) is used as the dissimilarity measurement 
between original song and modified song to justify the modified song. Whereas a 
lower value of AD signifies lesser error in the modified song. Normalized average 
absolute difference (NAD) is quantization error is to measure normalized distance to a 
range between 0 and 1. Mean square error (MSE) is the cumulative squared error 
between the embedded song and the original song. A lower value of MSE signifies 
lesser error in the embedded song. The SNR is used to measure how much a signal 
has been tainted by noise. It represents embedding errors between original song and 
modified song and calculated as the ratio of signal power (original song) to the noise 
power corrupting the signal. A ratio higher than 1:1 indicates more signal than noise. 
The PSNR is often used to assess the quality measurement between the original and a 
modified song. The higher the PSNR represents the better the quality of the modified 
song. Thus from our experimental results of benchmarking parameters (NAD, MSE, 
NMSE, SNR and PSNR) in proposed method obtain better performances without 
affecting the audio quality of song. 

Table 1. Metric for different distortions 

Sl  
No 

Statistical parameters 
for differential distortion 

Value using 
IAWT 

Value using 
DHPMA 

1 MD 0.1431 0.1854 
2 AD 0.0320 0.0294 

3 NAD 0.1421 0.1910 
4 MSE 8.341e-004 0.0017 
5 NMSE 0.0835 1.5271e-005 
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Table 2 gives the experimental results in terms of SNR (Signal to Noise Ratio) and 
PSNR (Peak signal to Noise Ratio). Table 3 represents comparative values of Norma-
lized Cross-Correlation (NC) and Correlation Quality (QC) of proposed algorithm 
with DHPMA.  

Table 2. SNR and PSNR 

Sl 
No 

Statistical parameters for 
differential distortion 

Value using 
IAWT 

Value using 
DHPMA 

1 Signal to Noise Ratio (SNR) 18.4331 20.0130 

2 Peak Signal to Noise Ratio (PSNR) 31.5487 27.5231 

Table 3. Representing NC and QC 

Sl 
No 

Statistical parameters for cor-
relation distortion 

Value using 
IAWT 

Value using 
DHPMA 

1 Normalised Cross-Correlation (NC) 1 1 

2 Correlation Quality (QC) -0.0719 -0.0721 

 
The Table 4 shows PSNR, SNR, BER (Bit Error Rate) and MOS (Mean opinion 

score) values for the proposed algorithm. Here all the BER values are 0. The figure 5 
summarizes the results of this experimental test. It shows this algorithm’s perfor-
mance is stable for different types of audio signals. 

Table 4. Showing SNR, PSNR BER, MOS 

Audio 
(1s) 

SNR PSNR BER MOS 

Song1 18.4331 31.5487 0 5 

Song2 13.5429 31.2436 0 5 

Song3 16.4528 32.3481 0 5 

Song4 22. 9687 35.3215 0 5 

Song5 14.2487 28.5905 0 5 

 
This quality rating (Mean opinion score) is computed by using equation (5). 

          5

1
Q u a l i ty

N S N R
=

+ ∗
                                               (5) 

Where N is a normalization constant and SNR is the measured signal to noise ratio. 
The ITU-R Rec. 500 quality rating is perfectly suited for this task, as it gives a quality 
rating on a scale of 1 to 5 [6]. Table 5 shows the rating scale, along with the quality 
level being represented. 
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Fig. 5. Performance for different audio signals 

Table 5. Quality rating scale 

Rating Impairment Quality 
5 Imperceptible Excellent 
4 Perceptible, not 

annoying 
Good 

3 Slightly annoying Fair 
2 Annoying Poor 
1 Very annoying Bad 

4   Conclusions and Future Work 

In this paper, an algorithm for generating the hidden authenticating code with the help 
of wavelet transform for selected coefficient of song signal and embedding secret 
image in the specified region of that coefficient has been proposed which will not 
affect the song quality but it will ensure to detect the distortion of song signal charac-
teristics. The modified song with authenticated secret image will not affect the song 
quality but ensure to detect the distortion of song signal characteristics. 

This technique is developed based on the observation of characteristics of different 
songs but the mathematical model for representing the variation of those characteris-
tics after modification may be formulated in future. It also can be extended to embed 
an audio into song signal instead of image or numeric values. The perfect estimation 
of percentage of threshold numbers of sample data of song that can be allow to 
change for a normal conditions will be done in future with all  possibilities of errors. 
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Abstract. Wireless sensor network (WSN) is basically a wireless network, 
comprised of a large number of sensor nodes which are densely deployed, small 
in size, lightweight and portable. AODV is a well known, standardized routing 
protocol used in WSNs. AODV is subject to several attacks like black hole, 
worm hole, mad in the middle etc. Several Intrusion detection systems (IDS) 
have been proposed which successfully detect these attacks. Among these IDSs 
signature based and anomaly based are simple in nature but generate false 
alarms. To cater to this issue, recently specification based IDS is proposed for 
WSNs which have low false alarms yet detect most of the attacks. Lots of 
works have been reported on enhancement of AODV to improve throughput, 
PDR, NRO, End to End delay, power etc. Power Aware AODV (POW-AODV), 
enhances WNSs from the perspective of lifetime of nodes (in terms of power). 
In this paper we show that POW-AODV gets subject to more vulnerability, 
compared to AODV, in the effort to reduce power. Such attacks reduce life time 
of nodes instead of increasing them. Following that we propose a specification 
based IDS for this protocol to detect these vulnerabilities.  

Keywords: Wireless Sensor Network, Ad-Hoc on Demand routing protocol, 
Fault-Tolerance. 

1   Introduction 

Now-a day’s wireless technology has become very popular because of the 
convenience that comes with its use. Wireless sensor network (WSN) [1], [2] is 
basically a wireless network, is comprised of a large number of sensor nodes which 
are densely deployed, small in size, lightweight and portable. The WSNs are used in 
various important fields, like forest fire detection, flood detection, military purposes, 
tracking and monitoring doctors and patients inside a hospital, home application, 
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commercial application etc. Wireless network is highly dynamic. Topology changes, 
link breakage, node failure happen quite frequently. That is why routing is an 
important factor in case of wireless network. If nodes are within the range then 
routing is not required. Otherwise routing protocol is necessary because routing 
protocols specify that how routers communicate with each other. Routing protocols in 
wireless sensor networks are subdivided into proactive routing protocol and reactive 
routing protocol. Reactive protocols find the route only when there is data to be 
transmitted. As a result, it generates low control traffic and routing overhead. On the 
other hand, proactive protocols find paths in advance for all source and destination 
pairs. Also periodically exchange topology information to maintain them. AODV, 
DSR are the examples of reactive protocol and OLSR and DSDV are examples of 
proactive protocol. 

Wireless network is not controlled in a centralized manner. It is really tuff to give 
protection the individual nodes. Inherent properties of ad hoc networks make them 
vulnerable. Malicious nodes can exploit these vulnerabilities to launch various kinds 
of attacks. So, Intrusion Detection Systems (IDS) [3] have become an essential 
component of computer security to detect attacks. IDSs are categorized in two major 
ways, the first one is based on location of deployment and the second one is based on 
attack detection methodology. Depending on the location of deployment, again IDSs 
are classified as Host-based Intrusion Detection System (HIDS) and Network-based 
Intrusion Detection System (NIDS). Depending on attack detection methodology, 
IDSs are divided into signature based, anomaly based and specification based. A 
signature based IDS will monitor data packets of the network and try to match them 
with the attributes of known malicious threats. Anomaly detection is a process which 
compares the data packets with some statistics. Signature based and anomaly based 
IDSs are very popular for a decades. But these two IDSs generate high number of 
false alarm. Also a few types of attacks are there which neither match with the pattern 
nor follow the statistics. To avoid this problem specification based IDSs are 
introduced.  

In this paper we give a look on Ad-hoc On-Demand Vector (AODV) [4] routing 
protocol. Here we will introduce specification based IDS for this protocol. AODV is a 
very well known standardized reactive routing protocol. AODV’s performance is 
measured in terms of parameters, like throughput, Packet Delivery Ratio (PDR), 
Normalized Routing Overhead (NRO), End to End delay, power etc. Lots of work has 
been done on enhancement of AODV to improve the quality of service of these 
parameters. While these enhancements have improved quality of service in WSNs, 
they have also lead to new vulnerabilities. Tan et al. have proposed POW-AODV in 
[32], which is able to provide more throughput than AODV. In this paper we will 
concentrate on POW-AODV and try to find out the vulnerabilities, also try to develop 
an event based IDSs for WSNs targeting attacks that arise due to enhancements of 
routing protocols.  

2   IDS for Wireless Sensor Network 

Intrusion stands for unauthorized access. The purpose of IDS is to define a boundary 
between authorized and unauthorized activity. Intrusion Detection Systems (IDSs) 
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detect this type of access. A number of IDSs have been proposed to mitigate various 
kinds of attacks in WSNs. So, IDS have become an essential component of computer 
security to detect malicious attacks before they affect the wide network and/or system. 
There are two major ways for categorization of IDSs – i) based on location of 
deployment and ii) based on attack detection methodology. Depending on the location 
of deployment, IDS are classified as Host-based Intrusion Detection System (HIDS) 
and Network-based Intrusion Detection System (NIDS). A Host-based IDS monitors 
and analyzes internals of a computing system but a network-based IDS try to detect 
malicious activities by monitoring network traffic. Depending on attack detection 
methodology, IDSs are categorized as signature based [5], anomaly based [6] and 
event/specification based [7]. Signature based IDSs evaluate network traffic for well-
known patterns or signatures to detect attacks. Unlike anomaly based IDSs, signature 
based IDSs have good detection rate only for known attacks. Its drawback is the 
inability to detect previously unseen attacks. Anomaly based IDS refer to the problem 
of identifying patterns in data that do not conform to expected or normal behavior. 
These non-conforming patterns are often referred to as anomalies, outliers and 
exceptions. This IDS has two phase–training phase and testing phase. These two 
detection systems are simple and very well known but both of them generate a high 
degree of false alarm. But specification based has been proposed as a promising 
alternative that combine the strengths of misuse and anomaly detection. Specification 
based IDSs use a set of rules to detect attacks. This IDS has the potential to detect 
previously unknown attacks. Anomaly based detection is capable of detecting novel 
attacks, but suffers from a high rate of false alarms. This is the main advantage of 
specification based system. It generates minimum false alarm in comparison of other 
two IDS. In this paper, we will apply specification-based techniques to monitor the 
AODV routing protocol.  

3   The Ad-Hoc On-Demand Distance Vector Protocol 

AODV is a well-known reactive and stateless routing protocol used in sensor 
network. The reactive routing protocols create and maintain routes only on demand. 
That is, routes between nodes are built when the source node desire. Reactive 
protocols usually use distance-vector routing algorithms. In our paper we will mainly 
concentrate on AODV protocol. It uses traditional routing tables and sequence 
numbers to determine the freshness of routes. An important feature of AODV is that a 
routing entry not recently used is expired. AODV uses mainly three control packets: 

 • Routing request message (RREQ) is broadcasted by a node requiring a route to 
   another node,  
• Routing reply message (RREP) is unicasted back to the source of RREQ, 
• Route error message (RERR) is sent to notify other nodes of the loss of the link  

AODV uses periodic HELLO messages to inform the neighbors that the link is still 
alive. AODV is vulnerable to different kinds of attacks. 

When a source node requires a route to a destination it broadcasts a route request 
(RREQ) packet across the network. After receiving the RREQ a node may unicast a 
reply message (RREP). This node may be the destination node or may be an 
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intermediate node. If it is a intermediate node then it only rebroadcast the message. If 
the nodes receive a RREQ which they have already processed, they do not forward it 
again and discard the RREQ. In AODV sequence number plays an important role. 
Sequence number Sequence number is increased under two conditions: i) when the 
source node initiates RREQ and ii) when the destination node replies with RREP. 

Figure.1 illustrates the flow of the RREQ and RREP messages in a scenario 
wherein a node A wants to find a route to a node D. (Initially, nodes A, B, C and D do 
not have routes to each other). Node A broadcasts a RREQ message (a), which 
reaches to node B. Node B then re-broadcast the request (b). Node C receives the 
messages and broadcasts the message (c), which arrives at the destination node D. 
Last, D unicasts back the RREP message to A. We call these RREQ and RREP 
packets a request-reply flow. 

A

B

C

D
a

b

c

d*

c*

b*

RREQ Broadcast

RREP Unicast  

Fig. 1. Example of an AODV Scenario 

Lots of work has been done on enhancement of AODV to improve quality of 
service. Performance of AODV have been measured in terms of parameters, like 
throughput [8], Packet Delivery Ratio (PDR) [9], Normalized Routing Overhead 
(NRO) [10], End to End delay [11], power [13]etc. In this paper we will consider the 
parameter power. 

4   Enhancements of AODV for Power Aware Routing and 
Vulnerabilities 

Tan et al. [13] have proposed Power Aware AODV (POW-AODV), which is able to 
provide more throughput than AODV and can make better use of the limited battery 
power available, is an extension or modified version of AODV. 

POW-AODV approach considers a cost function based on the availability of the 
battery power. Here, the cost function of the overall route is the sum of the cost 
functions of the individual nodes along the route. The aim of PAW-AODV is to apply 
such an algorithm on AODV that can find a route with the least cost. 
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A B D
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RREQ Broadcast

RREP Unicast

 

Fig. 2. Example to illustrate PAW-AODV 

In Figure.2, A, B, C, D are some nodes of the WSN. Values of remaining battery 
life time corresponding to the nodes are also given in the figure (e.g., 100 Joules for 
A). RREQ and RREP sequences when A wants to communicate with D are shown in 
the same figure. In PAW-AODV more than one path from A to D will be found 
because intermediate nodes do not drop multiple RREQs with same source IP and 
Request ID.  

i) RREQ   ABD 
ii) RREQ ABCD 
The paths are generated are listed below: 
i) ABD 
ii) ABCD 
iii) ACD 
iv) ACBD 

As discussed before, in POW-AODV cost function depends on the minimum 
remaining power of a node in a path, which is given in Table 1 for the example of 
Figure.2. 

Table 1. Minimum remaining power of a node in a path for the example of Figure.2 

Route Minimum Remaining Power 
(Joules) 

ABD 100  
ABCD 70 
ACD 70 

ACBD 70 
 
As path ABD has the maximum remaining power it will be considered and RREP 

will be unicasted through the path DBA. 
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A B D

C

100 120 50

70
RREQ Broadcast

RREP Unicast

M 200

 

Fig. 3. Illustration of an attack against POW-AODV 

POW-AODV enhances WSNs from the perspective of lifetime of nodes (in terms 
of power). However, POW-AODV can be easily exploited by attackers to do the 
reverse, i.e., use paths having nodes with less remaining battery power, thereby 
reducing lifetime of some nodes.  Figure 3 illustrates such a case. In Figure.3, again 
we consider the same situation of Figure 2. But here one malicious node M exists 
between node C and D. In this case, when RREQ reaches D via A,C,M the cost 
function value should be 70 (due to low remaining power of C), however, M makes it 
200 Joules.  

This erroneously tells D that path “ACMD” can be taken considering remaining 
battery life time perspective. It may be easily noted that this path would lead to 
depletion of   power of node C much faster than expected. 

In this paper we will propose a scheme which will detect that type of malicious 
attacks. A number of Sensor Monitors observe the networks and maintain some 
search table from which monitor can say that this is a malicious attack or not. Then 
we try to resolve this problem. 

5   Specification Based IDS for Vulnerabilities of POW-AODV 

A sensor network is composed of a large number of sensor nodes. Sensor Monitors 
(SMs) observe and tracing RREQ and RREP messages in a request-reply flow and 
also try to detect unauthorized access. One SM covered a few number of sensor 
nodes. Each request-reply flow could have several branches and network monitor 
maintains a sensor table to trace the branches. When this monitor observed a new 
request (RREQ) packet, it searches the sensor table and tries to collect the details of 
the new packet. If SM is failed to match this current packet with the previous packet 
in sensor table, it contacts with its’ neighbor SMs. If one of neighboring monitor give 
response, SM receives the details of its’ previous packet as well as insert a new entry 
into the sensor table. Otherwise monitor consider it as an attack. Similarly, SM is also 
efficient to detect anomaly in case of reply (RREP) message. In case of AODV nodes 
receive a RREQ which they have already processed, they just drop the packet. Since, 
PAW-AODV wants to find a route with the least cost. So, it allows RREQ message to 
proceed even if this message has already processed. A SM then employs a finite state 
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machine (FSM) to find out unmatched request or/and reply messages. Before 
discussing about the function of this state machine we have to enlist some basic 
assumption. May be these assumptions minimize the area of applications but in this 
paper we wish to work with these limitation. Basic assumptions are listed below: 

• The MAC address of the nodes & the associated IP addresses are fixed & 
real, a table is maintained by the network monitors which contain the 
addresses.  

• The network monitors pass messages securely & are authenticated to protect 
against spam.  

• Every node must forward or respond messages to its neighbor using some 
protocol which must be performed within some time threshold.  

• Every node must be under the preview of one network monitor at a particular 
instant of time which can be changed dynamically.  

• There may be few nodes not responding the broadcast message, which will 
not affect the usual functionality. 

5.1   Basic Block Diagram of a Sensor Monitor 

Sensor network is comprised of a large number of sensors which is monitored by 
some sensor monitors. Sensor monitors observe route request (RREQ) and route reply 
(RREP) messages. Figure 4 illustrates the block diagram of sensor monitor. 

Search Table

FSM Monitor

Sensor Node Sensor Node
AODV Packet

SENSOR MONITOR

Access
Packet

 

Fig. 4. Basic Block Diagram of Sensor Monitor 

A sensor monitor maintains the record of the RREQ and RREP messages last 
received by each monitored node. Sensor monitors are stored the records as in a table 
format, which is called sensor table. When SM observes a new AODV packet it 
searches its sensor table and try to find out the previous packet of this packet. If 
sensor table is cannot provide the data to match the current packet with its previous 
packet then it will ask its neighboring monitors. If SM receives answer from one of its 
neighboring SM then no problem but if SM is unable to trace the previous packet then 
it detects it as an unauthorized access. SM also can mark out the problem like node 
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failure or link failure and mention these as a RRER. Another part of SM is FSM 
Monitor. Search table decides the state with the help of this FSM monitor. 

 

Fig. 5. FSM to detect unmatched RREQ and RREP messages 

5.2   Working Steps of Finite State Machine 

Each sensor monitor uses a finite state machine (FSM) for detecting unauthorized 
RREQ and RREP messages. Figure 5 describes that type of state machine.  
 

1. RREQ message is broadcasted from the source and go to RREQ Forwarding 
state.  

2. When a packet move from one node to another node than sensor monitor sniff 
this packet and match with the sensor table.  

3. If sensor monitor is able to find out that this packet is already registered then it 
allows the packet to move further.  

4. If packet is not matched then the sensor monitor asks its neighbor monitors. 
Neighbor monitors search it in their sensor table. If the monitor get the details of 
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the packet then the monitor update its sensor table and allows the packet to go 
ahead. But if the detail of the packet is not found then monitor declared this is 
an incorrect forwarding. Then it goes to Attacks state. 

5. If it is matched with the previous record then go to DESTINATION. 
6. Reply message is unicasted from destination and go to RREP Forwarding state. 
7. Step 2, 3, 4 are also same for RREP packet. 
8. If any link or node is nor responding at the time of RREQ forwarding and RREP 

forwarding. 

6   Conclusion and Future Work 

In this paper we concentrated on Power Aware AODV (POW-AODV), which is an 
enhancement of AODV routing protocol to improve the quality of service for wireless 
sensor network. In normal case it gives far better result than that of traditional AODV. 
But POW-AODV is not enough concern about unauthorized access. As a result 
performance of POW-AODV is poor than that of traditional AODV if any malicious 
attacks will happen. In our paper we state that POW-AODV can hamper by what type 
of attack. Also try to introduce a detection mechanism system for this protocol. This 
mechanism system will able to find out the unauthorized access.  

In our paper we state the possible vulnerabilities but a number of vulnerabilities 
can happen. In future we will study the different types of vulnerabilities and try to 
improve the detection mechanism system for these type of attacks. Further simulation 
needs to be done to show that POW-AODV with this detection mechanism performs 
well than the original at the time of unauthorized access.  
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Abstract. This research focuses on development of Grammar mapping tech-
nique and Rules Based Machine Translation (RBMT) approach for English to 
Hindi machine translator. Development of a machine translation (MT) system 
typically demands a large volume of computational resources. Rule based MT 
systems require extraction of syntactic and semantic knowledge in the form of 
rules. In this research I have to focus on grammar matching rule of both type of 
language (Source language and Target language).  

Keywords: Machine translator (MT), Grammar mapping technique(GMT), 
Rules based machine translator(RBMT), Subject verb object(SVO), Subject ob-
ject verb (SOV). 

1   Introduction 

Machine Translation (MT) is the process of translating text units of one language 
(source language) into a second language (target language) by using computers. In our 
approach, we focused on Grammar mapping of source language (English) to target 
language (Hindi). Under Grammar Mapping technique (GMT) we defined English to 
Hindi translation rules according to tense of sentences. We also focused on meaning 
of same word in English have different meaning in Hindi according to their gender. 
For instance, in English a verb going is used for both masculine and feminine noun 
but in Hindi translation going word translate according to gender of noun (For mascu-
line noun- jaa raha and feminine noun- jaa rahi ). 

The need for MT is greatly felt in the modern age due to globalization of informa-
tion, where global information base needs to be accessed from different parts of the 
world. Although most of this information is available online, the major difficulty in 
dealing with this information is that its language is primarily English. Starting from 
science, technology, education to manuals of gadgets, commercial advertisements, 
everywhere predominant presence of English as the medium of communication can be 
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easily observed. This world, however, is multi-lingual, where different languages are 
spoken in different regions. This necessitates the development of good MT systems 
for translating these works into other languages so that a larger population can access, 
retrieve and understand them. 

2    Problem Definitions and Proposed Solution 

English is a highly fixed order language with undeveloped morphology. In English 
language structure of sentence is Subject + Verb + Object (SVO). Hindi language is 
morphologically rich and relatively free word order. In Hindi language default sen-
tence structure is Subject + Object + Verb (SOV). In addition, there are many stylistic 
differences. In translation process we have to organize target words of sentence ac-
cording to their grammar. There are many differences in between English and Hindi 
which makes translation process difficult.  

Machine Translation presents many challenges, of which the biggest is the ambigu-
ity of English language. MT systems have to deal with ambiguity and various other 
Natural Language phenomena. In addition, the translation divergence between the 
source and target language makes MT a bigger challenge. This is particularly true of 
widely divergent languages such as English and Hindi languages.  

2.1   Example Based Machine Translation (EBMT) 

Example based machine translation is one such response against traditional models of 
translation. Like Statistical MT, it relies on large corpora and tries somewhat to reject 
traditional linguistic notions (although this does not restrict them entirely from using 
the said notions to improve their output). 

2.2   Statistical- (or Corpus-) Based Machine Translation (SBMT) 

Statistical translation models are trained on a sentence-aligned translation corpus, 
which is based on n-gram modeling, and probability distribution of the occurrence of 
a source-target language pair in a very large corpus. 

2.3   Rule-Based Machine Translation (RBMT) 

Here large number of rules is used for analysis and representation of the meaning of 
the source language texts, and the generation of equivalent target language texts. 

2.4   Hybrid MT 

In this approach, we merge two or more different machine translation approach  
for getting a correct sense of target language. For the solution of better output we fal-
low hybrid approach of Grammar mapping technique and Rules Based Machine 
Translation.  

In a grammar mapping technique we define a grammar mapping rules for both lan-
guage (source language and target language). Under the mapping technique we define 
a translation rules for source language to target language. 
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Ex-        I   am  going.    <English sentence> 

       म ै   जा रहा  हँू   <िहन्दी  अनुवाद> 

Here grammar of English sentence is SE<noun><aux><verb>  
and the corresponding grammar of Hindi sentence is   
SH<noun><verb><aux>.  

Under this grammar mapping technique we define a all English to Hindi translation 
rules. 

For getting quality output of translator, it is necessary to create a strong database. 
In a Hindi language meaning of maximum word depends on its previous or next word 
or sense of sentence. So it is necessary to write a all meaning of word in a database. 

Ex--   meaning of English word “You” is    तुम, तुम्हें, तुमको, तुमने etc . 

3    System Description 

In a grammar mapping technique we define a grammar mapping rules for source to 
target language. Here we define a grammar mapping rules for one word, two word, 
and three word sentences. 

3.1.1   One Word Sentences 
One word sentences work like a dictionary. In one word sentences part of speech of 
source to target language not changed. There are some examples of one word sen-
tences. 

Come              <verb>                आना 
Intelligent      <adjective>     बुिद्धमान 

Was               <aux verb>      था 
There             <adverb>       वहाँ 
And               <conjunction>    और 

3.1.2   Two Word Sentences 
In a two word sentences grammar mapping rules and there example are – 

    SE  < noun  ||  pronoun> < verb > 

    SH  < noun  || pronoun > < verb >  

           I play         (English sentence) 

           मै  खेलता हँू  ( िहन्दी  वाक्य)  
 Alignment     ((1,1),(2,2))  
 

  SE  < adj > < noun >       
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  SH   < adj > < noun >     

          Beautiful  color        ( English sentence) 

          सुन्दर रंग ( िहन्दी  वाक्य )  

         Alignment     ((1,1),(2,2)) 
 

   SE  < aux > < noun  || pronoun >  

   SH  < noun  || pronoun > < aux > 

           Is   Ram          (English sentence) 

           राम है ( िहन्दी  वाक्य )  
          Alignment     ((1,2),(2,1))  
 

   SE  < verb > < adverb >                                    

   SH  < adverb > < verb >                                

           Go there          (English sentence) 

           वहाँ जाओ ( िहन्दी  वाक्य )  
          Alignment     ((1,2),(2,1)) 

3.1.3   Three Word Sentences 
In a three word sentences grammar mapping rules and there example are – 

SE  < noun || pronoun > < aux > < verb >                             

SH  < noun || pronoun > < verb > < aux >  

        Ram is going    (English sentence) 

        राम जा रहा है ( िहन्दी  वाक्य )  
    Alignment    ((1,1),(2,3),(3,2))         
SE  < noun || pronoun > < verb > < adverb >                             

 SH  < noun || pronoun > < adverb > < verb >  

       You go there    (English sentence) 

       तुम  वहाँ  जाओ  ( िहन्दी  वाक्य )  

   Alignment    ((1,1),(2,3),(3,2)) 

SE  < aux > < pronoun > < noun >                             

SH  < kya > < pronoun > < noun > < aux> 

       Is he ram          (English sentence) 

       क्या वह राम है ( िहन्दी  वाक्य )  

   Alignment    ((0,1),(1,4),(2,2),(3,3))       

SE  <aux > < noun || pronoun > < verb > 

 SH  <kya > < noun  || pronoun > < verb> < aux> 
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        Is   he   going         ( English sentence) 

        क्या वह जा रहा है ( िहन्दी  वाक्य )  

    Alignment    ((0,1),(1,4),(2,2),(3,3)) 

SE  < wh > < aux > < noun || pronoun >  

SH  < noun  || pronoun > < wh > < aux> 

       Who are you    ( English sentence) 

       तुम कौन हो ( िहन्दी  वाक्य )  

   Alignment    ((1,2),(2,3),(3,1)) 

SE  < please > < verb > < adverb >  

SH  < please > < adverb > < verb> 

       Please go there    ( English sentence) 

       कृप्या उधर जाओ ( िहन्दी  वाक्य )  

   Alignment    ((1,1),(2,3),(3,2))   
Under this grammar mapping technique, define English to Hindi translation rules. 

4   System Architecture 

The system architecture, as shown in figure 1, has the following stages through which 
the source text is passed. 

 

Fig. 1. System Architecture of translator 
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4.1    Tokenization 

Tokenization consist user interface which takes English sentence from user and to-
kens generator that divide given sentence into words. Tokens are separated by using 
break characters like space, comma, question mark etc. 

4.2   Translation Engine 

The translation engine takes tokens from Tokenization and it is responsible for two 
task first one it is find tag of each English word and finds the match of a given token 
in Hindi Language. For this Translation Engine uses lexical resources. Second one it 
is align the words of Hindi language according to Hindi grammar structure.  

4.3   Implementation Steps 

1. Firstly write an English sentence in a Text Field. After pressing OK button, English 
sentence decompose into a token by StringTokenzier. 

2. Every token firstly get its tag (part of speech) from the dictionary table of database. 
3. According to position of English word tag we define a grammar mapping and Eng-

lish grammar rules for English to Hindi machine translator. Every English token 
gets its Hindi meaning from different table of database.  

 Ex. If in an English sentence “going” word come then translator gets its Hindi 
meaning from table “verb4th”. 

4. We define a grammar mapping and corresponding English to Hindi translation 
rules for one word, two words three words sentences.  

Ex. One word sentences: - 

One word sentences behave like a dictionary. We get a Hindi meaning and part of 
speech tag of English word from the dictionary table. 

Beautiful, 

Intelligent, 

Going etc are one word sentences.  

Ex. Two word sentences:- 

Ram comes     < noun > < verb > 

He was            < pronoun > < aux verb >  

Go there          < verb > < adverb > 

Ex. Three word sentence:- 

I am going <pronoun><aux verb> <verb> 

Ram is intelligent <noun><aux verb> < adjective > 

Who are you <wh><aux verb><pronoun>  

5. In a database I write a every possible Hindi meaning of English word. 

Ex. Going         ( जा रहा, जा रही, जा रहे ) 

       I                  ( म,ै  मुझे ) 
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       Could have    (सकता था, सकती था,  
                              सकते थे )  

6. I use Unicode string for writing Hindi words.  

Ex. For Hindi word “ जा रहा ”  I write “\u091c\u093e  \u0930\u0939\u093e”. 

5   Results 

We implemented the English to Hindi machine translator in which we trying to re-
move a problem of Google translator. We create a translator for three words sentence 
and find out the correct result compare to Google translator. 

6   Conclusions 

This translator translates the one word, two word, and three word sentences of English 
language into a corresponding Hindi language sentences. For a better output it is ne-
cessary to increase the database and translation grammar mapping rules. 

For the translation of more then three word sentences, we create a grammar map-
ping rules for grater then three word sentence. 

For the large sentence, we search the conjunction word from the English sentence. 
Decompose a sentence into more sentences from a conjunction word. 

Translate an every sentence into a corresponding Hindi sentence and merge all sen-
tences it is necessary to define a large number of grammar mapping rules for the 
source language to target language for the better output and also create a large data-
base. There are more then 1.75Lac word in a English dictionary. So it is necessary 
that store all meaning of a particular English word in our database. For a good transla-
tor, database must be a very strong. 
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Abstract. Dynamic Host Configuration Protocol(DHCP) allows the ter-
minals to have IP address for their introduction in to the network. In this
paper, a secure DHCP system is proposed, not only for user authentica-
tion but also for addressing the other security issues like confidentiality,
integrity and privacy. Proposed S-DHCP, makes use of the users legit-
imate right for an IP address such that legitimate user on a particular
terminal can exercise it’s right to get allocated and use an IP address
from S-DHCP. Thus S-DHCP protects unauthenticated and unautho-
rized access of confidential informationat one hand which keeping their
integrity intact in a private mode from within the network to the out-
side world over Internet. Simulation and preventing the fabrication of IP
addresses and MAC addresses leading to unauthorized access control is
difficult and our effort is to incorporate session-ID for user authentica-
tion without any modification on DHCP client to produce the desired
result.This paper attempts to introduce proposed S-DHCP, its principle,
to plug vulnerabilities and other efforts on optimization over the design
of protocols in a secured environment.

Keywords: Access Control, Attribute Certificate, Authentication,
DHCP, Identity Certificate X.509, User Authentication.

1 Introduction

Dynamic Host Configuration Protocol (DHCP) takes care of dynamic attribution
of Internet addresses in both manual and in automated modes. If the nodes are
mobile in the network, such allocation of IP addresses is typically governed by
the rules of Mobile and Adhoc network (MANET). MANET does not allow
static attribution of address. It is, therefore, required to be adapted to dynamic
addressing by a suitable protocol. DHCP allows the terminals to have IP address
for their introduction into the network. Originally DHCP server did not perform
any authentication of clients and as such any intruder can avail the facilities
of DHCP server as a legitimate client. The intruder in this way can change
the MAC address or any other identification parameter used for the purpose.
This may initiate denial of service attack at ease.DHCP server authenticates the

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 227–238.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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terminal through its MAC address rather than the client. A situation may arise
when a host leaves the network and does not return its IP address to the DHCP
server and it simply becomes a zombie.

Mobile Ad-hoc Network is equally vulnerable to malicious internet host like
hosts in the wired network. The protocols have to perform in truly heteroge-
neous wireless environments where mobile nodes may enter or leave across dif-
ferent networks. Such movements of mobile nodes cause change in the allocated
IP address. Such changes may not be broadcasted at once when they enter
or leave and a node becomes unreachable. Such vulnerability makes the node
self generated Denial-of-Service (DOS) attacked node. The problems are typi-
cally addressed by location manager using DNS dynamic updates.Authentication
and authorization in DNS dynamic updates are addressed using zone security
servers.Authentications can be done by using DNSSEC SIG (0) or through TSIG
[Wellington, 2000].

In redirection attack, the attacker updates its own IP address against the
domain name of another node. Thus, the attacker’s IP address will be sent
back in response to the queries against the compromised domain name.DHCP is
authorized to make updates on behalf of other nodes. The IP address, acquired
from DHCP, is updated for a corresponding entry in DNS.

Komori and Satio in 2002[6] suggested a technique for a concept of session
between the DHCP server and the user which is not purely user authentication
oriented. DHCPs legally valid MAC addresses are related to register terminals
that can use legitimately obtained IP address. The attackers deceive DHCP to
obtain a legitimate IP address followed by subsequent hacking. In contrast, our
proposed S-DHCP supports user authentication and other security issues.

2 System Environment

The main purpose of S-DHCP is to protect unauthenticated and unauthorized
access of information keeping their integrity from within the network and over
internet.So the system environment of S-DHCP has been decided based upon
these basic objectives.

2.1 System Architecture of S-DHCP

S-DHCP system is composed of following units that are interrelated by various
actions (Fig.1).

Gateway: It is based on the configured router. The router having NAT func-
tionality is capable of IP filtering performed by software or configured hardware.

DHCP server: The DHCP server, having server side programming capabilities
of allocating an IP address to the DHCP client. DHCP server follows design
outline of RFC 2131 and RFC 2132. S-DHCP is built upon this server by add-
on security features.

DHCP client: It is actually client side programs that can request the alloca-
tion of an IP address from the DHCP server. These clients are required to be
authenticated by the proposed authentication mechanism before accessing any
of the resources of the network.
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Authentication Server: The user is authenticated by the software of the server
of a given IP address.

Authentication Client: This is client side software capable of communicating
with the authentication server.

Confirmation Server: The confirmation server confirm the Authentication
client on the basis of successful authentication.

Certificate Issue Server : The server is capable of auto-generating the digital
certificate for DHCP server as well as confirmation server ( if requested)

Database Server: The database of S-DHCP is stored in database server.
The S-DHCP client consists of DHCP client (not secured) as authenticated

client (secured).

2.2 Requirement of S-DHCP

The requirement of S-DHCP in order to establish a robust DHCP system are as
follows (Fig.2)

a. Legitimate users of S-DHCP should register their user ID and password with
the Authentication server in order to have an IP address.

b. There is a provision to change the password for the existing registered users
and registration of log on ID and password for the new user of the network.

c. The password is required to be stored in a hashed password file in S-DHCP
system.

d. S-DHCP client becomes activated only when S-DHCP is installed in regis-
tered authenticated clients node.

e. The local area network is typically separated from the Internet or outside
network by the gateway. If an unauthorized user uses an IP address, it is
considered illegal access to the system.

f. S-DHCP exists by its software installed in the client and server of DHCP
system.

g. The DHCP server allocates a local IP address in the private network to the
authorized users. Having an illegitimate local IP address will not allow to
communicate with the outside network through the Gateway.

3 Designed Behaviour of S-DHCP

The network structure of S-DHCP as presented in Fig.1 has been elaborated in
system sequence diagram presented in Fig. 2. The designed behaviour is achieved
through the steps Fig.3 and Fig.4. The legitimate user initiates the action of S-
DHCP by registering the user ID and the password with S-DHCP server. Typical
connection mechanism of the user node is through a NIC (Network Interface
Card) and through the DHCP client. The user obtains an IP address from the
DHCP server. This authentication is actually the Lease Phase of the S-DHCP
design. If the S-DHCP client becomes in active due to timeout or any other
reason, then it will enter into the restart phase again. It will require an IP
address before next timeout. The timeout is usually gets fixed for confirmation
and is called confirmation time.
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Fig. 1. Block Diagram of Architecture

(1) Initiate

(2) Pass ID & Pass(3) Check

(4)Verified

(5) Confirmed the session ID
(6) Request

(7) Send the Certificate

(13)Connect (12) Confirmed MAC Add & IP

(10)Check MAC

(11)Verified

(9) Send MAC Address & IP

(8) Pass

Session ID

User DHCP
Client

Auth.
Server

Database
Server

DHCP
Server

Conf.
Server

Certifi.
Server

Fig. 2. Sequence Diagram for S-DHCP

It may be designed to be duration of 2-5 minutes. Within this confirmation
time the authentication client will get reconfigured and will try to make the
communication between the Authentication client and Authentication server.
This phase is turned as Re-authentication phase. In this phase, an IP address is
required again and typically Lease phase is repeated. If S-DHCPs client system
is not currently going through the time out or any other system interruption
process, the session is permitted to be established with in this confirmation
time.
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After the completion of Lease Phase and Re-Authentication phase success-
fully, the Confirmation server confirm the session with the Authentication client.
The approval of session is known as confirmation Phase. It may happen that the
user decides to release the IP address due to his leaving of the network or for any
other reason. If the user releases the IP address the Release Phase is initiated.

Receive a message from a client

Analyse the kind of message

Waiting Condition

1?

Fn

Psize?

Send a session ID to the client

KsessID 4

1?

2?

Psize?

4

RsessID

Emsg

2?

Emsg

IPaddmsg?

Send a Fnc

3

No

No Yes

No

Yes
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Lease Phase

Release Phase

Re-Authentication
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No
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No

Yes

Yes

No

Yes
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Fig. 3. The Designed behaviour of the Authentication Server

Description of Fig. 3 varibles are:
1=does the ID and the password of user exist?
2= does a session ID exist in the database?
3=rewrite the IP address in the Database to the IPaddress with in the msg and
setup the routing table of the router again.
4= Seq.No. stored in the database.
Emsg= send an error message to the client.
Fn= was authentication finished normally?
Fnc=normality finishing message to the client.
IPaddmsg= does the IP address within the msg align with the database?
KsessID= the setup of gateway is rewritten and the the session ID is kept in the
Database.
Psize= Paket Size(=56byte)
RsessID=the setup of gateway is rewritten and the session ID is removed from
the database.
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Fig. 4. The Designed behaviour of the Authentication Client

Description of Fig 4 varibles are: Cab= Click the authentication button. Crb=
Click the release button. 1c=Does the Authen. client have the session ID. Lp=
The lease phase is started. Rauth= The Re-Authen.Phase is started. Fn= Is
Finished Normally? 1s= Does the Authen. Server have the session ID? SsessID=
Save the session ID to the local file. RsessID= Remove the session ID from the
local file. Rcertif= Req. the certificate.

3.1 Phase-Wise Protocol Formulation of S-DHCP

S-DHCP Server goes through four defined phases, namely, the Lease Phase, the
Release Phase, the Re-Authentication phase and the Confirmation phase.

3.1.1 Terms of Communication of S-DHCP
Table 1 gives description and their corresponding message codes and Table 2
shows the sizes of the variables used in communication protocol.The sizes of
variables are required to be decided in such a way that the overhead becomes
minimum. For example, Nonce is a string representing a random number that
remains non-existent before it is actually generated. A nonce is dependent on
algorithms of nonce generation
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Table 1. Description of Variables with Corresponding Message Code

Code Meaning Code Meaning

Ml Message for Lease Phase IDLc Client Identifier

Mlerr Error message for Lease
Phase

Nc Client Nonce

Mrel Message for release
phase

T1 Time Stamp by client

Mrelerr Error for release message MACadd(Lc) MAC address for
Client

Mreauth Message for re-
authentication phase

sessID Session ID

Mreautherr Error message for re-
authentication phase

MACadd(Ls) MAC address for au-
thentication server

Mconf Message for confirma-
tion phase

IDLs Server Identifier

Mconferr Error message for confir-
mation phase

T2 Time stamp by server

H(Ml) Hash value message for
lease phase

NCs Nonce of confirmation
server

H(Mlerr) Hash value error mes-
sage for release phase

Lc Client

H(Mrel) Hash value message for
release phase

Ls Server

H(Mrelerr) Hash value error mes-
sage for release phase

LCs Confirmation server

H(Mreauth) Hash value message for
authentication phase

Cs Certificate

H(Mreautherr) Hash value error mes-
sage for authentication

IP IP address

H(Mconf) Hash value message for
confirmation phase

H(Mconferr) Hash value for error
message of confirma-
tion phase

Table 2. Size of Variables of Message of Each Phase

Variables Size Variable Size

Message for each phase 1 Session ID 4

Hash value of Each phase
message

16 MAC address of the Authen-
tication server

16

Identifier of a User 4 IP address 4

Nonce of the Authentication
client

8 Identifier of Authentication
server

4

Time stamp by Authentica-
tion client

1 Time stamp by Authentica-
tion Server

1

MAC address of the Authen-
tication client

16 Nonce of the Confirmation
server

8



234 A.K. Srivastava and A.K. Misra

A nonce usually is obtained from a range of pseudo random number genera-
tors. This range of numbers should be large enough for securely purpose but an
eye should be kept on the application as well so that unnecessarily it should not
increase the overhead for no reason. A trade off between the range of nonces and
its selection for a purpose is to be mode for optional utilization of network re-
sources in a wireless medium. Moreover, nonce are generated fresh in each phase,
every time it is required. The selection of size to accommodate a specified range
must not slow down the transmission in a wireless (or medium). The terms like
Epass denote encryption of the message M with the key pass.

3.1.2 Lease Phase of S-DHCP
This phase of proposed communication protocol allows sharing of Session ID
(SessID). The Server and Client (Lc andLs respectively) authenticate each other
and confirm the legitimacy of use in a secured environment. The security require-
ment initiates a process that can be expressed in the following manner:

(1)Lc → Ls : Epass(Ml||H(Ml)||Nc||IDLc||T1)
(2)Ls → Lc : Epass(Ml||H(Ml)||IDLc||MACadd(Ls)||sessID
||Nc||T1||T2)
(3)Lc → Ls : Epass((Ml||H(Ml))||IDLc||MACadd(Lc)||sessID||IP )
(4)Ls → Lc : Epass((Ml||H(Ml))||IDLc||sessID)
OrEpass((Mlerr||H(Mlerr))||IDLc||sessID)

3.1.3 Release Phase of S-DHCP
The purpose of the phase of the proposed Communication protocol of S-DHCP is
to release the session between Authentication Client and Authentication Server.
The Authentication Client and the Authentication Server authenticate each
other with Session ID (SessID) and confirms the legitimacy of use in a secured en-
vironment. The procedural phase is depicted between the Authentication Client
and Authentication Server as in following manner.

(1)Lc → Ls : Epass((Mrel||H(Mrel))||IDLc||Nc||sessID||T1)
(2)Ls → Lc : Epass((Mrel||H(Mrel))||IDLc||Nc||T1||IDLs)
Or
Epass((Mrelerr ||H(Mrelerr))||IDLc||IDLs||Nc||T1)

The step 1 is a demand of the release of the Session between Authentication
Client and the Authentication Server. SessID specifies the session to be released.
If the release is successful, both the Authentication Client and Server clear the
earlier state and enters into the other state of logout (from login).

3.1.4 Re-authentication Phase of S-DHCP
The main purpose of the Re-Authentication phase of the proposed communica-
tion protocol of S-DHCP is for Authentication Client to confirm with Authenti-
cation Server in order to continue the former Session with the same session ID.
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Again, the Authentication Client and the Authentication Server authenticate
each other with Session ID (SessID) and confirm the legitimacy of use of the
formal session in a secured environment. The procedure between Authentication
Client and Authentication Server has been depicted in following manner.

(1)Lc → Ls : Epass((Mreauth||H(Mreauth))||Nc||IDLc||sessID||IP ||T1)
(2)Ls → Lc : Epass((Mreauth||H(Mreauth))||IDLs||Nc||sessID||T1)
Or
Epass((Mreautherr ||H(Mreautherr))||LDLs||Nc||sessID||T1)

The step 1 demands confirmation of the continuation of the former session with
the same Session ID (SessID). If the continuation of the Session can be confirmed,
the authentication Client continues the session in the second step.

3.1.5 Confirmation Phase of S-DHCP
The Confirmation phase of the proposed communication protocol of S-DHCP
confirms authentication by Authentication client. The Authentication Client and
Confirmation Server authenticate each other with the Session ID (SessID). The
process confirms the legitimacy of use of the Session in a secured environment.
The procedure between the Authentication Client and confirmation server pre-
sented as follows:

(1)LCs → Lc : Epass((Mconf ||H(Mconf)]||sessID||NCs||T3

(2)Lc → LCs : Epass((Mconf ||H(Mconf))||sessID||NCs||Nc||T1||T3

Or
Epass((Mconferr||H(Mconferr))||sessID||NCs||Nc||T1||T3

The step1 depicts the exchange of message for continuation of a present Session
Confirm The confirmation session confirms the continuation of the Session by
confirming in step 2.

3.1.6 Privacy Enhancement of S-DHCP
The issues related to privacy and integrity of communication (message data)
have not been addressed before. However, the proposed communication protocol
may be designed in the way again described by the four phases to take care of
privacy and integrity of data and hence of the user in a wireless environment. This
designed protocol is likely to plug a sizeable chunk of vulnerabilities experienced
by DHCP servers.

The security of S-DHCP is further enhanced by not allowing an illegitimate
user detected by Detection Server and will be prevented from communicating
with the outside network. The related sequential communication are depicted
through the protocol presentation.

1.Lease Phase:
(1)Lc → Ls : [Epass(Ml||H(Ml)]||Euk(IDLc)||Nc||T1

(2)Ls → Lc : Epass((Ml||H(Ml))||Euk(IDLc)||MACadd(Ls)||sessID||Nc||
T1||T2||Cs)
(3)Lc → Ls : Epass((Ml||H(Ml))||Euk(IDLc)||MACadd(Lc)||sessID||IP ||Cs)
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(4)Ls → Lc : Epass(Ml||H(Ml))||Euk(IDLc)||sessID||Cs

Or
Epass(Mlerr||H(Mlerr))||Euk(IDLc)||sessID||Cs

2.Release Phase Protocol:
(1)Lc → Ls : Epass(Mrel||H(Mrel))||Euk(IDLc)||sessID||Nc||T1

(2)Ls → Lc : Epass(Mrel||H(Mrel))||Euk(IDLc)||Nc||T1||IDLs||Cs

Or
Epass(Mrelerr||H(Mrelerr))||Euk(IDLc))||Nc||T1||IDLs||Cs

3. Re-Authentication Phase Protocol
(1)Lc → Ls : Epass(Mreauth||H(Mreauth))||Euk(IDLc)||sessID||Nc||IP ||T1

(2)Ls → Lc : Epass(Mreauth||H(Mreauth))||IDLs||Nc||sessID||T1||Cs

OrEpass(Mreautherr||H(Mreautherr))||LDLs||Nc||sessID||T1||Cs

4.Confirmation Phase Protocol
(1)LCs → Lc : Epass(Mconf ||H(Mconf))||sessID||NCs||Cs

(2)Lc → LCs : Epass(Mconf ||H(Mconf))||sessID||NCs||Nc

OrEpass(Mconferr||H(Mconferr))||sessID||NCs||Nc

4 Privacy Enhancement Of S-DHCP

The privacy of the user is ensured in a number of circumstances such as

1. An illegitimate user spoofs a local IP address that is no more effective This
type of simulation may arise when user authentication remains incomplete.
The gateway is designed to filter local IP address and therefore, the illegiti-
mate user cannot connect to outside network. The detection server promptly
detects the user. The Detection server keeps an eye over all the IP addresses
within packet header that flows through the network.

2. An illegitimate user may spoof a legitimate local IP address having the
legitimate user status as login. This situation is very similar to hacking of a
session of a legitimate user and consumption of illegal resources and loss of
privacy of the legitimate user. If there is an IP address conflict between two
or more users, only one of the users (legitimate one) is able to communicate
with the outside network through the Gateway. The legitimate user can be
detected by the Detection Server and confirmed by the Confirmation Server
through the session ID along with time stamp or matching of MAC address
by Detection Server extracted from packets flowing through the network.
Communication may then be terminated in a natural way. The introduction
of Detection Server and using its functionality as a double check is to check
the vulnerability related to IP address spoofing and the same results in
privacy enhancement of the user.

3. An illegitimate user may use a legitimate local IP address which the legiti-
mate user is actually not using or moved outside the network.The Detection
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Server can detects an illegitimate user by the mechanism available in the
Detection server for checking the MAC address with local IP address.

4. An illegitimate user can cause harm to privacy of a legitimate user by spoof-
ing a legitimate local IP address and forging a legitimate corresponding
MAC address while the legitimate user is actually no more connected to the
network or moved outside the network.

The other things (local IP address, the corresponding MAC) remaining the same,
the illegitimate user can be detected by the Detection Server the session ID
(SessID) and corresponding timestamp. This set of session ID and timestamp
behaves like an unique identifier and detection becomes full proof enhancing
privacy of user in a considerable way.

5 Conclusion

The proposed S-DHCP system addresses the issues related to user authentication
successfully. The system, however, remains extensible in the sense that it is also
able to take care of the issues like confidentiality, privacy and integrity of the
message of the user. At the same time it protects the privacy of the user. The
system not only stores the local IP address and corresponding MAC address
for registration but also derives further detection mechanism through session
ID and time stamp storage that behaves like an unique identifier. The local IP
address thus gets checked doubly and protects the legitimate user. It blocks the
communication of an illegitimate user by blocking the connection of local IP
address at the Gateway level.

6 Limitation of the Proposed S-DHCP and Future
Direction of Work

The proposed communication protocol is specially designed for an wireless envi-
ronment, and extending it further for a different application, say, sensor network
may require parallel effort in programming.The proposed communication proto-
col S-DHCP may be made domain specific. The increase of robustness has been
found directly proportional to computational overhead. Hence experiments over
various domain-specific trade-off may be conducted.
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Abstract. Data mining is a method through which we can search for a large 
pattern in huge database system. Now with the increasing growth of technology, 
the data requirements and amount of data will drastically increasing. Therefore, 
the data mining uses new methods for pattern matching which can be used for 
decision making. The organizations are stores data in bulk. Therefore, when a 
particular query is given by user, the amount of important or secure data can 
also be revealed as an answer of a query. This can harm to reputation of an 
organization. Therefore, privacy can concern to the above issue that not reveals 
any such kind of information about data provider and vice versa. Therefore, 
data needs to be modified without losing the data integrity.  This paper outlines 
a method that achieve confidentiality from client and owner side which 
relatively less size of cipher text through mediator. 

Keywords: Data mining, Cryptography, data perturbation, privacy, sensitive 
data. 

1   Introduction 

Data mining is one of the useful fields that connects different major areas like 
Artificial intelligence, databases etc. To investigate the unidentified data pattern from 
huge database, data mining can be act as dominant tool as contended by authors in 
[14-15, 21, 24]. In [31-32] authors said that organization depend on data mining,  
gives better throughput to their customers.[22] shows an example which uses hospital 
record for collecting large data for patients. With the increasing use of technologies 
like internet, networking, hardware and software the amount of data with different 
organizations is collected in huge, which also include the sensitive data also. It may 
be possible that the answer of query issued by customer, can revealed the important 
data regarding health care, finance , security etc. The common tendency of people is 
to hide the sensitive information. In real scenario like hospital records, the analyst 
requires the records for more than one hospital as it will provide mutual benefits to 
the hospitals. In this example each hospital want to share the data but neither of them 
want to share the data of their patients or nor disclose it. In this situation, use of the 
privacy preserving data mining will enhance the integrity of data [20]. 
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The rest of the paper is organized as follows. The section 2 and 3 we have given 
background study or literature study. In section 4, we discussed the proposed system. 
Related work and future expansion are given in section 5and References are at the end. 

2   Background Study 

In general, there are two main approaches for the given problem one is use data 
transformation based approach and another is the cryptographic based approach. In 
firstapproach, the sensitive data is modified in such a way that it maintains its 
sensitive information. There are various data modification techniques as given in [1-5, 
8, 11]. In cryptography technique data is modified using encryption techniques. In this 
one the communicating parties uses secured multiparty protocols as given in [6-7,17-
19] which is not released any information to the third party. The basic techniques used 
were secure sum, secure size, set union etc.[27] suggest that in presence of adversary, 
which get some leakage data or gain some access to sensitive data. So in order to 
prevent this we require the third party that called the “trusted party”. All the parties 
send their query or data to the trusted party and vice versa. [28] Suggests that any 
cryptography technique do not reveal any data with presence of the trusted party. [25-
26] suggests the privacy preserving rules. 

 

Fig. 1. System using trusted party [29] 

 

Fig. 2. Secure multiparty communication [29] 
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As shown in figure 1 there are clients who are on the internet and they are 
communicating with the trusted server through the communication link. So in real 
scenario all the data which communicate between client and server must be encrypted 
otherwise an adversary can gain the view or access or modify the data. Now consider 
the figure 2 in which there are n party each of which had their database and they will 
merge their data using function F and get the perturbed data. The data sent by each 
data provider do not contain any sensitive information. We can enhance our scheme 
by incorporating features as given in [9-10]. 

3   Overview of Randomization Perturbation Technique 

In this approach the privacy of data is maintained by perturbed data[12,13,15,23] with 
randomization algorithm approach. [16] Suggest adding noise in this method. The 
Gaussian distribution technique is used for this one.  As shown in figure 3 first the 
Gaussian algorithm and using the random variables applied to data then different 
conditions for data integrity will be checked than the noise will be given to data and 
lastly the perturbed data is ready for communications. Figure 4 represent the 
framework which use to share data using the perturbation and encryption techniques. 

 

Fig. 3. Perturbation technique [29] 

4   Proposed System 

The problems with previous [29] approach is, with increasing amount of data, the 
channel overhead is also increased for communication channel.  Assume that scenario 
in which if there are 2^32 data providers than each of which will generate N different 
keys assume that N is sufficiently large. So the total overhead of channel becomes too 
large. We proposed the approach we can reduce the N keys to one key only for 
mediator and still maintain the integrity that neither client nor the data providers 
knows about each other. Here we assume the same model as in [29]. Therefore, the 
steps of the proposed algorithm are as follow. Here each client contain its PKc (Public 
key) and SKc(secret key) same as each mediator contains PKm and SKm. Data 
providers do not need any keys but they know the PKm. 
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Fig. 4. Framework that represent sharing of data using encryption and perturbation method[29] 

1. Client c sends the query to mediator to get the data. 
2. Mediator maintains the table in which a random generated number (or 

sequential number) Rc is associated with each incoming client request. Now 
mediator send query of client with random number to all data providers. 

3. The data provider which satisfies the client requirements sends the perturbed 
data M with Rc and whole encrypted under pubic key PKm to mediator. 

4. The mediator decrypts the data using own secret key SKm and checks the 
corresponding client for Rc and sends data back to client which encrypted 
under public key of client c e.g. PKc. 

5. Client decrypts the data using its private key SKc and gets the required 
perturbed data.. 
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5   Conclusion 

This paper gives the proposed algorithm to reduce the network overheads between 
clients and data providers and still maintaining the privacy of data providers and 
clients with each other. Therefore, the main aim of this paper is to compare with [29] 
and suggest a new method that reduces the network overheads. Therefore, we had 
tried to avoid repeat of all data and concentrate on algorithm. The current open 
problem is if mediator is compromised than all the communication is compromised. 
We will also look at concept of [32] to enhance our paper. 
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Abstract. Cloud computing allows the use of Internet-based services to support 
business processes and rental of IT-services on a utility-like basis. Cloud 
computing is a concept implemented to decipher the daily computing needs of 
users for hardware, software and other resources dynamically. Server 
consolidation poses risks for data privacy and cloud security. Authentication 
remains a significant challenge in cloud. The proposed approach used a triangle 
centroid based authentication protocol. In traditional authentication protocol a 
single server stores the sensitive user credentials, like username and password. 
When such a server is compromised, a large number of user passwords, will be 
exposed. Our proposed approach uses a dual authentication protocol in order to 
improve the authentication service in cloud environment. The protocol utilizes 
the fundamental concept of triangle centroid and strengthening parameters 
derived from it to perform user authentication. In the proposed protocol median 
angles and the prime numbers representing the intercepts of triangle sides will 
be used for authentication. During the registration process, the password given 
by user is transformed to represent the centroid and strengthening parameters 
are derived using it. Whenever a user logs in, based on his password centroid is 
recalculated and these strengthening parameters stored are used to authenticate 
the user. The entire authentication protocol is hosted as a service in the cloud 
environment to authenticate the web services. Authentication security is 
ensured due to the splitting of the strengthening parameters asymmetrically.  

Keywords: Dual authentication, authentication protocol, triangle parameters, 
centroid, cloud computing, cloud security. 

1   Introduction 

‘Cloud computing’ is the newly-minted buzz term to describe the next stage in the 
Internet's evolution, providing the means through which everything can be delivered 
to the computer user as a service wherever and whenever needed. As online access to 
services becomes ubiquitous and the cloud access model gains momentum, 
authentication is increasingly becoming a focal point for security professionals. The 
major issue involved with maintenance of   bank accounts, health records, corporate 
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intellectual property and politically sensitive information is establishment of user 
identity [1].  

The dynamic nature of the cloud environment necessitates the establishment of 
user identities before an entity can join the cloud. Because cloud computing should 
involve a large amount of entities, such as users and resources from different sources, 
the authentication is important and complicated. Authentication is the process of 
proving identity, typically through credentials, such as a user name and password. In 
the cloud this also encompasses authentication against varying identity stores. A user 
in this case could be a person, another application, or a service; all should be required 
to authenticate. Many enterprise applications require that users authenticate before 
allowing access. Authorization, the process of granting access to requested resources, 
is pointless without suitable authentication. Both the cloud provider and the 
enterprises must consider the challenges associated with credential management and 
implement cost effective solution that reduce the risk appropriately [2].Password 
authentication is considered as one of the simplest and most convenient authentication 
mechanisms [3].But password authentication protocols are subject to replay, password 
guessing and stolen-verifier attacks as described below [4]. 

(1) Replay attack: A replay attack is an offensive action in which an adversary 
impersonates or deceives another legitimate participant via the reuse of 
information obtained in a protocol. 

(2) Guessing attack: A guessing attack involves an adversary simply (randomly or 
systematically) trying passwords, one at a time, in hope that the correct 
password is set up. Ensuring passwords selected from an adequately large space 
can resist exhaustive password searches. However, the majority of the users 
choose pass-words from a small subset of the full password space. Such weak 
passwords with low entropy are easily guessed by means of the dictionary 
attack [5]. 

(3) Stolen-verifier attack: In the majority of the applications, the server stores 
verifiers of users’ passwords (e.g., hashed passwords) instead of the clear text 
of passwords. In stolen-verifier attack, the adversary who steals the password-
verifier from the server can use it directly to masquerade as a legitimate user in 
a user authentication execution [5]. 

The architecture for authentication systems fall under 4 categories as shown in Figure. 
In single-server model (Fig. 1) a single server maintains a database of user passwords. 
Most of the existing authentication systems follow this single-server model. The main 
drawback of single server is the single point of vulnerability. It leads to offline 
dictionary attacks against the user password database. 

The second type is the plain multi-server model depicted in Fig. 2, the server side 
comprises of multiple servers to overcome the single point of vulnerability; the 
servers are equally exposed to users and a user has to communicate in parallel with 
several or all servers for authentication. The main problem with the plain multi-server 
model is the demand on communication bandwidth and the need for synchronization 
at the user side since a user has to engage in simultaneous communications with 
multiple servers.  
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                    Fig. 1. Single Server Model                         Fig. 2. Plain MultiServer Model 

The third type is the gateway augmented multi-server model shown in Fig. 3. A 
gateway is positioned as a relaying point between users and servers and a user only 
needs to contact the gateway. Apparently, the introduction of the gateway removes 
the demand of simultaneous communications by a user with multiple servers as in the 
plain multi-server model. However, the gateway introduces an additional layer in the 
architecture, which appears “redundant” since the purpose of the gateway is simply to 
relay messages between users and servers. It does not in any way involve in service 
provision, authentication, and other security enforcements. Gateways also reduce 
system reliability. 

The fourth type is the two-server model (Fig. 4).It comprises of two servers at the 
server side, one of which is a public server exposing itself to users and the other is a 
back-end server staying behind the scene. Users contact only the public server, but the 
two servers work together to authenticate users. We propose to use two server model for  

        

Fig. 3. Gateway augmented multiserver model                  Fig. 4. Two-Server Model 
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our authentication framework. From a security point of view, servers in the multi-
server models are equally exposed to outside attackers, while in the two-server model, 
only the public server faces such a problem. These clearly improve the server side 
security and in turn the overall system security in the two-server model. The two-
server model eliminates drawbacks in the plain multi-server model (i.e., simultaneous 
communications between a user and multiple servers) and the gateway augmented 
multi-server model (i.e., redundancy) [12, 13, 14].It distributes user passwords and 
the authentication functionalities to two servers in order to eliminate a single point of 
vulnerability in the single-server model. As a result, the two-server model appears to 
be a sound model for practical applications [6, 11]. 

Our proposed triangle centroid approaches uses two server model for 
implementation of authentication protocol. 

This paper proposes a dual authentication protocol which utilizes dual servers for 
authentication to enhance the cloud security. The significance of the protocol is the 
usage of the fundamental concepts and basic elements of the triangle centroid for 
authentication. With these triangle parameters, the user credential is interpreted and 
then stored in two servers which provide solid security for authentication protocol. 
The dual authentication protocol gives authentication to the cloud user if and only if 
both the servers are mutually involved in the authentication mechanism. It is not 
possible to obtain the password by hacking a single server. The triangle centroid 
protocol offers effective security against the attacks like replay attack, guessing attack 
and stolen-verifier attack as the user authentication is a combined mechanism of two 
servers. The remaining of the paper is organized as follows: Section 2 deals with 
some of the existing research works and Section 3 is constituted by the proposed dual 
authentication protocol. Section 4 discusses about the implementation approach. 
Section 5 is about discussion and results and Section 6 concludes the paper. Section 7 
discusses future enhancement. 

2   Related Work 

Lishan Kang [7] has proposed an Identity-Based Authentication (IBA) scheme over 
traditional mutual authentication. In cloud storage sharing, mutual authentication 
between users and between user and Cloud environment is critical in ensuring data 
security. However, traditional mutual authentication using public-key operation 
unleashes cloud storage system load, computation and communication overhead and 
reduces scalability. An IBA scheme has short key size, is identity-based and non-
interactive. This scheme divides the sharing users between domain. In the domain 
global master key is shared to exercise mutual authentication. By the analysis of 
performance, this scheme improves the computational and communicational 
efficiency over two times. This scheme is enabled by an emerging cryptographic 
technique from the bilinear pairing and its security can be assured by the Bilinear 
Diffie-Hellman Problem (BDHP). In IBA scheme, the master key of some do-main 
becomes the bottleneck of Cloud Storage System’s security. Once the master key of 
some domain is leaked, the domain’s security will be wrecked. In addition, if a user 
wants to share another user’s data, they must be in the same domain [7]. 
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Zhidong Shen [8] have proposed Trusted Computing Platform (TCP) to aid the 
process of authentication in cloud computing. The TCP is based on the Trusted 
Platform Mod-ule (TPM). The TPM is a logic independent hardware. It can resist the 
attacks from both software and the hardware. The TPM contains a private master key 
to protect for other information stored in cloud computing system. Because the 
hardware certificate is stored in TPM it is hard to attack it. So TPM provides the trust 
root for users. Since the users have full information about their identity, the cloud 
computing system can use some mechanism to trace the users and get their origin. In 
TCP the user’s identity is proved by user’s personal key and this mechanism is 
integrated in the hardware, such as the BIOS and TPM. So it is very hard to deceive a 
user-id. Each site in the cloud computing system will record the visitor’s information. 
By using the TCP mechanism in cloud computing, the trace of participants can be 
known by the cloud computing trace mechanism. The TCP provides cloud computing 
a secure base for achieving trusted computing. Integration of hardware modules with 
cloud computing system is a challenging research issue [8]. 

When organizations begin to utilize applications in the cloud, authenticating users 
in a trustworthy and manageable manner becomes an additional challenge. Our 
proposed work on a dual authentication protocol utilizes dual servers for 
authentication to enhance the cloud security. The significance of this protocol is the 
usage of the fundamental concepts and basic elements of the triangle, namely triangle 
centroid to authenticate. 

3   Proposed Methodology 

The proposed approach is based on a triangle centroid authentication protocol. In 
traditional authentication protocol a single server stores the sensitive user credentials, 
like username and password. When such a server is compromised, a large number of 
user passwords, will be exposed. Our proposed approach uses a dual authentication 
protocol in order to improve the authentication service in cloud environment. In the 
proposed protocol, angles made by centroid to the three sides of triangle and the 
centroid itself will be stored, using which authentication will be performed. There are 
2 phases-registration phase and authentication phase. During the registration process, 
the password given by the user is transformed to represent the centroid and derivation 
of strengthening parameters is made. Whenever a user logs in, based on his password 
centroid is recalculated and the strengthening parameters which are stored is used to 
authenticate the user. The entire authentication protocol is hosted as a service in the 
cloud environment to authenticate the user accessing the web services. So this type of 
authentication provides security due to asymmetrically splitting up the strengthening 
parameters 

4   Implementation 

The proposed approach is implemented as a service over private cloud. Private  
cloud has been setup using Eucalyptus [9]. Eucalyptus is an open-source software 
platform that implements IaaS-style cloud computing using the existing Linux-based  
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Fig. 5. Login to VM Instance 

 

 

Fig. 6. User Registration Process 
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infrastructure found in the modern data center. Eucalyptus works with most of the 
currently available Linux distributions including Ubuntu Red Hat Enterprise Linux 
(RHEL), CentOS, SUSE Linux Enterprise Server (SLES), openSUSE, Debian and 
Fedora. Similarly, Eucalyptus can use a variety of virtualization technologies 
including VMware, Xen, and KVM to implement the cloud abstractions. Eucalyptus 
Enterprise Edition is built upon the open source core platform and a suite of 
additional products and features that allow Enterprises and Service Providers to 
implement a portable, scalable and high performing private cloud solution [9]. Once 
the private cloud is started a VM (virtual machine) instance can be started and logged 
in as shown in fig 5. Using Apache Tomcat server as the web server for deploying the 
web service and MySQL as the backend DBMS. 

4.1   Authentication Protocol 

The registration process and authentication process as shown in Fig 6 and Fig 7 is 
implemented as an authentication service. These phases are as in Fig. 8. Forward 
centroid algorithm includes calculating strengthening parameters from password 
entity and using dual servers for its storage which will later be used for authenticating 
users by reverse centroid algorithm. 

 

Fig. 7. User Authentication Process 
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Fig. 8. Flowchart for Registration & Authentication Phase 

4.2   Hosting Authentication Protocol as a Service in Cloud 

Authentication protocol is hosted as a service in VM instances once they are up and 
running.VM instances running in different nodes makes possible dual server 
implementation. Web Service can be accessed from client machine using VM 
instance public IP address and web service context path. The client is authenticated to 
use the web service using the proposed authentication protocol. 

5   Discussion and Results 

The common threats faced by authentication process in cloud environment and the 
countermeasures in triangle centroid protocol to overcome these attacks are as 
follows. 
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Replay attack: Usually replay attack is called as ‘man in the middle’ attack. 
Adversary stays in between the user and the server and hacks the user credentials 
when the user contacts server. To overcome this, the user has to change the credential 
randomly. But it is less probable to do that. Our protocol is robust when the replay 
attack happens in between the two servers as the credentials are interpreted and 
alienated into two parts. 

Guessing attack: Guessing attack is nothing but the adversaries just contacts the 
servers by randomly guessed credentials. The effective possibility to overcome this 
attack is to choose the password by maximum possible characters, so that the 
probability of guessing the correct password can be reduced. As the proposed work 
uses random generation of prime numbers for the representation of intercepts of the 
sides of the triangle, it is more difficult to guess the password. 

Stolen-verifier attack: Instead of storing the original password, the server is 
normally storing the verifier of the password. If the password attacker steals the 
verifier from the server, then it will masquerade as the legitimate user. This does not 
happen in any two server protocol, as the password is alienated into two modules. 
Hence, we can justify that our protocol is also more robust against the attack, as the 
password is interpreted and then alienated into two modules and stored in the two 
servers. We have completed forward centroid algorithm and reverse centroid 
algorithm of the authentication protocol with dual servers along with hosting this as a 
service in cloud and we can access it as shown in Fig 9. 

 

Fig. 9. Accessing Authentication service 

6   Conclusion 

Triangle centroid based authentication protocol, enhances the cloud security as 
authentication mechanism utilizes two servers for authentication. As the servers 
maintain the interpreted and distinct form of user credentials, there is very less chance 
to reveal the user credentials to the adversary. Moreover, the protocol utilizes the 
fundamental properties of the triangle. 

The triangle centroid parameters make the cloud more secure as the alienated 
passwords are derived from these parameters. This simple triangle centroid concept 
utilization in the authentication protocol introduces revolutionary idea in the 
authentication mechanism as well as in cloud environment. We have completed 
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registration phase of the authentication protocol along with building private cloud and 
are proceeding with authentication phase and hosting as a service in cloud. 

7   Future Enchancement 

Multiple centers of triangle can be considered as entities for passwords and 
relationships between them can be used for authentication. This protocol can also be 
extended for multidimensional shapes. 
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Abstract. With advances in the field of cloud computing many computing re-
sources and/or services are being provided to the end user on a pay-as-you-use 
basis. Data outsourcing is a new paradigm in which a third party provides stor-
age services. This is more cost effective for the user as there is no need of pur-
chasing expensive hardware and software for data storage. The user is also  
relieved from administrative activities of software upgrades and maintenance. 
The private data of the enterprises can be stored at secure and reliable sites, and 
ubiquitously made available to the user on demand. CIA (Confidentiality, Integ-
rity and Availability) are the challenging issues associated with data storage 
management with/without data outsourcing. This paper proposes a method of 
data storage which achieves CIA using data dispersal. The practicality of this 
proposal is demonstrated by implementing it in a private cloud setup using the 
OpenStack cloud framework. 

Keywords: data security, cloud, information dispersal. 

1   Introduction 

Cloud Computing can be defined as the shifting of computing resources like process-
ing power, network and storage resources from desktops and local servers to large 
data centers hosted by companies like Amazon, Google, Microsoft etc. These re-
sources are provided to a user or company on highly scalable, elastic and pay as you 
use basis. It reduces the administrative and   maintenance cost of IT organizations. 
From an individual’s perspective Cloud Computing is a revolutionary concept as it 
removes the obstacles created due to lack of finance and resources thus enabling easy 
large scale deployment an application. 

Computing resources provided by cloud vendors can be categorized as computing 
power, network resources (bandwidth, IP addresses etc.) and storage. The services 
provided by the cloud can be Software as a Service (SaaS), Platform as a Service 
(PaaS), Infrastructure as a Service (IaaS) or it can be Anything-as-a-Service (XaaS). 

Several free and reliable online storage services available to the users are Apple 
iCloud, Microsoft SkyDrive, Google Drive, Amazon S3, Dropbox and Box. As the 
use of these services becomes widespread, security of the out sourced user data be-
comes an important research topic.  

The parameters that are taken into consideration for data security are Confidential-
ity, Integrity, Availability and Performance. [1]- [3] have emphasized the importance 
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of ensuring remote data integrity. The problem of outsourcing data faces the follow-
ing obstacles: 

1.1   Storage of Data at an Untrusted Host 

Though a service provider gives the guarantee of protecting the privacy of user data, 
the reality is that the data may be physically located in some country and subject to 
the local rules and regulations. For example, according to the USA PATRIOT Act the 
government can access data being hosted by a third party without the permission or 
knowledge of the user or company using the hosting services [4]. In the recent 
Megaupload trial regarding the fate of digital files belonging to some 60 million 
global users there is a possibility that the court will allow Carpathia Hosting, the 
company that has maintained the servers at its own expense since Megaupload was 
taken down, to delete the information on them or possibly sell off the servers [5]. 
Moreover most cloud computing vendors give users little control over their stored 
data. Under such circumstances it becomes paramount for a user or company to en-
sure the confidentiality of the data before it is moved off premise. 

1.2   Availability of Data 

Data availability and durability are vital for cloud storage providers, as data loss or 
unavailability can be damaging to the business. This is usually achieved by replicating 
the data without the knowledge of the user. Regardless of the precautions taken by a 
storage service provider, there were major cloud outages recently. VMware Cloud 
Foundary was down on 25th and 26th April 2011 and Microsoft Azure was out on 
28th February 2012 [6] [7]. Amazon’s S3 cloud storage service replicates data across 
“regions” and “availability zones” so that data and applications can be available even 
in the face of a disaster affecting an entire location. The user should carefully under-
stand the details of the replication scheme. Though Amazon guarantees that an appli-
cation using multiple availability zones will not suffer any down time, Amazon web 
services outage on 21st April 2011 took down several online sites like Reddit, 
HotSuite, FourSquare and Quora [8]. In view of these events, it is essential for a user 
or company to ensure the availability of the data without being dependant on the stor-
age service provider. The proposed method overcomes these obstacles by data disper-
sal and message authentication code. 

The rest of this paper is organized as follows. Section 2 discusses the existing 
work. Section 3 describes the proposed solution for secure data storage. The experi-
mental setup is presented in section 4 and conclusion in section 5. 

2   Existing Work 

To provide confidentiality while out sourcing of data to the service providers, data 
encryption has traditionally been used. Sion [9] emphasizes that a system that  
employs encryption for data outsourcing is secure if it ensures correctness, confiden-
tiality and data access privacy. He also discusses about how these components are in-
ter-related. 
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Outsourcing by encrypting the whole data is prohibitive in terms of performance 
and it does not solve the problem of availability. Moreover encryption techniques are 
secure based on the present computing power but with the advances being made in 
computing speeds this may not be always true. For example, distributed.net and Elec-
tronic Frontier Foundation joined hands in January 1999, to break a DES key, which 
was previously thought to be unbreakable, in 22 hours and 15 minutes. Additionally, 
secure maintenance of keys used for encryption becomes important. Also, to execute 
queries on the outsourced data, the data needs to be encrypted and decrypted. This 
takes more time and hence the query response time becomes larger. Homomorphic 
encryption [10] suggests executing queries over encrypted data, but due to its depend-
ence on the public key cryptosystem, it becomes impractical to implement it. 

The concept of Private Information Retrieval (PIR) was first discussed in [11]. Pri-
vate information retrieval protocols intend to hide the queries performed by the user 
on a public database, stored on a set of servers. By providing the privacy of user que-
ries the PIR protocols tend to hide the user’s intensions from the Service provider. 
The idea of PIR has been extended to Symmetric Private Information Retrieval 
(SPIR), in which the privacy of user data is the main concern. In [12], Sion and Car-
burnar have extensively discussed about the practical infeasibility of implementing 
the single-server computational PIR protocol. 

To overcome these problems, it is proposed to use Information Dispersal tech-
niques. Two popular information dispersal techniques are the Shamir’s Secret Sharing 
method and Rabin’s Information Dispersal Algorithm (IDA). In Shamir’s[13] secret 
sharing algorithm, a file F to be outsourced is split into n parts F1, F2, F3….Fn, such 
that each file Fi, i ≤ n, is padded with redundant information to make its size same as 
of F. The file F can be retrieved if k out of n pieces is available. Shamir calls this as 
threshold (k,n). The drawback of Shamir’s approach in a pay-per-use cloud comput-
ing model is that the amount of storage required is increased by n times. 

Rather, Rabin [14] suggested splitting a secret S into n pieces such that a person 
can obtain the secret only if k < n of these pieces are available, where k is the thresh-
old. Here, each secret Si, i ≤ n, is of size |S|/k, where |S| is the size of the secret. The 
total sizes of all the secrets are (n/k)*|S|. Thus, with the Rabin’s IDA the storage 
complexity is reduced.  

Hence, we propose to use the Rabin’s IDA to solve the problem of secure data out-
sourcing to an untrusted host in a cloud. 

 

Fig. 1. Cloud data storage architecture 
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3   Proposed Solution 

The cloud data storage architecture used in this work is based on the model proposed 
by Qian Wang et al [15], as shown in figure-1. The different entities are the Client 
and Cloud Storage Server. 

Client: The end user who has large amount of data to store in the cloud and relies 
on the service provider for maintenance. This can either be an individual user or a 
large organization. 

Cloud Storage Server: An entity, which is managed by a Cloud Service Provider, 
has significant storage space and computation resource to maintain client’s data. 

Figure-2 and figure-3 illustrate the information dispersal and recovery processes 
used in the proposed method.  

Let k be the threshold value and n be the number of slices. The data to be stored is 
arranged in terms of the data matrix D of size k x t where t varies according to the size 
of the data. C is the secret Vandermonde Matrix of size n x k. The matrix M of size n 
x t is computed as 

                                                               M= C * D                                                      (1) 

Each of the n rows of M represents a slice. This modified data is stored at   multiple 
data centres such that none of them have access to s < k-1 slices.  

Data retrieval can be achieved by obtaining any k of the n slices and applying the 
reverse IDA. Consider M' to be the k x t matrix formed by obtaining the k slices of 
data stored in the cloud and C' to be the k x k matrix obtained by selecting the corre-
sponding rows of C. Then the data matrix D can be retrieved as: 

                                                                 D=C' -1 * M'                                                (2) 

Even with the loss of (n-k) slices, the data can be reproduced thus ensuring availabil-
ity. A message authentication code can be applied to the test data before dispersal to 
achieve integrity.  

 

 

 

 

 
 
 

 

Fig. 2. Information Dispersal 
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Fig. 3. Information Recovery 

4   Experimental Setup 

To demonstrate the effectiveness of this method the OpenStack cloud framework was 
used. OpenStack is an IaaS cloud computing project. OpenStack is gaining impor-
tance in the academia as well as in the industry. Major cloud players like AMD, Intel, 
HP, Linux and Cisco have joined the OpenStack project [16]. 

Linux machines were used as compute nodes, controller and client. The controller 
node consisted of the nova-api, network controller, scheduler and the RabbitMQ 
asynchronous messaging server. The compute nodes had the compute controller com-
ponent installed in them. The virtual machines were instantiated and run in these 
compute nodes. Six virtual machines were instantiated, each one representing a cloud 
storage server. IDA(n,k) was applied to the data file at the   client side. These files 
were randomly placed at the storage servers using the SCP (secure copy) protocol in 
such a way that no server had k files. The FlatManager network configuration was 
used for the setup of the OpenStack cloud. 

The Employees sample database developed by Patrick Crews and Giuseppe Maxia 
was used as the test data. This large database has six separate tables and a total of four 
million records [17].  

IDA and MAC (Message Authentication Code) were implemented using Crypto++. 
It is a free and open source C++ class library of cryptographic algorithms and 
schemes written by Wei Dai [18]. AES (Advanced Encryption Standard) is the com-
monly used encryption technique for large size of data. The performance comparison 
of AES and IDA was done using Crypto++ library. It was observed that AES encryp-
tion and decryption using CTR (Counter) mode and a 16 byte key was faster than 
splitting and combining operations of IDA. 

Modern processors have special hardware support for AES resulting in faster en-
cryption and decryption but AES does not provide the guarantee of availability which 
is more important in a cloud environment. Integrity was achieved using the SHA1 al-
gorithm. It has a block size of 64 bytes and message digest size of 20 bytes.  

Cloud

F1 F7F4F3

F(Data File) 

Reconstruction of the 
original data.   
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We were able to reconstruct the whole data successfully even when (n-k) slices of 
data were unavailable. 

Figure-4 represents the time taken to split a 94 MB file into 10 pieces for different 
threshold values and Figure-5 represents the time taken to combine them. Overhead is 
calculated as ((combined size of split files/original file size) * 100) for different values 
of n and k.  

It was observed that a considerable decrease in the dispersal time as the overhead 
decreases. The Recovery time remains almost constant with a maximum variation of 
0.4 seconds with the best recovery time at the threshold value of eight. The overhead 
at this point was 25%. 
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Fig. 4. Information Dispersal for 94 MB file with n=10 
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Fig. 5. Information Recovery for 94 MB file with n=10 

5   Conclusion 

Proposed method of secure data outsourcing provides the CIA of security along with 
comparable performance, as compared to traditional encryption techniques. 

The security of this method is not bounded by the computational capabilities of 
present hardware. Further, secure storage of the encryption keys is done away with. 
Taking the above points into consideration we conclude that, owing to the distributed 
nature of the cloud, information dispersal of data is the more optimal approach. 
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Abstract. A lot of research on wireless sensor network is focused on field of 
performance, security and energy. Public key cryptography suffers from high 
computational complexity and overhead, when Symmetric key schemes can be 
utilized more efficiently in order to provide more security. This paper proposes 
a more appropriate cryptography scheme for wireless sensor networks in re-
spect of low energy consumption. The proposed security scheme overcomes the 
limitations of both public-key and symmetric-key protocols. The scheme is uti-
lizes pre-distributed keys to implement data confidentiality service. Special at-
tention has been given to data authenticity. The proposed scheme is suitable for 
data centric routing using direct diffusion protocols in wireless sensor networks. 

Keywords: Wireless Sensor Network, Public Key Cryptography, Symmetric 
Key Cryptography, Elliptic Curve Cryptography, Scalable Encryption Algo-
rithm, RC5. 

1   Introduction 

Wireless sensor networks are widely used indifferent fields. Energy awareness is an 
essential design issue in wireless sensor networks (WSN). A wireless sensor network 
consists of spatially distributed autonomous sensors to monitor physical or environ-
mental conditions, such as temperature, sound, vibration, pressure, motion or pollu-
tants and to cooperatively pass their data through the network to a main location.  
Security is a key consideration when deploying Wireless Sensor Networks.  The ener-
gy efficiency is one of the key concerns in WSN. Sensor networks are deployed in a 
hostile environment, security becomes extremely important as these networks are 
prone to different types of malicious attacks. To provide security, communication 
transactions should be encrypted and authenticated. Symmetric key scheme is more 
appropriate cryptography (SKC) for wireless sensor networks due to its low energy 
consumption and simple hardware requirements, but most of them cannot provide 
sufficient security level (e.g. integrity, confidentiality, and authentication) as public 
key approach (PKC) does.  

Cryptographic primitives are the basis of security solutions and the most frequently 
executed security operations in sensor networks. Symmetric algorithms, both parties 
share the same key for encryption and decryption. To provide privacy, this key needs 
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to be kept secret. Once somebody else gets to know the key, it is not safe anymore. 
Symmetric algorithms have the advantage of not consuming too much computing 
power. A public key cryptography algorithm uses two different keys for encryption 
and decryption. The key used for decryption kept secret (Private) whereas the encryp-
tion key can be distributed openly (Public).Encryption algorithms and their use are 
essential part of the secure transmission of information. There are extensive studies on 
using symmetric-key cryptography to achieve various aspects of security in sensor 
networks [5, 11].The symmetric key function is used to guarantee secure communica-
tions between in-network nodes while the public key function is used to guarantee a 
secure data delivery between the source node and the sink node. 

This paper describes a new hybrid approach that combines the advantages of the 
well-known PKC and SKC schemes in wireless sensor networks. Symmetric-key and 
public-key are the main key-based tools used insecurity implementation. It is suitable 
for wireless sensor networks that incorporate data centric routing protocols. We have 
calculated the computational and communication overheads in terms of energy con-
sumption in the new scheme. 

Rest of the paper is organized as follows: section 2 deals with the state of the art 
studies in this field, section 3 presents the proposed framework, section 4 includes the 
simulation results, followed by conclusion in section 5. 

2   Related Work 

The main challenge in sensory networks is how to secure communications between 
sensor nodes and how to set up secret keys between communicating nodes. In this 
section, explain how different security schemes can be implemented in Direct Diffu-
sion (DD) protocol. In DD protocol an interest travels between three different nodes 
the sink node, intermediate node, and source node. Therefore, the schema show how 
each of these node implements the security schemes and how much energy is con-
sumed to run such implementation within the node. We assume that a node uses the 
first radio model for sending and receiving data [3, 2]. This problem is known as the 
key agreement problem which has been handled via two security mechanisms: Public 
Key Cryptography (PKC) and Symmetric Key Cryptography (SKC). In direct diffu-
sion protocol used both public and private key. Mohammad AL-Rousan, A. Rjoub 
and Ahmad Baset used Directed Diffusion (DD) protocol that uses Elliptic Curve 
Cryptography (ECC) public key and RC5 symmetric key. But the novel proposed 
scheme uses ECC public key and scalable encryption algorithm (SEA) symmetric key 
and it is most suitable for wireless sensor networks that incorporate data centric 
routing protocols. 

PKC is preferred for security purpose as it provides security services for the system 
under consideration including confidentiality, integrity, authentication, and non re-
pudiation [12]. The public key and symmetric key approaches maintain all features of 
the Directed Diffusion (DD) protocol. Directed Diffusion routing protocol has been 
developed in data-centric routing [7, 4]. In data-centric routing, the sink sends queries 
to certain regions and waits for data from the sensors located in the selected regions. 
Data centric routing has proven to be a good scheme for minimizing communication 
overhead and energy consumption by using in-network aggregation. The DD protocol 
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has several advantages. First, there is no need for a node to have a global or a local 
address since all communications occurs between neighboring nodes. Second, it is 
highly energy efficient since the node does not have to maintain global information 
about network topology. Finally, individual nodes can do aggregation and caching, in 
addition to sensing. For network deployment to implement a secure Directed Diffu-
sion using the hybrid security scheme it Store Public key, Symmetric key, and hash 
function codes in each node and also each node, select and save a randomly private 
key and keep the associated public key at the sink. It Save a public key of the sink at 
each node and the same common symmetric key in all sensor nodes. 

The main drawback of PKC is that it suffers from high computational complexity 
and overhead so PKC schemes must be improved to their high complexity and high 
memory overheads. Rivest-Shamir-Adelman algorithm (RSA) [1] and (ECC) [8] are 
amongst well-known public key algorithms used in security systems. It is shown that 
ECC is more efficient than RSA in terms of memory requirements because it requires 
much lower key size than RSA to achieve the same security level. So the author uses 
ECC as a public key cryptography. The experimental result of executing the ECC 
with 160-bit key size and 1024-bit message size [9] shows that the execution time of 
the ECC on 8-bit ATMEL microprocessor with 8 MHz clock rate is 0.81s. 

The main idea In SKC techniques is that the secret keys are pre-distributed among 
sensors before their deployment [10] and SKC schemes, must be utilized more effi-
ciently in order to provide more security satisfaction. The paper uses RC5 as a sym-
metric key, which has substantial overhead associated with its implementation. The 
symmetric key encryption does not guarantee authenticity or the integrity. So we uses 
secure hashing algorithm. W Stalling Cryptography and Network Security discusses 
the implementation of SHA and showed that an m-bit message is processed by SHA 
[(m+65)/512] times. It has been found in [6] that the total execution time of SHA-1 
using a 512-bit message is 0.007777 seconds.    

3   Proposed Work 

In this section we elaborate the proposed schema used for sensor networks. The study of 
previous works show that the use of RC5 often leads to high energy consumption. In 
this paper, a novel method for key generation using Scalable Encryption Algorithm 
(SEA) is proposed in order to reduce the energy consumption of the network.  The hash 
function is used for this purpose, albeit with additional (h) bits to be sent along with the 
original data packet and here we proposed to use SEA [14] as a symmetric key. 

The proposed scheme uses ECC public key and SEA symmetric key and is suitable 
for wireless sensor networks that incorporate data centric routing protocols. The 
scheme involves three sub-cases, (i) Source_node_centric, (ii) interme-
diate_node_centric (iii) sink_node_centric 

3.1   Case (i) Source_Node_Centric 

This is the case when the data is encrypted/decrypted by the source node itself. Data 
is encrypted by using both the symmetric and public key techniques. The symmetric 
key encryption is coupled with hash function to guarantee the authenticity and integri-
ty. The final encrypted message thus have an additional h bits associated with it. This 
m+h bit data packet is then sent to intermediate node.  
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Fig. 1. Data encryption by the source node 

3.2   Case (ii) Intermediate_Node_Centric 

This part deals with the steps executed by each intermediate node after receiving the 
encrypted. Our proposed scheme use direct diffusion protocol, a well known data 
centric routing protocol. In Data-Centric routing in-network aggregation of data is 
used to yield energy efficient dissemination. In data aggregation, whenever similar 
data happens to meet at a branching node in the tree, the copies of similar data are 
replaced by a single message it is known as data aggregation. It is important feature of 
DD protocol. For intermediate nodes, each node does not need to encrypt the part of 
the packet that is encrypted by the source/sink node using the public key, it rather 
needs to decrypt and encrypt the aggregation data. This is done by using the scalable 
encryption algorithm (SEA) and SHA, as shown in the Figure 2. Suppose there are 
two messages M1 and M2, such that M1=M2 and the encryption and decryption keys 
are the same. This implies that the cipher of both M1 and M2 are equal so the node 
will only check if the encrypted data already exists in the data cache. The proposed 
techniques first decrypt the message and checks for its existence in cache. The mes-
sage is then encrypted using hashing algorithm and scalable encryption algorithm. 
The encrypted message is then sent to next step.  

3.3   Case (iii) Sink_Node_Centric 

This section describes the steps executed by sink node after receiving the encrypted 
message. The sink node decrypts the received data using the ECC and SEA algorithm.  
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Fig. 2. Data encryption by intermediate node 
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4   Result Discussion 

This section presents a comparative analysis of the proposed technique against the 
techniques as presented in [13]. We now analyze the energy consumption of the 
symmetric key for encryption/decryption process. It is assumed that the proposed 
scheme is executed on Atmega 128 16MHz 8-bit architecture AVR instruction set. 
The network size is taken as n= 10. In our discussion we show and compare the ener-
gy consumptions at the sink, source, and intermediate node for all security schemes 
under consideration. The message of size is taken as 1024. 

Figure 4 compares the energy consumed by the source node in the hybrid scheme 
vs the schemes proposed in [13].  The energy consumption by source node in the 
proposed scheme is only 86 micro joules, whereas the scheme presented in [13] 
shows the minimum energy consumption to be 96 micro joules. The reason for im-
provement is attributed to the fact that RC5 has been replaced by SEA. 
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Fig. 4. Energy Consumption at Source Node 

Figure 5 compares the energy consumed by the intermediate node in the hybrid 
scheme vs the schemes proposed in [13]. The energy consumption by intermediate 
node in the proposed scheme is only 173 micro joules, whereas the scheme presented 
in [13] shows the minimum energy consumption to be 192 micro joules. The reason 
for improvement is attributed to the fact that RC5 has been replaced by SEA. 
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Figure 6 compares the energy consumed by the sink node in the hybrid scheme vs 
the schemes proposed in [13].  The energy consumption by sink node in the proposed 
scheme is only 76 micro joules, whereas the scheme presented in [13] shows the min-
imum energy consumption to be 96 micro joules. The reason for improvement is at-
tributed to the fact that RC5 has been replaced by SEA.  
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Fig. 6. Energy Consumption at sink Node 

Figure 7 shows the average energy consumption of the overall node. The approach 
shows that if we are using SEA instead of RC5 [13] (Rivest Cipher 5) then the energy 
consumption will be reduced a lot. The energy consumption by all nodes in the pro-
posed scheme is only 1900 micro joules and 2226 micro joules, whereas the scheme 
presented in [13] shows the minimum energy consumption to be 2113 micro joules 
and 2264 micro joules.  
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5   Impact of Network Parameters 

It is obvious that the novel technique based on the parameter network size n. Network 
size is the number of the sensor nodes in the network. The size of the network has a 
direct effect on the number of intermediate nodes between the source and sink. Figure 
8 shows comparative result analysis of the proposed technique using SEA against the 
techniques RC5.  
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Figure 9 shows that the overall energy consumption for all schemes when increase 
the network size. The proposed hybrid scheme shows better performance to use SEA 
instead of RC5 in small and larger sensor networks.  
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Fig. 9. Impact of network size (all node) 

6   Conclusion 

The state of the art studies that most of the existing encryption technique scheme 
consume lot of energy. This paper proposes a more appropriate cryptography scheme 
for wireless sensor networks in respect of low energy consumption is Modified Sym-
metric Key Cryptography algorithm. Here we are using Scalable Encryption algo-
rithm instead of RC5. Our scheme is suitable for Data Centric routing using DD  
protocol which is good scheme for minimizing the energy consumption. PKC suffers 
from high computational complexity and overhead, when SKC schemes can be uti-
lized more efficiently in order to provide more security. The proposed security 
scheme overcomes the limitations of both public-key and symmetric-key protocols. 
Proposed scheme uses secure hashing algorithm and this will incur additional (h) bits 
to be sent along with the original data packet. The symmetric key function is used to 
guarantee secure communications between the nodes in a network while the public 
key function is used to guarantee a secure data delivery between the source node and 
the sink node.  
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Abstract. A MANET is an infrastructure less network that consists of mobile 
nodes that communicate with each other over wireless links. In the absence of a 
fixed infrastructure, nodes have to cooperate with each other in order to provide 
the necessary network functionality for discovery and maintaining path. One of 
the principal routing protocols used in Ad hoc networks is AODV protocol. The 
security of the AODV protocol is threaded by a particular type of attack called 
‘Black Hole’ attack. In this attack a malicious node advertises itself such a way 
that it has the shortest path to the destination node. This paper gives solution for 
co-operative Black Hole Attack at the time of route discovery phase and gives 
solution without monitoring other nodes. Monitoring technique increases 
network traffic and also cause of power loss. This paper uses RSA security 
Algorithm to identify Reply packet comes from destination only. 

Keywords: Ad hoc Networks Routing, Protocols, AODV, Black Hole Attack. 

1   Introduction 

Wireless networks can be basically either infrastructure based networks or infrastruc-
ture less networks. The infrastructure based networks uses fixed base stations, which 
are responsible for coordinating communication between the mobile hosts (nodes). 
The ad hoc networks falls under the class of infrastructure less networks, where the 
mobile nodes communicate with each other without any fixed infrastructure between 
them. MANET is composed of many mobile devices with wireless interfaces. 
MANET has fully decentralized topology. It changes dynamically as nodes move and 
the nodes reorganize themselves to enable communications. In MANET, each mobile 
device can be treated as a node. The source node can send packets to the destination 
node by other nodes in MANET. Therefore, the routing protocol must ensure both 
connectivity and security to achieve the network stability. Since the memory, the 
bandwidth, and the power saving are very important in MANET. While these charac-
teristics are essential for the flexibility of MANETs, they introduce specific security 
concerns that are absent or less severe in wired networks. MANETs are vulnerable to 
various types of attacks. These include passive eavesdropping, active interfering, 
impersonation, and denial-of-service. Intrusion prevention measures such as strong 
authentication and redundant transmission can be used to improve the security of an 
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ad hoc network. However, these techniques can address only a subset of the threats. 
Moreover, they are costly to implement. The dynamic nature of ad hoc networks re-
quires that prevention techniques should be complemented by detection techniques, 
which monitor security status of the network and identify malicious behaviour. 

One of the most widely used routing protocols in MANETs is the ad hoc on-
demand distance vector (AODV) routing protocol [2]. It is a source initiated on-
demand routing protocol. However, AODV is vulnerable to the well-known black 
hole attack. AODV’s basic working principle contains two key components: route 
discovery phase and route maintenance phase. This paper studies black hole attack 
occurs in route discovery phase. In this paper, a mechanism is proposed to identify 
multiple black hole nodes cooperating as a group in an ad hoc network.  

Rest of the paper is organized as follows: section 2 deals with the state of the art 
studies in this field, section 3 presents the proposed solution, section 4 includes the 
result description, followed by conclusion in section 5. 

2   Related Work 

In the intruder attack, the attacker must realize the routing protocol mechanism to 
fake the network. Researcher understands the routing protocol mechanism to protect 
the network as well. The researchers use different types of intrusion detection me-
chanisms on different routing protocols to defend against same attack or different 
types of attacks. Such type of few papers discussed below that gives solution for 
Black Hole Attack. 

[1] In this paper the authors proposed Source Intruder Detection (SID) security 
routing mechanism that detects the attacker when an intermediate node sends the 
RREP packet. In SID security routing mechanism, when the source nod receives a 
RREP packet from the intermediate node, the source node sends a Further Route 
request packet to the next hop through a new route to verify that it has a route to 
the intermediate node, which they sent back the RREP packet and announced that 
they have a route to the destination. As soon as the next hop receives FRREQ 
packet, it sends a Further Route Reply packet to the source node. The source node 
checks the FRREP Packet information and if the next hop node has routes to the 
destination nod and intermediate node, the source node establishes the route. That 
means source node monitors other nodes in the network. 

[3] In this paper, an approach is proposed to combat the Black hole attack. In this 
approach any node uses number rules to inference about honesty of reply’s send-
er. Activities of a node in a network show its honesty. To participate in data trans-
fer process, a node must demonstrate its honesty. Early of simulation, all nodes 
are able to transfer data; therefore they have enough time to show its truth. If a 
node is the first receiver of a RREP packet, it forwards packets to source and 
judge the replier. The activities of a node are logged by its neighbors. These 
neighbors are requested to send their opinion about a node. When a node collects 
all opinions of neighbors, it decides if the replier is a malicious node. The deci-
sions are made based on number rules. 
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[4] This paper proposes a secure and efficient MANET routing protocol, the SAODV 
protocol which aims to solve black hole attack. In SAODV after route discovery 
phase, when the source node in MANET receives a RREP, source node will de-
posit the RREP in its routing table, and immediately sends another packet 
SRREQ to the destination node along the opposite direction route of RREP re-
ceived. This SSREQ contains a random number generated by the source node. 
When receives two SRREQ or more from different routing paths, the destination 
node firstly deposits them to local routing table, and compares the content of 
SRREQ whether contains a same random number. If number is same then desti-
nation node sends SRREP that also contains a random number to the source node 
along opposite direction path. When source node receives two or more SRREP, it 
compares random numbers generated by the destination node if same then it 
sends its data packet to the destination. 

[6] This paper gives solution for two problems those are “Do Not Forward RREQ 
Messages” and “Do Not Forward DATA Messages” This paper has defined two 
roles: the checking node and the checked node. If a node broadcasts a RREQ 
message and monitors its neighbors whether have forwarded the RREQ message 
or not. This node is called the RREQ checking node. The monitored node is 
called the RREQ checked node.  After broadcasting a RREQ message to its 
neighbors, the RREQ checking node monitors its neighbors and records those 
neighbors have rebroadcast the same RREQ message. After waiting for period of 
time, the RREQ checking node will look over the routing table to examine which 
nodes do not forward the RREQ message. These nodes that do not forward the 
RREQ message is identified selfish nodes. In this paper all activities of other 
node are monitored by checking node.  

[7] In this paper, proposed mechanism for removing a cooperative black hole attack 
is presented. The mechanism modifies the AODV protocol by introducing two 
concepts, (i) data routing information (DRI) table and (ii) cross checking. In the 
proposed scheme, two bits of additional information are sent by the nodes that re-
spond to the RREQ message of a source node during route discovery process. 
Each node maintains an additional data routing information (DRI) table. In the 
DRI table, the bit 1 stands for ‘true’ and the bit 0 stands for ‘false’. The first bit 
’From’ stands for the information on routing data packet from the node, while the 
second bit ‘Through’ stands for information on routing data packet through the 
node. Fields are used for checking reliability of a node. In cross checking phase, 
the intermediate node that generates the RREP has to provide information regard-
ing its next hop node and its data routing information entry for that next hope 
node. On receiving the RREP message from intermediate node, source node will 
check its own table to see whether intermediate nodes are its reliable node. If 
source node has used intermediate node before for routing data packets, then in-
termediate node is a reliable node for source node.  

[8] This paper resolves the problem of [1] paper that is resending FRREQ packet 
from the source node towards the next hop and waiting for FRREP packet from 
the next hop means increasing in routing overhead packets between the source 
and next hop node. In this paper instead of source node previous node monitors 
the next node by using same packets FRREQ and FRREP packets. The proposed 
LID security routing mechanism takes into consideration that the previous node is 
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trusted and there is no group attack in the network; which means that if the inter-
mediate node is suspected, then it performs a single attack on the network.  

3   Proposed Solution 

It is observed from the state of the art studies that most of the existing intrusion detec-
tion schemes suffer from communication overhead, due to the frequent monitoring 
involved. This may prove to be dangerous in case of high traffic. In the following 
section, a novel technique for intrusion detection is proposed to overcome the moni-
toring overhead problem. 

Above discussed papers uses different procedures to monitor intermediate nodes. 
The monitoring nodes may be either source node or previous node or the checking 
node itself. The proposed solutions have been observed to generate extra overhead 
leading to power loss and increase of traffic. This paper tries to solve this problem 
and find solution path in such a way that confirms that RREP packet only comes from 
the destination node. This solution need not monitor intermediate nodes after estab-
lishing the path. 

The proposed solution uses the following assumptions:.  

• Each node contains a same set of prime numbers with increasing order. 
• RREQ and RREP packet contains a counter that increases with each hop. 
• It uses AODV algorithm with some additional features. 

3.1   Logic Description 

The proposed solution appends some fields to the RREP and RREQ messages. The 
RREP message format is {HP_count, S_INFO, original_message}. The RREQ mes-
sage format is {HP_count, R_INFO, E, original_message}. The HP_count is the total 
number of hops needed to send packets between source and destination. E holds an 
integer value which is used by the RSA algorithm for encryption/decryption. When 
RREQ and RREP packets are sent by source or destination, this packets use its coun-
ter to counts the number of intermediate node between source and destination node. 
The HP_count value is used to select two prime numbers for encrypting data. S_INFO 
(value of INFO field in the RREQ packet) field contains some integer value sent by 
source node which is used for confirming that reply comes from destination node. 
R_INFO (value of INFO field in the RREP packet) contains encrypted value that is 
sent by destination node. 

Algorithm 

Step 1: Source node sends RREQ to its neighbor nodes. 
Step 2: On receipt of RREQ packet, destination node, it uses HP_count field value to 
find out prime number which will be chosen from the set of prime numbers for 
implementing RSA algorithm. For example, if hop count value is 10 then two prime 
numbers will be chosen those are 10th and 11th prime number. 
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Step 3: Then destination node adds value of S_INFO field of RREQ with 10th prime 
number and selects an integer E i.e 1<E< multiplication of prime numbers i.e N. 
Step 4: Then added value is encrypted by implementing RSA algorithm using N, E 
then encrypted value is being kept in R_INFO field. 
Step 5: Destination node sends value of E and R_INFO via same path to the source 
node so that value of HP_ count (10) in RREP packet is same as RREQ packet. 
Step 6: On receiving packet, the source node uses HP_count value and it retrieves 
prime number from the set of prime numbers having same sequence number. 
Step 7: By using value of E and prime numbers it decrypts R_INFO of RREP packet 
and subtract value of 10th prime number and checks that it is equal to the value of 
S_INFO of RREQ packet. If value is equal then only it sends packet via that path. 

4   Result Description 

This section presents a comparative analysis of the proposed technique against the 
techniques as presented in [8] which contains effect of number of nodes in the net-
work overhead. 

4.1   Network Overhead 

Network over head is calculated by the number of control packets exchanged by all 
nodes before sending data. In order to study the effect of the number of nodes in net-
work overhead by proposed algorithm and LID security routing mechanisms over 
AODV routing protocol, the combination of 20, 40, 60 and 80 nodes are used for 
simulation and simulation time is 15 minutes. The effect number of nodes in network 
overhead is shown below.   

 

 
                                                  NUMBER OF NODES    

Fig. 1. Effect of number of nodes in network overhead 

5   Conclusion 

In MANET, the selfish nodes with some misbehavior are common, one type of such 
attack is Black Hole Attack in AODV routing protocol. In this attack selfish node 
gives false reply to source node. If this reply comes before destination node reply then 



278 P. Sarkar and R. Chaki 

 

it creates problem. The state of the art study shows that most of the existing black 
hole attack detection schemes suffer from network overhead. The proposed paper 
aims to reduce the network overhead. Most of the previous paper uses monitoring to 
solve this problem but this paper proposes a solution without monitoring. This paper 
uses RSA algorithm with AODV to confirm that reply comes from destination node 
and its number of control packet same as AODV. As number of control packet is less, 
overhead is minimized. 
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Abstract. In this paper an entropy-based approach for detecting the covert tim-
ing channels is proposed. The detection of covert timing channels is the chal-
lenging task over the internet. Ordinary things such as existence of a file or time 
used for computation, have been the medium through which covert channel 
communicates. Covert timing channels are not easy to detect because these me-
dia are so numerous and frequently used. Different approaches are implemented 
to detect various covert timing channels. Existing techniques are efficient but 
have to adopt more than one approach. Applying more than one approach to de-
tect the covert timing channels is the risk process. In this paper, only one ap-
proach is used by this efficiency is improved while applying this proposed 
technique improvements to be made for proposed entropy and corrected condi-
tional entropy in detecting covert timing channels.  An entropy-based approach 
is sensitive to the current covert timing channels. 

Keywords: covert timing channel, network security, detection tests, overt 
channel. 

1   Introduction 

Lately, Internet has been used for every activity of our daily lives and it plays a vital 
role in our daily lives. People send sensitive information through emails, posts etc, 
that sensitive information should not revealed to the third party. In contrast a network 
covert channel leaks the information across the network, by violating security policies 
[2]. The covert channels are of two types, namely covert storage channels and covert 
timing channels. One of the differences between covert storage channels and covert 
timing channels is that covert timing channels are essentially memory less, whereas 
covert storage channels are not. In covert storage channel data is written to and read 
from sections of network packets not intended for data transmission. With a time 
channel while the sender sends the data the receiver have to receive immediately else 
the data will lost. But comparatively timing channels are more intricate to detect. So 
the detection of the covert timing channels over the Internet (0vert channel) is the 
challenging research. The definition of the covert timing channel is “the computer se-
curity attack which is capable of communicating the transforming information objects 
in the opposition of security policies. In simple manner leaking of the information 
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into the network, which is difficult to detect. While the overt channel is the communi-
cation path designed to transmit the information in the authorized way. In the original 
design of the communication channel design covert channel is not a part and is not au-
thorized to access information in the communication channel [17] because of high 
variation in legitimate network traffic. The regularity of the timing channel can be 
used to differentiate the channel and measure their efficiencies. The timing or order-
ing of network is tampers by the covert timing channel over the Internet for mystery 
information transfer. Even though information is transforming secretly, the users are 
affected by the Internet threats due to the leakage of the covert timing channel. In the 
same way detecting covert timing is a well-known challenging task in the security 
community. The covert channel is relegated based on scenarios, noise and information 
flows. The covert timing channel first proposed in [21], where the sender either 
transmits or stays silent in a specific interval time. 

Covert channel is used for information transmission, but is not designed nor in-
tended for communication [20]. For detecting the covert timing channels there are 
some tests and approaches like statistical tests [1], [2], [3], but are not accurate and 
robust in capturing a covert timing channel and border detection, but are over sensi-
tive to the high variation of network traffic. Huskamp’s dissertation [13] has encoun-
tered the first systematic capacity analysis of timing channels. Quantized pump [14], 
which is easy to assemble, easy to analyse, has a provable upper bound on the covert 
channel bandwidth, and has better performance characteristics than the Pump. Later 
entropy-based approach is suggested to detect the covert timing channels. It is more 
difficult to detect the covert timing channels, due to the creation of the covert timing 
channel is created without pretending the entropy of the original process. Thus for de-
tecting the covert timing channels entropy and conditional entropy approaches are 
used but for finite samples, the exact entropy rate of a process cannot be measured 
and must be forecasted [4]. Thus, we forecast the entropy rate with the corrected con-
ditional entropy, a measure used on biological processes [5]. The corrected condi-
tional entropy is designed to be accurate with limited data, which makes it excellent 
for small samples of network data. To evaluate our new entropy-based approach, we 
conduct a series of experiments to validate whether our approach is capable of differ-
entiating covert traffic from legitimate traffic. We perform the fine-binned estimation 
of entropy and the coarse-binned estimation of corrected conditional entropy for both 
covert and legitimate samples. We then determine false-positive and true-positive 
rates for both types of estimations. Our experimental results show that the combina-
tion of entropy and corrected conditional entropy is very effective in detecting covert 
timing channels. 

In this paper we propose the combination of the both entropy-based detection 
methods and entropy to detect the covert timing channels in the easiest way. The en-
tropy relates to covert timing channel capacity.  

The remainder of this paper is structured as follows: Section 2 covers related work 
in covert timing channels and their detection schemes. Section 3 describes covert tim-
ing channels in brief of different types of covert timing channels. Section 4 proposed 
method describes the basics of detection and implementation details. Section 5 has the 
experimental results for the proposed method. Finally section 6 is conclusion. 
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2   Background and Related Work 

In recent years, researchers had suggested many different solutions to detect, inter-
rupt, and take out covert traffic, but due to disruption system performance takes 
down. In normal way to mark difference between the covert traffic and the legitimate 
traffic, and the statistical methods are used and then detects the covert timing. In the 
statistical methods first order and second order or higher order statistics are used to 
describe the shape of the traffic. 

In the normal way compare to the covert storage channel the detection of the covert 
timing channels are hard. The communication may be one way or two ways (duplex-
ers). The following section follows the overview of the covert timing channels, and 
detection tests. 

 

a) Ack filter  
In one way communication (duplex and half-duplex) systems also covert timing 
channels are exist. Here low security network will communicate to high security net-
work are communicate each other with some conditions by using ACK filter [15] as a 
gateway. In these communication lower can forward data to higher but in response to 
the lower higher can sends only acknowledgements [15]. But intruders can  observing 
the timing of acknowledge from higher to the lower and they can send acknowledges 
to lower as they are higher. The other disadvantage is it is for one way communica-
tion. 

 

b) Buffer the information in the transmission process 
In these method of technique the data from lower to high will send , and it pass 

through a gateway and it sends the acknowledge to lower and forwards data to higher, 
then if higher sends acknowledge , the data from buffer will be deleted otherwise 
again it will sends the data [15]. Here we have to maintain a buffer and there is also a 
chance that an intruder may act as lower, the data will send from other way, other 
than through gateway. It is also one way communication. 

 

c) Observing the packet delays in the communication 
The covert timing channels, observes the packet inter-arrival time to encode covert 
messages. In the network, packets delays method it will be easy to investigates the 
channel capacity of Inter-based timing channels [19] and will be help for detecting 
covert timing channels based on how close a source comes to achieving that capacity 
of a channel. 

Covert channels are three categories storage, Legitimate and Covert timing chan-
nel. In these detection method the statistical analysis of the Inter-packet delays does a 
good job for classifying between regular network traffic and traffic that is communi-
cating through modulation of the inter-packet delays. Here only statistical analysis 
gives good result compare to the other analysis. In this method of detection, two 
methods are introduced. One is based on information theory concepts. It requires a 
thorough understanding of the network situation and a highly skilled attacker. The 
second method is based on the simple idea that if an even number of input symbols is 
used. Here the number of packets at the mean delay is very low compared to the 
maximum number of packets or any given delay. These are highly sensitive to  
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channels noise, rendering them useless in practice. So the encoding packet delays in 
network also have some disadvantages. 

 

d) Pelt and Attempt in Time 
In this method of acting controlling the transmission time between the consecutive 
payload packets in overt network communication, the covert timing channels aim to 
transmit the hidden messages. Overt network communication is the communication 
path with in a computer system or network designed for authorized transfer of data. 
The overt communication is the authorized communication while the covert commu-
nication is not authorized. The covert timing is designed systematically which is sta-
tistically undetectable by shape and regularity tests and is robust against disruptions 
caused by active adversaries and/or noise in the network. Here by encoding the mes-
sage, robustness is achieved using a spreading code scheme. But in this method by us-
ing a model-based modulation scheme estimate any legitimate traffic distribution is 
fulfilled undetectable. 

3   Different Covert Timing Channels 

The objective of the proposed scheme is to select the most relevant features using sta-
tistical characteristics of the subband coefficients, thus reduce the dimensionality of 
feature set and increase the accuracy of detection. In this paper, the first four norma-
lized moments of high frequency, low frequency subband coefficients and structural 
similarity measure of medium frequency subband coefficients are taken as the feature 
set. With these five features, a three layer back propagation neural network is trained 
for further classification. The block diagram of the proposed model is given in fig-
ure.1. The following sub sections briefly explain contour let transformation how the 
feature set is extracted from images and how the classification is done. 

Covert timing channel is one of the vulnerability. It conveys the information by 
modulating some aspects of system behaviour over time, so that the program receiv-
ing the information can observe system behaviour and infer protected information. 
The main purpose of covert timing channel is to leaking information in the network. 
These are of different types and are as follows. 

 

a) Two Types of Covert Timing Channels 
There are two types of covert timing channels: active and passive. Active covert tim-
ing channel generates additional traffic (as shown in the fig 1), while passive refers to 
covert timing channels that manipulate the timing of existing traffic. As shown in the 
fig1: the normal traffic is mentioned with green colour and additional traffic is men-
tioned with the maroon red colour. Depending upon the types the covert timing chan-
nels are explained as follows. 

 

b) Internet Protocol Covert Timing channel (IPCTC) 
The IPCTC investigates a number of design issues. A scenario where IPCTC can be 
used is illustrated in Fig. 1. In this scenario, a machine is compromised and the defen-
sive perimeter represented as a perimeter firewall or intrusion detection system moni-
tors communication with the outside.  
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Fig. 1. IPCTC / TRCTC / MBCTC scenario 

    

Fig. 2. passive or jitterbug 

  
c) Model-Based Covert Timing Channels (MBCTC) 
The MBCTC fits a sample of legitimate traffic to several models, such as Exponen-
tial, and selects the model with the best fit. It uses the inverse distribution function 
and cumulative distribution function for the selected models as encoding and decod-
ing functions. 

 

d) Time-Replay covert Timing Channel (TRCTC) 
The TRCTC uses a sample of legitimate traffic Sin as input and replays Sin to trans-
mit information. Sin is partitioned into two equal bins S0 and S1 by a value tcutoff. 
This will creates legitimate network traffic. 

 

e) Swing Bug 
It is a keyboard that slowly leaks the information over the network and is a passive 
covert timing channel. A scenario where swing bug or Jitterbug can be used is illus-
trated in Fig. 2. It belongs to class of inline interaction mechanisms [18]. In the 
trusted environment it is positioned at input devices and transmits the data covertly to 
affect externally observable network traffic by perturbing the timing of input events. 
There by leaks the sensitive data without compromising the host or its software and 
captures passwords through small variations in the precise times at which keyboard 
events are delivered to the host. 

 

f) other covert timing channels 
A simple binary covert timing channel based on the arimoto-Blahut algorithm [6] [7]. 
Combinatorics–based scheme, called cloak (consider as storage and timing channels), 
to transmit information in the order of packets within different flows. Covert timing 
channel based on the timing of TCP bursts [8]. 

 

g) Network Covert Timing channel (NCTC) 
It is the attack in which attackers are used to communicate with the compromised 
hosts particularly in distributed denial of service (DoS) attacks [9]. 
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4   Proposed Method 

In this section, we have explained basics of the method later the combination of en-
tropy-based detection methods and entropy i.e., the actual proposed method.   
 

a) Entropy 
Entropy is the quantitative measure of disorder in a system. Entropy is what the equa-
tions define it to be. The word entropy came out from the thermodynamics. The rate 
of entropy is the average entropy per random variable, can be used as a measure of 
complexity or regularity [19]. Now we can explain the entropy in the form of equa-
tion. The entropy H, of a discrete random variable X is a measure of the amount of 
uncertainty associated with the value of X. 

Suppose one transmits 1000 bits (0s and 1s). if these bits are known ahead of 
transmission logic dictates that no information has been transmitted. Here we are us-
ing to be a certain value with absolute probability. If however, each is equally and in-
dependently likely to be 0 or 1, 1000 bits have been transmitted. Between these two 
extremes, information can be qualified as follows. If X is the set of all messages 
{x1,x2,……,xn} that X can be, and p(x) is the probability of  x given some x € X, 
then the entropy of X is defined. 

 

H(x) = Ex [I (x) ] =  -∑   P ( x ) log P( x ) 
x € X 

Ix is the self information, which is the entropy contribution of an individual message, 
and Ex is the expected value. 

The special case of information entropy for a random variable with two comes is 
the binary entropy function, usually taken to the logarithmic base 2: 

 

Hb ( P ) = - P log 2 P – ( 1- P ) log 2 ( 1 – P ) 
 

Here we are using joint entropy of two discrete random variables X and Y is merely 
the entropy of their pairing: ( X,Y ). This implies that if X and Y are independent, 
then their joint entropy is the sum of their individual entropies. 

For example , if ( X,Y ) represents the position of a chess piece X the row and Y 
then columns then the joint entropy of the row of the piece and the column of the 
piece will be the entropy of the position of the piece. 
 

H(X,Y) = EX,Y [- log p (x, y)] = -∑ p(x, y) log p (x, y) 
 

For sequence of infinite length, the conditional entropy is the entropy rate. So for fi-
nite length samples it is unable to measure. 
 

b) Corrected Conditional Entropy (CCE) 
For the finite samples the exact entropy rate cannot be measured, so they must be es-
timated. Based on the histograms the probability density functions can be replaced 
with empirical probability density functions. By using specific strategy the data is 
binned into Q bins. The empirical probability density functions are determined by the 
proportions of bin sequence number patterns. 

In sympathetic outflow the regularity can be measured by the corrected conditional 
entropy. It is a new method for measuring the regularity of a process over short data 
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sequences is reported. It is designed to decrease in relation to the regularity of the 
process, but it is able to increase when no robust statistic can be performed as a result 
of a limited amount of available samples. 

In the conditional entropy the length m pattern can be predicted by the length m-
1pattern and the length m and m-1patterns cancel out. But in corrected conditional en-
tropy there is no need to fix the length m.  

The conditional entropy of a random variable X, Y is the average conditional en-
tropy over Y. 

 
H(X/Y) = EY [H(X/y)] = -∑ P(y)  ∑  p(x/y) 

y€Y       x€X 
 

log p(x/y) = -∑P(x,y) log p(x,y)/p(y) 
x,y 

 

Because entropy can be conditioned on a random variable or on that random variable 
being certain value, care should be taken not to confuse these two definitions of the 
conditional entropy, the former of which is in more common use. A basic property of 
this form of conditional entropy is that, 
 

H(X/Y) = H(X,Y) – H(Y) 
 
c) Contribution 
In this paper we are proposing the connection between the entropy-based detection 
methods and entropy as it relates to covert timing channel capacity. Here we explain 
entropy and entropy-based detection and in the implementation we can show the  
performance. 

5   Sample Experimental Results 

The covert timing channels are very serious threatens in the networking. After the ex-
perimental results is also found that detecting covert timing channels is more hard 
compare to the covert storage channels. In this paper it has been proved that the single 
proposed method will be able to detect all the covert timing channels. Compare to the 
other methods the proposed method will perform effectively in detecting the timing 
channels. The entropy is a measure of uncertainty, so it is used in the detection of tim-
ing channels and performance of this method is effective compare to the previous 
methods as follows. 

The detection rates of IP Covert Timing Channel (IPCTC), Time-Replay Covert 
Timing Channel (TRCTC), Model-Based Covert Timing Channel (MBCTC) with true 
positive values are listed in the table 1. Here KSTEST for IPCTC is 1.00, TRCTC is 
.01 and MBCTC is .03. Regularity test for three timing channels .54, .04, .02, EN test 
is 1.00, .02, .55 and CCE is 1.00 for IPCTC and TRCTC and for MBCTC is .95. By 
observing the results it can understand that efficiency is increasing and by the pro-
posed method also the efficiency is increased. 
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Table 1. Detection rates of IPCTC, TRCTC, MBCTC with HTTP TEST 

 HTTP-
TEST 

IPCTC TRCTC MBCTC 

TEST False  
positive 

True  
positive 

True  
positive 

True  
positive 

KSTEST  .00 1.00 .01 .03 
Regularity .01 .54 .04 .02 
EN .01 1.00 .02 .55 
CCE .01 1.00 1.00 .95 

 
In the fig 3 three timing channels are detected with different detection methods. 

We are mentioning with different colour for each test. 

 

   
Fig. 3. Entropy Detection Method Fig. 4. Entropy-Based Detection Methods 

In the proposed method we are increasing the efficiency of different covert timing 
channels detection.  The results are as in the table 2 and by the experimental results it 
is observed that our proposed method is efficient compare to the existing methods. 

In table 2, by taking some samples we conducted test in detecting different covert 
timing channels. Here we classified the data in to bins and there by test the data and 
by observing the obtained results it is conform that proposed method is efficient in de-
tecting the different covert timing channels. 

Table 2. Proposed method results 

 IPCTC TRCTC MBCTC 
TEST True positive True positive True positive 
Entropy-
based detec-
tion method 

0.9 .01 .03 
.54 .03 .02 
1.00 .02 .45 
0.9 0.8 0.78 
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By obtaining sample experimental results and observing the results we conforming 
that the proposed method is efficient in detecting the different covert timing channels. 
In fig 3 and fig 4 it is observed that maximum value is 1 and 0.9 respectively. Here 
with in short period timing channels are detecting. 

6   Conclusion 

In this paper we going to implement the connection between entropy-based detection 
methods and entropy as both are related to capable of detecting covert timing chan-
nels. The possibility of covert channels cannot be completely eliminated, although it 
can be significantly reduced by careful design and analysis. In previous there are 
many detection methods, in that some are failed to detect some covert timing channels 
and some are restricted to detect some timing channels. But by using the corrected 
conditional entropy test and entropy test is able to detect covert timing channels with 
abnormal regularity and abnormal shape respectively. Here we are using connection 
between entropy-based detection methods and entropy to detect the covert timing 
channels. The covert timing channels are more difficult to detect compare to the cov-
ert storage channel. There are some other methods to detect the covert timing chan-
nels as it is the high variation in legitimate network traffic. 
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Abstract. Vehicular Ad-hoc Network (VANET) is a special type of Mobile 
Adhoc Network (MANET) technology that recently gained lot of prominence in 
urban areas. VANETs consider a combination of Road Side Units (RSUs) and 
vehicles with wireless radios. One primary issue in VANET is Medium Access  
Control (MAC), which aims to utilize the radio spectrum efficiently, to resolve 
potential contention and collision among vehicles for using the medium. Con-
tention reduces the performance of single channel MAC protocols and the 
workload distribution among the vehicles is also not well defined. Hence Multi 
channel Multi radio architecture is useful to provide better quality of services 
(QoS). But here multi channel interference is a major problem to assign channel 
to a particular vehicle. The proposed work describes a cross layered approach 
with distributed channel assignment algorithm. The multipath routing is carried 
out with the help of a distributed channel assignment algorithm to assign chan-
nels to each vehicle by finding out each channel load. This route and channel 
load aware algorithm provides better quality of service in VANET. Simulation 
results reveal that, Weighted Cumulative Expected Transmission Time 
(WCETT) routing metric in multipath routing algorithm integration with multi 
channel and multi radio outperforms AODV and DSR in various QOS  
parameters. 

1   Introduction 

Vehicular Ad hoc Network (VANET) is a special type of Mobile Ad hoc Network 
(MANET) which is an emerging technology and recently gained lot of prominence in 
urban areas. In VANET each vehicle acts as a router to exchange data between nodes 
in the network. This type of networks supports vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (VIC) communication. Such networks are used in traffic control 
applications, safety applications, driver assistance and location based services. The 
main challenge in VANET is high mobility [10] with the constraint of road topology, 
initially low market penetration ratio, unbounded network size and infrastructure 
support that differentiate it from MANET. 

Based on IEEE 802.11p [1], VANET uses Dedicated Short Range Communication 
(DSRC) for improving the drivers comfort and safety. The U.S.Federal Communica-
tion Commission (FCC) has allocated 75MHz of spectrum at 5.9GHz exclusively for 
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vehicular communications. The overall spectrum [5] is divided into seven 10 MHz 
wide channels as described in figure 1. The Channel 178 is assigned as Control Chan-
nel (CCH) for announcements and short data messages. Channel 172 and Channel 184 
are used for safety application in V2V communication. The remaining channels are 
designated as Service Channels (SCHs), where additional data transfer takes place. 
DSRC allows a data payload communication capability of 3, 4, 5, 6, 9, 12, 18, 24, and 
27 Mbps. Using the optional 20 MHz channels, it allows data payload capabilities up 
to 54 Mbps. 

 

Fig. 1. 5.9GHz DSRC spectrum 

The rest of the paper is organized as follows. Section 2 discusses related work, sec-
tion 3 defines problem definition, section 4 describes network model, section 5 dis-
cusses our proposed work, section 6 deals with simulation results and section 7  
concludes the paper. 

2   Related Works 

Multi channel protocols contain two major components, channel assignment and me-
dia access control. An efficient channel assignment method can reduce radio interfe-
rence among concurrent transmissions within a single channel, and make medium 
access control easier. Channel assignment plays an important factor in multi channel 
communication. Channel assignment methods are of three types as static, dynamic 
and hybrid. 

2.1   Static Channel Assignment 

In static channel assignment, channel selection process is executed at the beginning of 
system deployment, or very infrequently during runtime. For example, G. Zhou [9] 
proposed an Even Selection channel assignment scheme, nodes first exchange their 
IDs among two communication hops to reduce hidden and exposed terminal prob-
lems. In next phase nodes begin to choose channels in the increasing order of their ID. 
One drawback of this scheme is it doesn’t use traffic information of a node for chan-
nel assignment and assumes traffic is evenly distributed on each node. But this is 
often not true in reality. To overcome this problem Yafeng Wu [8] proposed a Traffic-
Aware Channel Assignment in Wireless Sensor Networks. In this scheme, nodes 
exchange their IDs and their traffic weights among two communication hops to gather 
information about its two-hop neighbors. In the next phase nodes take channel deci-
sions in the decreasing order of their traffic weight, with the smallest node ID used as 
a tie breaker. If a node has the greatest traffic weight among its two communication 
hops, it chooses the channel with the least load among available channels, and then 
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beacons the channel choice within two hops. After receiving this beacon, nodes up-
date the load of the corresponding channel. One disadvantage for this scheme is it 
assumes that the traffic data rate does not change in future.  One major drawback of 
all static channel assignment schemes is the channels for all the radios of a node are 
fixed and degrades the performance of entire network. 

2.2   Dynamic Channel Assignment 

In dynamic channel assignment scheme, a distributed or centralized mechanism  
assigns channels dynamically to nodes according to the traffic information in the 
network. For example, X. Chen [7] proposed a Cluster Channel Assignment (CCA) 
approach to maximize the aggregate throughput while minimizing the interference 
and exploiting spatial reuse and local dynamic switching of the channels. OzlemDur-
mazIncel [6] proposed a schedule-based multichannel Mac protocol provides an inter-
ference and collision free parallel transmissions on different channels. Later Xiaodong 
Wang proposed [2] a multi-channel real-time communication protocol. It is a flow-
based channel allocation strategy and partitions the network based on many-to-one 
data flows. One potential pitfall of all these schemes is they can change the network 
topology. Topology changes can lead to sub-optimal routing and even network parti-
tioning in case of node failures. 

2.3   Hybrid Channel Assignment 

In hybrid channel assignment scheme, the channels for a subset of radios are fixed 
and for the remaining radios channels may vary dynamically during communication. 
The hybrid multichannel protocol (HMCP) [3] ensures connectivity between nodes by 
allowing one of the two wireless interfaces to switch across channels as required. The 
other interface remains fixed on a channel as long as the channel is perceived to be 
good. In this scheme a node can potentially transmit and receive simultaneously, if the 
channels on which they transmit and receive are different and control messages are 
exchanged to communicate the channel information between the nodes. Later Yang 
Yuwang [4] designed a Hybrid Multi-channel MAC protocol with Virtual Mechanism 
and Power Control for Wireless Sensor Networks. This protocol combines dynamic 
channel assignment, quasi-reservation mechanism, a virtual MAC frame mechanism 
to support larger network layer packets, a multi-channel virtual carrier sensing me-
chanism to estimate idle or busy channels effectively, and has an intelligent power 
control which adjusts the transmission power levels automatically according to the 
distance among network nodes, therefore it reduces the energy consumption and in-
creases the life of the entire network. 

3   Problem Definition 

Given a vehicular Adhoc network with multiple radio interfaces, multiple paths from 
source to destination the problem is to assign one or multiple channels to each node, 
such that the number of different channels assigned to a node is not more than the 
number of radios on the node. The objective of the channel assignment problem for 
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VANET is to maximize the throughput and minimize the delay between a source node 
and a destination node. 

Formally, the problem of hybrid channel assignment for a multi-radio VANET 
over a set of N nodes, given a set of K channels and set of multiple paths from source 
to destination is to compute a function f: N → P (K), to maximize the throughput and 
minimize the delay between a given source and destination pair (src, dst). 

4   Network Model 

A cluster is a group of nodes that can communicate without disconnection and that 
identify themselves to be part of a cluster. These nodes select a cluster head to coor-
dinate the communication among them. In VANET due to high mobility of vehicles 
and lack of fixed infrastructure cluster formation is a dynamic, tangled process and 
utilizes lot of bandwidth for transferring control packets to form the cluster. So in our 
proposed model we form fixed clusters with help of Road Side Units (RSU) and se-
lect one RSU as a cluster head based on highest-degree algorithm. Each cluster head 
contains a list of RSU’s and list of vehicles within the cluster. Reactive protocol is 
used in vehicle to vehicle communication and a proactive protocol is used between 
vehicle and RSU. The proposed algorithm assumes the VANET architecture as shown 
in figure-2. We use some infrastructure network with the help of road side units 
(RSUs). RSUs are equipped with minimum number of interfaces for providing multi 
channel assignment. The channels will be assigned based on the available channels in 
the network. 

 

Fig. 2. VANETs architecture for multi-radio and multi channel 
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The network considered is purely an undirected graph with V set of nodes and E 
set of edges. We denote this as G (V, E). Each edge in set E has interference channels.  
Let I(E) be the set of interference channels with edge E, that are identified to  reduce 
the interference in the network. In figure -2, different channels are indicated with 
different colors. Common color is used to indicate adjacent vehicles/RSUs. 

5   Proposed Work 

In this proposal, load aware channel assignment algorithm is discussed followed by 
multi-path routing in the network. 

5.1   Load Aware Channel Assignment Algorithm 

Let N- represents set of all nodes, R- represents set of road side unit radios, C-set of 
channels 

1. Assign a default channel to all nodes to break the circular dependency  
between nodes workload and channel assignment, because the channel as-
signment depends on nodes workload and nodes workload depends on the 
channel assignment. 

For all Node i that belongs to a node in set of nodes N ( ) has default 
Channel assignment. 

So,    1 means if a node i has C channels, channel 1 is assigned as a 
default channel and is used for all nodes. Binary values are used to represent 
channel assignment. If it is 1 channel is assigned, otherwise it is not as-
signed. 

2. After assignment, that channel information is stored in a temporary variable. 
The Channel assignment information is useful for further processing. 

3. Compute weight factor for each and every channel which is available in net-
work. This weight factor is required to assign channel during transmission.  

4. Weight factor calculations 
Calculation of weight factor Z  is based on the available packet delivery ratio 
of that channel and duty D is number of times channel used in a time period. 

             =  1  ∏ 1 1   ,            1  

  denotes channel k is assigned to node i. 
provides channel assignment information of a link at node i. 

5. Compute throughput for assigned channel for node S and its weight factor is 
Z and  
Throughput = 

 1 ,                 2  

  Provides all channels normalized affective transmission rates at node i. 
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6. While throughput values are grater then zero, do 
7. While assigned channel c is less than the number of channels C at i do 
8. Maximum weight factor is assigned for channel C at node i 
9. If i is not equal to destination (d) then 
10. Minimum weight factor assigned for channel C at i to eliminate the starva-

tion problem. 
11. Assign default channel for node. 
12. End if  
13. Again compute weight factor at D 
14. End while 
15. Compute throughput1 for channel Z at node D 
16. Throughput = Throughput1 - Throughput   
17. If throughput is greater than 0 then 
18. Assign channel between the S and D. 
19. end 

5.2   Multi-path Routing Algorithm 

Multipath routing is useful to find various paths from source to destination for reduc-
ing packet loss due to frequent route breakdowns. One major problem of multiple 
path routing is the large routing overhead generated during route search and mainten-
ance. But it is necessary to provide better QoS in VANET. In Route discovery process 
the Route Request (RReq) message includes a route record which specifies the se-
quence of nodes traversed by the message. Intermediate nodes do not keep a route 
cache, so they can’t reply to RReq‘s. This allows the destination to receive all the 
routes so that it can select the disjoint paths. 

Let d(s) – represent alternative paths form source to destination, v(s, d ,l) – 
represent all possible paths between the source and destination, q(l) – gives the queue 
length. 

Calculate the positive routing fraction of each path by using above parameters and 
Greedy approach. 

Calculate the positive routing fraction of each path by using above parameters and 
Greedy approach. 

   +  = max +         ,                                                                          3   
          ,                                            4  

 

In this  . 
Step 1:  denotes positive routing fraction of all paths from source to destination 
 = , , … . ,  
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If path partial fraction between any source node and destination is greater than or 
equal to 0 and the assigned summation of all paths between the source and destination 
is equal to 1, for all source nodes then  0 = 1,                                  5  

Find the maximum path partial fraction between source and destination with the help 
of , , 

max = 2                6  

Step 2: calculate the next queue length at intermediate nodes using below equation 

+ 1 = +                          7  

Step 3: Repeat the step 2 to improve the efficiency of finding the queue length.  
The above algorithm is useful to find out the best possible path between source and 
destination. 

6   Simulation Results 

We have implemented our proposed algorithm in NS2, which has been highly vali-
dated by the networking research community. 

Table 1. Simulation Parameters 

Parameters Value 
MAC Layer IEEE 802.11
Number of RSU + Number of nodes 4 + 6, 8+ 12, 12+18, 16+24, 20+30 
Number of Radios and Channels  3,3 
Simulation Area 600*600, 1000*1000 etc... 
Simulation Duration 200 sec 
Traffic Flow TCP ,CBR 
Mobility Pattern Random wave point 
Packet Size 512, 1024 etc... 
Transmission range 100, 250 m 
Node mobility speed 0 – 50 m/sec 
 

 
End-to-End Delay: It is defined as the averaged time required for transferring a data 
packet from source to destination. 
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Fig. 3. Packet end-to-end delay 

In figure 3, we have observed AODV and DSR have more end-to-end delay when 
compared to WCETT.  
 
Packet Loss Ratio: The number of packets that were lost due to high mobility in 
VANET and MAC layer collisions. 

In figure 4, we have observed that packet loss ratio is high in AODV and DSR 
when compared to WCETT because of less contention for channel in our algorithm 
and high throughput. 

 

Fig. 4. Packet loss ratio 

Throughput: Throughput denotes how much data can be transferred from source to 
destination in a given amount of time. 
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Fig. 5. Throughput in Kbps 

In figure 5, we have observed Throughput is high in WCETT when compared to 
AODV and DSR because channel interference is less and channel assignment for a 
node is based on channel weight factor and duties. 
 
Routing Overhead: The total number of control packets is transferred to route the 
data packets. It is defined as a ratio of control packets to the data packets.  

In figure 6, we have observed routing overhead is high in WCETT when compared 
to AODV and DSR 

 

Fig. 6. Routing overhead 
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7   Conclusions 

In this paper we investigated the performance of vehicle safety applications with the 
help of Cross layered Multi channel, Multi radio and Multi path routing algorithm. 
The study proceeded through two phases. In the first phase, we calculated the best 
path among multiple paths from source to destination by using Path partial fraction 
and Queue length at intermediate nodes. In the second phase assign the channels to 
each node among the available channels by calculating weight factor and duty of each 
channel. The simulation results of the algorithm show that the proposed method has 
improved the packet delivery ratio and throughput substantially. In future, to reduce 
the routing overhead we have to consider more parameters which will be our next 
course of research. 
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Abstract. Various communication protocols can be used simultaneously in a 
networking environment. This paper address the question that how much band-
width is used by Transmission Control Protocol (TCP) and User Datagram  
Protocol (UDP) when they share the same link in transport layer and which pro-
tocol consumes more bandwidth than the other.  A set of simple experiments 
has been conducted to find the effect of constant bit rate UDP traffic on adap-
tive TCP and vice versa. For that, four types of TCP which are TCP Tahoe, 
TCP Reno, TCP NewReno and TCP Vegas are used with UDP in variable 
bandwidth environment. From there, we are going to differentiate them in terms 
of bandwidth usage and define how it works and describes several effects that 
occurred when they work together.  

Keywords: TCP, UDP, NS2, Tahoe, Reno, NewReno, Vegas, RTT. 

1   Introduction 

Transmission Control Protocol (TCP) is the predominant Internet protocol & carries 
approximately 90% of the internet traffic. One key point of TCP is its congestion con-
trol which regulates the millions of flows of the Internet to provide both efficiency 
and fairness. In wired networks, the available bandwidth for best-effort traffic is 
usually constant and is set to the link capacity most of the time. However, major 
changes are foreseen as many Internet providers (ISP) are beginning to deploy Quali-
ty of Service (QoS) features with reservation-like or priority like mechanisms in their 
networks to guarantee a given QoS level.  

1.1   TCP Tahoe 

In TCP Tahoe, the sender maintains a congestion window (CWD) that limits the no. 
of packets that it is allowed to send into the network without waiting for acknowl-
edgment. The congestion control is a two-phase control mechanism: a slow-start 
phase and a congestion avoidance phase. The TCP sender dynamically increas-
es/decreases the congestion window size according to the congestion level, which is 
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conjectured by packet losses. Switching from the first phase to second phase depends 
on the slow-start threshold (ssthres). Slow starts suggest that the sender set the con-
gestion window to 1 and then for each ACK received it increase the CWD by 1. So in 
the first round trip time (RTT) it sends one packet, in the second it sends two and in 
the third it sends four. Thus it increases exponentially until it loses a packet which is a 
sign of congestion. The important thing is that TCP Tahoe detects packet losses by 
timeouts [6].  

1.2   TCP RENO  

TCP Reno adds some intelligence to TCP Tahoe so that the packets which are lost are 
detected earlier and the pipeline is not vacant every time a packet is lost. Reno re-
quires that receiving immediate acknowledgement whenever a segment is received 
[1]. The logic behind this is that whenever it receive a duplicate acknowledgment, 
then his duplicate acknowledgment could have been received if the next segment in 
sequence expected, has been delayed in the network and the segments reached there 
out of order or else that the packet is lost. So Reno suggests an algorithm called ‘Fast 
Re-Transmit’. Whenever it receives three duplicate ACK’s, it takes it as a sign that 
the segment was lost, so it retransmits the segment without waiting for timeout [7]. 
Another modification that RENO makes is in that after a packet loss, it does not re-
duce the congestion window to 1. However, performance of TCP Reno suffers in case 
of multiple packet losses within a window of data [9].  

1.3   TCP NEW-RENO  

Like Reno, New-Reno also enters into fast-retransmit when it receives multiple dupli-
cate packets, it doesn’t exit fast-recovery until all the data which was out standing at 
the time it entered fast recovery is acknowledged. Thus it overcomes the problem 
faced by Reno of reducing the CWD multiples times.  

1.4   TCP VEGAS 

TCP Vegas detects congestion at an incipient stage based on increasing Round-Trip Time 
(RTT) values of the packets in the connection unlike other flavors like Reno, NewReno, 
etc., which detect congestion only after it has actually happened via packet drops.  

1.5   User Datagram Protocol (UDP)  

UDP is a simple, connectionless transport protocol (Stevens, 1994) .UDP does just 
about as little as a transport protocol can. Aside from the multiplexing/demultiplexing 
function and some light error checking, it adds nothing to IP. In fact, if the application 
developer chooses UDP instead of TCP, then the application is talking almost  
directly with IP. UDP takes messages from application process, attaches source and  
destination port number fields for the multiplexing/demultiplexing service, adds two 
other fields of minor importance, and passes the resulting "segment" to the network  
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layer. The network layer encapsulates the segment into an IP datagram and then 
makes a best effort attempt to deliver the segment to the receiving host. With UDP 
there is no handshaking between sending and receiving transport layer entities before 
sending a segment. For this reason, UDP is said to be connectionless [5]. 

2   Design of Simulation Model 

To test the performance effect of the TCP and UDP in term of bandwidth usage, the 
simulation was carried out with 10 nodes and by sending two applications (FTP and 
CBR) to represent the protocols TCP and UDP using Network Simulator 2 (NS2). 
The simulations have been carried out on different versions of TCP (Tahoe, Reno, 
NewReno and Vegas) and the rates of UDP were set to 200 Kb and 4Mb. 

3   Results 

Two scenarios with all TCP versions once with 200 Kb rates of UDP and other with 
4Mb rate of UDP were simulated. 

3.1   TCP Tahoe with 200Kb Rate of CBR 

As shown in figure 1, TCP Tahoe consumed more bandwidth than UDP when the 
CBR is small (200Kb) and the maximum value of usage bandwidth is (2.2*10^6).  
 

 

 

Fig. 1. The bandwidth usage of TCP Tahoe with 200Kb of UDP 

3.2   TCP Tahoe with 4Mb Rate of CBR 

As shown in figure 2 the bandwidth used by TCP Tahoe is less than bandwidth usage 
by UDP when the CBR is large (4Mb), and the UDP is started with big value of 
bandwidth usage (2.75*10^6) while the TCP started with zero value. 
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Fig. 2. The bandwidth usage of TCP Tahoe with 4Mb of UDP 

3.3   TCP Reno with 200Kb Rate of CBR 

As shown in figure 3, TCP Reno consumed more bandwidth than UDP when the CBR 
is small (200Kb) and the maximum value of usage bandwidth is (2.2*10^6) which is 
same as earlier in TCP Tahoe , which tells that there is no major difference in band-
width usage in comparison to TCP Tahoe.  It doesn’t reduce the congestion window 
too much prematurely.  

 
 

 

Fig. 3. The bandwidth usage of TCP Reno with 200Kb of UDP 

3.4   TCP Reno with 4Mb Rate of CBR 

As shown in figure 4 the bandwidth usage by TCP Reno is less than bandwidth usage 
by UDP when the CBR is large (4Mb), and UDP started with big value of bandwidth 
usage (2.75*10^6) while the TCP started with zero value. 

 
 
 



Performance Analysis of TCP & UDP in Co-located Variable Bandwidth Environment 303 

 

 

Fig. 4. The bandwidth usage of TCP Reno with 4Mb of UDP 

3.5   TCP NewReno with 200Kb Rate of CBR  

As shown in figure 5 TCP NewReno consumed more bandwidth than UDP when the 
CBR is small (200Kb) and the maximum value of usage bandwidth is (2.2*10^6) 
which is same as earlier in TCP Tahoe and TCP Reno. Fig 3.1, 3.3, 3.5 represents al-
most identical drawings for TCP Tahoe, TCP Reno and TCP NewReno. This fact 
represents that when TCP Tahoe, TCP Reno & TCP NewReno are used with UDP 
sharing same links, the value of bandwidth for UDP in all simulations is almost same.  

 
 

 

Fig. 5. The bandwidth usage of TCP NewReno with 200Kb of UDP 

3.6   TCP NewReno with 4Mb RATE of CBR 

As shown in figure 6 the bandwidth usage by TCP NewReno is less than bandwidth 
usage by UDP when the CBR is large (4Mb), and UDP started with big value of 
bandwidth usage (2.75*10^6) .  



304 M.K. Goya et al. 

 

 

Fig. 6. The bandwidth usage of TCP NewReno with 4Mb of UDP 

3.7   TCP Vegas with 200Kb Rate of CBR 

As shown in figure 7 TCP NewReno is consumed bandwidth more than UDP because 
the CBR is small (200Kb) and the maximum value of usage bandwidth was 
(2.2*10^6).  
 
 

 

Fig. 7. The bandwidth usage of TCP Vegas with 200Kb of UDP 

3.8   TCP Vegas with 4Mb Rate of CBR 

As shown in figure 8 the bandwidth usage by 4Mb rate of UDP is more than band-
width usage by TCP Vegas, but in this scenario the maximum value of bandwidth 
usage by TCP Vegas which is (5.15*10^6) is less among previous scenarios. 
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Fig. 8. The bandwidth usage of TCP Vegas with 4Mb of UDP 

4   Conclusion 

The result shows that the average bandwidth available to different versions of TCP 
congestion control mechanism are not the same. But for this network simulation envi-
ronment, we prefer to adopt TCP Vegas because the average bandwidth is less than 
other TCP versions. Regarding the bandwidth share of TCP and UDP, we agree that 
UDP traffic is suppressing the bandwidth share of TCP traffic. To prevent that, the 
UDP rate should be decreased if the UDP rate is higher than TCP rate. Based on the 
graphs, there is no difference between all versions of TCP except for TCP Vegas 
which the average bandwidth of the TCP Vegas is the least among all the TCP ver-
sions. We also notice that the rate of UDP has the possibility to affect TCP send rates, 
depending on the UDP’s rate. More higher the UDP’s rate, more suppressed the TCP 
traffic will be at the shared bandwidth. 
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Abstract. The main objective of this work is to make a web site developer to 
understand the efficiency of the web site. the custom now among the web site 
users is to select the web site which is satisfying the needs of the user. the needs 
of each user will be different. the user may perform a professional oriented 
search or a non professional oriented search. whichever may be the criteria the 
user must be satisfied when a web site is opened for his search. considering a 
single web site either an entertaining web site or a professional oriented web 
site. the web site must be efficient in its own way. thus analysing the various 
parameters the web site can be improvised in its area of speciality. the world 
wide web contains  large amount of information. gaining knowledge over the 
information and also over the web user is the only way to extract effective 
information while mining.  

Keywords: Search Key, Utility, Web Warehouse. 

1   Introduction 

Considering a single web site all the visitors’ details are being extracted from the log 
file. These log files are resided in the server side. They are extracted as raw data and 
then converted into a user understandable data. A web site that has to track about the 
detail a tracking code must be inserted in the web site coding. This enables to listen 
each and every activity the user is performing. A user who ever enters the web site is 
tracked about all the activities they perform. The various user performed activities are 
moving the mouse, clicking the mouse, moving to a different link in the same web 
site, download various contents or exit out of the web site.  The main reason why a 
particular user exits out of the web site is for a similar search key may have different 
views for different user. All their views may not be satisfied during the first time of 
search. For this the mind of the user has to be read. For this purpose the system has to 
be trained in such a way that according to the first click done by the user the system 
must be able to  know the main target of the user for doing  such a word search. 

Let us consider an example of a word search. Let the word to be searched given by 
the user is “tree”. Some may look for the cultivation of the tree, some may want to 
know the various types of trees present in a particular area. A professional may need 
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information regarding the various trees structure to organise the data and others may 
need the tree to just to have a look at its importance in growing. Therefore we could 
conclude that a single word will not be helpful for learning the mind of the user. 

The proposed algorithm NUP (No user Profile) gives the knowledge to know the 
necessity of the user during the search. This requires just the search key from the user 
to proceed with knowledge extraction, ranking and ordering. 

The second section is about knowledge management, third section is about the 
existing related work, fourth to tenth sections is about the proposed method, eleventh 
section gives conclusion and twelfth section provides the enhancement needed in the 
proposed work 

2   Knowledge Management 

In most of the web site we can find the search segment in order to search for a suitable 
link for the user in the web site. Once a search key word is being typed and searched by 
the user immediately the links corresponding to the search key is being displayed. The 
user those who currently start surfing through the web site is said to be handling a 
session S1. The knowledge that has to be gained in this session is done in two segments 
while mining. The knowledge from the data that is present in the data ware house or the 
web warehouse has to be extracted. This knowledge is helpful for knowing about  
the contents of the information present on the whole. This information is obtained when 
the data or the link is created and are added to the warehouse.  The knowledge gaining 
process is done even before the mining is done. This knowledge will not change unless 
the data are modified by the owner of the data. The entire knowledge that is being 
acquired in one session is helpful for further processing of data. 

The next stage of knowledge is extracted from the user while they are performing 
the mining process. This is dynamically performed. This information dynamically 
changes. 

 

 

Fig. 1.Web mining subtasks 
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The Fig. 2 gives the clear outline of the procedure done in the proposed system. 
The stepwise procedure is discussed in the forth coming sections. 

3   Related Work 

Web Usage Mining (WUM) is the process of extracting knowledge from Web user’s 
access data by exploiting Data Mining technologies[1]. 

A partitioning method was one of the earliest clustering methods to be used in Web 
usage mining[1]. Incremental algorithm produces high quality clusters[2]. 
 
 

 

Fig. 2. Web mining subtasks 

The overall web usage mining process can be divided into Four interdependent 
stages as shown in Fig 2 are Data collection, Pre Processing, Pattern Discovery and 
Pattern Analysis. 
Almost all web sites have searching function, and the search engines under use are 
confronting the following troubles [6] 

3.1   Over Abundance 

If the there are duplicate data present in the web site. Duplicates are said to be 
replication of data present in the web site. There may be more links corresponding to 
a single search key.  

3.2   Limited Coverage 

All the web site cannot satisfy all the customer needs. There can be limitation in the 
amount of data present in the web site.  

3.3   Limited Query 

Most search engines access on simple keyword-based searching, retrieve or order 
pages based on popularity of pages.  

3.4   Limited Customization 

Query results are determined only by query itself, often dependent on the background 
and knowledge of the user. The focus of this paper is to provide an overall view of 
how to use frequent pattern mining techniques for discovering different types of 
patterns in a web log database. 
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4   Ordering of Data 

Just by the single word the intention of the user cannot be read. In this each set of 
links has the topic of the link as well as the hint about what the particular link is 
providing. The frequently used keywords would form the search keys of a particular 
data. This eliminates the commonly used words like the, is, was, about etc., So 
whenever the search matches the search keys immediately the listing of the link are 
done  in the normal order. This would not give the preference to the intention of the 
user. Since there is no information about the user is provided. When all the links with 
a short line of description about the link are displayed, 95% of the user’s would read 
the description before they follow through the link. By analysing the first click done 
on the link the system would learn about the information the user is looking for. 
According to the example the links regarding the cultivation, the information about 
the types, the data about the structuring of information or data are all formed in to 
separate groups.  

The next time user searches for the same search key he/she would be able to get the 
most related information in the first set of options. This would increase the 
effectiveness of the mining process.  

5   Essential Fields 

There are two tables used in this entire process. The first table would contain the information 
about the web site. The second table would contain the information of the user.  

The information regarding the web site that are present in the table are 

5.1   Title of the Web Page  

This is the main heading of the web page. This would be provided by the data 
provider.[3] Successful knowledge discovery requires a sufficient document 
collection. 

5.2   Web Address of All the Links   

The data should be present in a particular address. This address is provided so that whenever 
a selection of the particular option is made the particular web address is linked.  

5.3   Hint about Each Link 

This gives a small description about the particular link. While a search is made the list 
of option along with the hint is listed. This hint should not exceed 100 characters. 

5.4   List of Key Word   

Each link would have a list of key word by which they can be identified. The list of 
key word which would help to identify the particular link whenever searched. The 
total number of parameters provided in the site is entered. 

The second table will have the details of the web site user. 
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5.5   Web Site User   

Each web site user does not need to waste time in registering. Therefore they are 
identified by unique session ID. Each user enters in to the web site a new session is 
started and they are identified through out only by the session id.  

5.6   Start Time    

This gains the information about what time the user has traversed through the link. 
The format of the time is retrieved as “hh;mm;ss”. 

5.7   End Time   

This gains the information about what time the user has moved out from the link. The 
format of the time is same as that of the start time. The format of the time is retrieved 
as “hh;mm;ss”. 

5.8   Traversed Path 

The path traversed by the user is tracked. This field gets an entry only if the user 
moves through the path provided by the web page. The time duration spent on those 
paths are also identified. 

5.9   Scrolls and Clicks 

As the user traverse through the links the click and the scrolls that is being made in 
each link is also identified. The increment process is done for each scroll and clicks 
done throughout the surfing. 

This table is being generated for each user separately. This table is in existence 
only till the user under a session is surfing through the same web site. Once the user 
exits immediately the table is destroyed. If two users enters the web site at a time two 
table under a different session ID  is generated.  

If the links provided by the page are used it is assumed as the desired web page. It is 
assumed as the page is being read by the user before moved to the next link in the page. 

By list of parameters provided it can find the efficiency of the web page. This 
specifies the details it can provide about the topic. The quality of the web page is 
determined by the quantity of information it provide.  

The time is mainly used in order to know the time spent by the user. Since the user 
may go through the description and have made an attempt to traverse through the link. 
But the page would not have the desired information. Then user may attempt to move 
back in a few seconds or minutes. Therefore a threshold is being set. Whenever the 
time period exceeds the threshold value then it is decide by the system as the desired 
site by the user. Therefore in the next time of search done for the same search key in 
the next instant would give a different set of options. These options would be ordered 
in such a way that the most related sites are present in first few options. 

By just analysing the scrolls and clicks the utilisation of the page can be identified. 
The user may have opened the web page but would not have done any activities. This 
is also considered as the web page is not utilised.   



312 L.K.J. Grace, V. Maheswari, and D. Nagamalai 

6   Temporary Buffering 

In the case of user profiling based web search the user profiles would have a separate 
table. Each time the user enters in and  the activities done by the user is analysed until 
they exits out. This information is saved in a separate memory space for further 
analysis. These information helps the system to know what the user is actually 
interested in. Therefore every time the user makes a log in, the options are provided 
according to the knowledge gained while traversed in the site previously in the same 
user session.  

The main disadvantage regarding the user profile are 

• The profiling would occupy large memory space. 

• The user has to remember the username and password each time they log in. 

[5]User profiles can be categorized into three groups: interviewing, semi-interviewing  
and no interviewing. Current web information gathering systems attempt to satisfy 
user requirements by capturing their information needs. For this purpose, user profiles 
are created for user background knowledge description. Generate a topic profile for 
the user based on the discovered categories contained in the sub-trees. 

To avoid all these drawbacks in the proposed method there is no separate memory 
wasted for storing the user information. There is just a temporary storage done about 
the user who is doing the latest search operation. Once the user does the first search 
and spends time greater than the threshold value immediately the entry is made 
regarding the search key and the area the user is interested in. This information is 
helpful while the search is done for the same search key at the next instant. 

Thus just a temporary storage is done. When the time elapses for the threshold set 
for this storage. Then immediately the information of the previous search becomes 
unavailable to the system. Only the access time and traversed path is being identified. 
Which are deleted after the session of search is over. 

7   Setting the Threshold 

As it is discussed above if the user opening a web site is not doing any activity in the 
web page that has to be accounted. To identify wether the user is interacting with the 
web site efficiently the number of clicks and scrolls are being noted in the table. 
There is a necessity to set threshold values for various reasons. 

• To identify a user is interacting with the web site 

• To identify whether the customer needs are satisfied. 

There are two threshold values generated. For each 3 minutes the scrolls and click 
column is verified. If there is no increment of values in the scroll and click column for 
more than 3 times then the session is expired. Then the user is continuing surfing in 
the same web site then a new session is generated. 

The next threshold value would be generated to compare with the time duration 
that the user had spent after opening the link.  
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  ET-ST > TV1 
Where ET => End time 
            ST => Start time 
            TV1 => Threshold value 

The difference between the start time and the end time would provide the time spent by 
the  user on the particular link. If the time spent is lesser than the threshold it is considered 
as the site not interested by the user. At  this point of time there would not occur any 
reordering of the options instead the same set of options are shown  with the title and the 
description. The total knowledge is retrieved only by the activities of the user. 

Once the condition is satisfied then if the user moves back to look for more options 
then at that instant the options are re ordered and the sites falling under the group 
which the user is interested is displayed in the first few options. Even though the user 
was not provided with a wider range of options to his area of interest the second time 
of search at that instant would provide with large related site information.  

Since there is just a temporary storage done here, there is a threshold set even for 
this storage to become unavailable. This threshold is compared with the end time [ET] 
and next search done for the same search key. 

 BST – ET < TV2 
`  Where BST => Back Search Time 
  ET   => End time 
   TV2  => Threshold value 2 

The difference between the end time and the back search time would give the time gap 
of the next search done for the same search key . If the threshold is larger than the time 
gap then the machine analyses that the next search for the same search key is done 
immediately. If the threshold value is smaller  than the time gap then the next immediate 
search is not done by the same user. This is the analysis done by the system. 

By analysing these threshold values the knowledge is being generated according to 
the user and the ranking of the related links are done. 

8   Ranking and Reordering 

When it comes to the point of reordering, they are done only based on the rank that is 
being generated. The ranking is done only after identifying the user desired web page. 
The desired web page is identified by the previous equations that are discussed. Once 
that is identified the entire related webpage is considered. The total number of 
parameters provided by the developer are given in the extracted parameter field. The 
page which has more number of parameters takes up the first rank 

Once this ranking is performed  they display the result from the first rank to the last 
rank during the next search operation done by the user. This helps to identify the site 
that provide wide range of details about a particular topic. 
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9   Training the System 

Here the system is trained in such a way that it should analyse two factors. 

9.1   Users Utility of the Web Page  

How much time user spends time on the particular link is analysed. This helps to find 
the most interesting web site. During this analysis the system would be able to find 
which  is the area of interest of the user. With out getting the user profile information 
the area of interest is found. Once this area of interest for the particular search key is 
found and the list of search option is re ordered. The group of site falling under the 
area of interest of the user is given the first priority and the listing is re generated.    

Now only the time duration the page is been viewed but also the how effectively it 
has been utilised is analysed. This is done by the clicks and scrolls column. 

9.2   Users Next Idea of Searching  

This analysis is done in order to know whether the same user wants the listing for the 
search key. To analyse this point the time gap is considered that is between the first 
search completion and  the next search. According to this information the system may 
conclude whether the user is the same user. Do they need still more options for the 
same search key. The time gap should be too small so that no other user is getting the 
search result. This information helps in making the temporary buffer to be unavailable 
to the system. Minimal wastage of memory space. 

These two factors help the system to gain knowledge over the entire process done 
through out mining. 

[4]The two techniques of knowledge discovery can be applied for fully meeting the 
analyst needs: association rules and sequential patterns. Association rules mining 
provides the end user with correlations among references to various pages and 
sequential patterns can be used to determine temporal relationships among pages. 
Furthermore, mining sequences with time constraints allows a more flexible handling 
of the visitor transactions. 

A number of clustering approaches have been proposed, all of which use web server 
logs to generate a model of user actions that is then grouped with a clustering algorithm. 

10   Steps Involved 

The various steps done in these type of mining are 

10.1. Pre Processing 

These two activities are done before the search process 

• The data that are present are sorted to the respective key words 
• Then they are made into groups according to the area they fall in spite of 

similar search key. 
• Total number of parameters provided by each link is identified 
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10.2   Searching 

This is done by the user once the user types the search key 

• They found match with the data search key words  
• All the matched data are listed with their respective link address, title and the 

hint. 

10.3   Post Processing 

After the search result is displayed the following activities are carried out 

• The start time and the end time are noted. 
• They compared with the threshold and the corresponding activity is carried out 

as given in the previous sections. 

10.4   Second Time Search for Same Search Key 

When the second time of search done for the same key word the time threshold is 
analysed  

• Only the related sites are extracted 
• Ranking based on the number of parameters is done. 

Ordering the link according to the rank and displayed. 

11   Conclusion 

The proposed method is much effective than that of the existing machine learning and 
the user profiling method. An efficient personalised search is made in the system is 
done by this method. The user’s area of interest is given the highest priority. Which 
inturn provides a efficient set of options for the web search made by the user. 

12   Future Enhancement 

The proposed method is implemented with a limited amount of data and information. 
This can be implemented in more than one web site and tested. With increase in the 
set of information in the web this type of personalisation is very much essential. 

References 

[1] Dixit, D., Gadge, J.: A New Approach for Clustering of Navigation Patterns of Online 
Users. International Journal of Engineering Science and Technology 2(6), 1670–1676 
(2010) 

[2] Maheswara Rao, V.V.R., Valli Kumari, V., Raju, K.V.S.V.N.: An Advanced Optimal Web 
Intelligent Model for Mining Web User Usage Behavior Using Genetic Algorithm. In: 
Proc. of Int. Conf. on Advances in Computer Science (2010) 



316 L.K.J. Grace, V. Maheswari, and D. Nagamalai 

[3] Pierre, J.M.: Mining Knowledge From Text Collections Using Automatically Generated 
Metadata. Interwoven, Inc. (2002) 

[4] Masseglia, F., Poncelet, P., Teisseire, M.: Using Data Mining Techniques on Web Access 
Logs to Dynamically Improve Hypertext Structure. ACM Sigweb Newsletter 8(3) 
(October) 

[5] Tao, X., Li, Y., Zhong, N.: A Personalized Ontology Model for Web Information 
Gathering. IEEE Transactions on Knowledge and Data Engineering 23(4) (April 2011) 

[6] Tao, X., Li, Y., Zhong, N.: Constraint Based Frequent Pattern Mining for Generalized 
Query Templates From Web Log. International Journal of Engineering, Science and 
Technology 2(11), 17–33 (2010) 



N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 317–328. 
springerlink.com                                                                      © Springer-Verlag Berlin Heidelberg 2012 

Usability Evaluation Using Specialized Heuristics with 
Qualitative Indicators for Intrusion Detection System 

Tulsidas Patil1, Ganesh Bhutkar2, and Noshir Tarapore2 

1 Research Scholar, 2 Assistant Professor 
Department of Computer Engineering, 
Vishwakarma Institute of Technology, 

Pune - 411 037, India 

Abstract. Network security promises protection of valuable and accessible 
network resources from viruses, trojans, keyloggers, hijackers and unauthorized 
access. One of the important subsets of the network security tools is Intrusion 
Detection System (IDS). It is found that current IDS systems are not easy to 
use. As a result user has difficulties in judging the quality of the output, i.e. 
getting efficient alarm and severity level for detected intrusions, information 
about the detected intrusions as per layers, ports and visitors. Also the problems 
in installing and configuring the system go unnoticed. Therefore, the usability 
evaluation is extremely vital to help users in efficient interaction and enhance 
usage of IDS system. In this paper a specialized set of heuristics combined with 
objectively defined usability indicators are proposed for the usability evaluation 
of IDS systems. This study presents the evaluation of specialized set of 
heuristics based on usability problems and design deficiencies commonly 
prevalent among IDS systems. This set of specialized heuristics can be used to 
evaluate various IDS systems or other network security tools with diversified 
platforms and features. 

Keywords: Usability, Intrusion Detection System, Human Computer Interaction, 
Usability Heuristics, Usability Indicators, Network Security. 

1   Introduction 

From the evolution of internet, people have been facing challenges of the network 
security. To face security challenges, network users utilize various tools such as 
firewall, antivirus software, ethereal, nmap, nessus, and Intrusion Detection System 
(IDS) [12].  But according to report of US-CERT the rate of incident in year 2010 is 
nearly six times as compare to year 2005. So, the focus of work is moving towards the 
usability in security. Among these tools, IDS plays vital role in addressing the issues 
of network security as it is designed to provide a timely identification of malicious 
activities and to support effective response to the real-time attacks. But user often 
fails to get all these functional advantages from the IDS as usability of IDS comes 
into picture. Users complain about operations and maintenance of IDS [13]. There are 
two main problems regarding the state of art and state of practice in IDS. The first 
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problem is about the underlying technique that is used in detecting attacks and the 
second problem is about user interaction to know and quickly respond to the detected 
attacks [7, 14].  

This paper is a one step towards the improvement of usability in the network 
security tools. In this paper, we used well known heuristic evaluation method for the 
usability evaluation of IDS. The concept of qualitative indicator is also very much 
helpful to rate the importance of heuristics. 

1.1   Usability Heuristics  

Usability heuristics are used as guidelines to evaluate the usability of system under 
consideration. These heuristics are derived from the user as well as expert’s experiences 
and observations of the IDS systems. With these heuristics user can evaluate the 
usability of various IDS systems. According to the importance and its impact on the 
usability of IDS, the formation of heuristics was done from the observations. Usability 
evaluation is done by various methods such as cognitive walkthrough, formal usability 
inspection, heuristic evaluation or pluralistic walkthrough [5]. For usability evaluation 
of IDS, a heuristic evaluation method was selected where heuristics are specially 
designed for the IDS. The usability problems and design deficiencies commonly 
prevalent among all three IDS systems were identified and list down as observations. A 
comprehensive list of relevant problems and observations, which contribute to usability 
of IDS systems, was prepared. With IDS and usability expert the only observations 
which are applicable for the usability of IDS are considered as usability heuristics which 
are further divided into six groups. These six groups are elaborated in next section - 
Introduction to heuristics. The qualitative usability indicators [4] were identified to 
measure the compliance. Instead of applying the 1-5 Likert scale uniformly across all 
parameters, we have chosen an indicator based evaluation method. Some heuristic 
indicators are checked in term of their absence or presence and some are elaborated in 
terms of their qualitative attributes.  

1.2    Intrusion Detection System  

The notion of IDS came from the seminal paper by James Anderson in 1980 [7]. 
Intrusion detection is the process of monitoring the events occurring in a computer 
system or network and analyzing them for signs of intrusions, defined as attempts to 
compromise the confidentiality, integrity, availability to bypass the security 
mechanisms of a computer or network. Intrusions can be caused by attackers 
accessing the systems from the internet, authorized users of the systems who attempt 
to gain additional privileges for which they are not authorized and authorized users 
who misuse the privileges given them. IDS is a software that automate this 
monitoring and analysis process[1]. 

1.3    Users of IDS Systems 
 
Traditionally IDS is used only by the administrators but because of its advantage over 
other network security tools IDS users are continuously increasing from network  
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administrator to the daily computer users who wants to have a full picture of the 
traffic going through one’s PC or LAN segment. These users can be mainly classified 
as LAN administrators, security professionals and network programmers. 
 
• LAN Administrators – The LAN administrator provides support and management 

of the local area network within a company. This management involves a number 
of functions that have to do with regular maintenance of the network, overseeing 
enhancements and upgrades to the local area network. As part of the regular 
maintenance of the network, the LAN administrator will monitor the daily activity 
on the network, ensuring that the resources of the company are utilized in ways 
that are within the standards set for employee usage. 

• Security Professionals – Security professionals have broad understanding of a 
growing list of topics and technologies, including identity management, strong 
authentication, biometrics, anti-virus, intrusion detection, anti-spyware, 
firewalling and encryption. 

• Network Programmers – Network programmers are the persons which are deal 
with the design of network. Based upon the traffic on the network and occurrence 
of intrusions, network programmer designs the networks and program according 
to traffic.  

2   Related Work  

It is observed that Even with strong (financial) incentives, users tend to ignore 
security indicators, such as absence or invalidity of SSL certificates [17]. Andrew 
Zhou has studied a IDS system and proposed a set of 6 heuristics for the usability 
improvement of IDS [1]. In the set of six heuristics  4 heuristics from Nielson’s 
heuristics and 2 additional heuristics – ‘Display of information’  

and ‘Information navigation’; exclusively for IDS. These set of six heuristics are 
useful but not sufficient as it consider only IDS systems. In another study, a heuristic 
evaluation of 3 touch screen ventilator systems has been performed using qualitative 
indicators [4]. We have used the concept of a comprehensive set of usability heuristics 
and well-defined usability indicators in our study with IDS.  The next study has 
highlighted various challenges while using IDS such as considerations for deployment, 
configuration of security settings, availability of information about log storage in IDS 
[6, 13] and requirement of additional software for better operations. These challenges 
have propelled us to arrive at some vital usability heuristics in our study. Masone and 
Smith [3] discusses the problems related to the secure email applications based on 
digital certificates, certification authorities, and public key infrastructures. Similarly, 
Peter Mell has discussed issues in testing of IDS [12]. These issues have guided us in 
designing heuristics such as type of IDS output provided, sorting of detected events 
and provision of attack signatures for IDS in our study.   
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We have come across several usability evaluation studies which are carried out 
using Nielsen’s heuristics. Ficarra has performed a heuristic evaluation of multimedia 
products [3] and another study was focused on heuristic evaluation of paper-based 
web pages [9]. These studies have helped us to get better insights into a method of 
heuristic evaluation. 

3   Research Methodology 

It involves following activities during research: 

3.1   Selection and Study of IDS Systems 
 
To design heuristics for IDS systems, we had chosen five IDS systems out of which 
three IDS systems namely Snort, KFSensor and Easyspy are used for the observation 
and study purpose and two IDS systems namely Sax-2 and X-ray along with Snort are 
used for evaluation.  

For the study of IDS systems, we installed IDS systems on three different operating 
systems likewise Snort on Linux, KFSensor on Microsoft Windows 7 and Easyspy on 
Microsoft Windows XP. These three IDS systems are widely used and readily 
available. Operating System (OS) platform supported by IDS is an important aspect in 
selection of IDS. During the study of IDS systems we have noted down different 
aspects of IDS systems such as usability issues during installation, configuration, 
operation and maintenance of IDS systems. All major and differentiating observations 
providing useful insights into IDS usability were noted down.  

3.2   Use of Card Sorting Method 
 
To classify heuristics we use the card sorting method which is a useful method to 
determine and understand about how items can be classified [11]. In our research, we 
have used a set of index cards for classification of heuristics. Each card has an entry 
of heuristic written on it along with a related identification number. These cards are 
then provided to IDS experts for classification into suitable categories. The output of 
this process has provided 6 well-defined categories such as Installation, Output, 
Event, Customization, Help and Miscellaneous Heuristics. These classified heuristics 
are discussed in next section. 

4   Introduction to Heuristics 

We proposed a set of 35 usability heuristics for usability evaluation of IDS. To design 
heuristics we considered not only the suggestion from IDS experts but also the 
experience of naïve user. So the final set of specialized heuristics contains  
the heuristics useful for both naïve user as well as the IDS experts. By considering the 
inputs from IDS experts, experience from naïve user and suggestion by usability 
experts the final draft of specialized set of 35 heuristics for the usability evaluation of 
IDS systems prepared. These heuristics are discussed ahead in details.  
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4.1   Installation Heuristics 
 

The heuristics under this group are useful to select the IDS system for the network. 
This group is divided into two categories like pre-installation and installation. The 
heuristics under pre-installation group is helpful when user selects the IDS system 
among the others. Before installation of IDS systems user must have sufficient 
information about IDS systems like whether the chosen system is applicable for OS 
platform, the type of installation. The other category of heuristics is suitable during 
installation process. The heuristics under this category is required at the time of 
installation of IDS systems. 

Table 1. Installation heuristics 

Pre-Installation Heuristics  

H1 
Operating system platform supporting the IDS 

 

Windows (4) 
Linux (3)  
FreeBSD (2)  
Other (1) 

H2 Type of IDS available 
Freeware (4) 
Open source(2)    
Proprietary (0) 

H3 Type of installation supported in IDS 
Offline (2)  
Online (1) 

Installation Heuristics 

H4 
Provide Graphical User Interface (GUI) for 
installation of IDS 

Provided (3) 
Not provided (0)   

H5 
Require installation of additional software for 
IDS 

Not required  (3) 
Available at vendor’s website (2)   
Online (1) 
Not available (0)   

H6 Allow user to customize installation of IDS 
Allowed (2) 
Not allowed (0) 

H7 
Provide facility to select database during 
installation 

Provided (1) 
Not provided (0) 

  

4.2  Output Heuristics 

This group of usability heuristics contains the heuristics which are related to the ou 
tput provided by IDS. One of the most important part of IDS systems is the output. So 
usability of IDS systems is the most critical section. It is observed that users fail to 
understand the output of IDS systems as in output IDS systems provides unrelated 
information also it contains too many technical specifications which are not require to 
user. Use of table and charts in the output of IDS systems makes it more quickly and 
rapidly understandable. 
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It is always better if the output of IDS contains information about the number of 
attacks and detailed information for each attack such as its type, time and/or severity. 
A set of heuristics for output is depicted in table 2.  

Table 2. Output heuristics  

 
Output Heuristics 

H8 
Understanding of the output provided by 
IDS 

Easy to understand (4)   
Difficult to understand (2)    
Not understood (0)   

H9 
Customization of  GUI for the output of 
IDS 

Allowed (3)  
Not allowed (2)  
GUI not provided (0)  

H10 The type of IDS output provided 

As per ports (2)   
As per layers (2)  
As per visitors (2)  
Not provided (0) 

H11 Provide printable output report 

Provided in PDF format (2)    
Provided  in Excel Format (2) 
Provided in other format (1) 
Not provided (0)  

H12 
The additional information available apart 
from number of attacks in IDS output 

Type of intrusion (2)  
Severity of intrusion (2)  
Time of intrusion (2)  
Number of intrusion attempts (2) 
Not available (0)   

H13 
Provide tables and charts to represent 
output information  

Charts provided (2)  
Tables provided (1)  
Not provided (0)  

4.3   Event Heuristics 

We have proposed 7 heuristics related with usability of events in IDS as shown in 
table 3. IDS system continuously detects events from the network. So with in less 
time IDS systems detects large number of events. To get the useful information from 
the events, these event heuristics are helpful. IDS systems should provide facility to 
categories events in ascending as well as in descending order. Also color codes as per 
the severity of intrusion makes the good difference among the detected events. For 
hiding the events, IDS should provide customization through display options like 
‘before today’ and ‘as per the severity level. Assignment of severity level to each 
event is a vital feature in IDS can be observed in figure 1. 

With the help of severity levels, user can not only differentiate events, but also 
assign appropriate actions to the events. These actions may include an execution of a 
suitable file, audio alert, email alert or flashing an icon. Users find it difficult to 
search event(s) based on a particular criteria and so, there is a need of advance search 
option. 
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    a     b 

Fig. 1. Sample screen shots of events in Easyspy and KFSensor  a) severity level b) events to 
hide 

Table 3. Event heuristics 

Event Heuristics 

H14 
Amount of false-positive and false-negative 
events 

Negligible (4)   
Marginal (3)   
Higher (0)   
Don’t know (2)    

H15 Type of intelligence technique used in IDS 

Rule based (3)   
Anomaly based (3)   
Honey pot based (2)   
Other (1)   

H16 
Categories provided for customizing the event 
alerts in IDS                  

Execution of file (4)   
Flashing icon (3)   
Mobile messaging (3) 
Audio alert (2)   
Mobile messaging (2) 
E-mail alert (1)   
Not provided (0)   

H17 Number of severity levels provided in IDS 
3-5 levels provided (3) 
Levels out of range (2) 
Not provided (0) 

H18 Availability of search option for events 
Advanced search available (2)     
Search available (1)    
Not available (0)   

H19 Provide color codes for the events in IDS 
Appropriate (3-5 colors) (2)   
Confusing (1)      
Not provided (0)     

H20 Sorting of detected events in IDS                           
Ascending order (1)   
Descending order (1)  
Not possible (0) 

H21 Categories provided for loading/hiding events       

Before today (1) 
Low severity (1) 
Medium severity (1) 
High severity (1)  
Not provided (0) 
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4.4   Customization Heuristics 
Customization heuristics reduces the effort of re-installing the IDS systems. Also 
customization heuristics reduces the redundancy in information and makes the 
interaction of user with IDS systems more efficient. IDS systems detect events with 
the help of signatures. So to reduce false negative and false positive alarm rate 
support for customized signature is necessary. 

A set of heuristics for customization is depicted in table 4.  

Table 4. Customization heuristics 

Customization Heuristics 

H22 Availability of wizard help option in IDS 
Whenever necessary (3) 
At the end (2)   
Not available (0)  

H23 Provide support for customized signatures 
Provided (2)   
Not provided (0)   

H24 Provide facility to set updation policy for IDS      
Auto update (3) 
Manually update (2) 
Not provided (0) 

H25 
Provide facility for customize activation time of 
IDS. 

Auto-started (1)   
Need to start explicitly (0)   

4.5   Help Heuristics 
The heuristics under this category is required when user came across core ny 
networking terminologies of IDS. Also when some errors / warnings and related 
messages appears on the screen. IDS systems have to provide online help for 
understanding terminologies and error-handling. IDS also stores logs for the detected 
events, so it should provide the path of the log file for its users. A set of help 
heuristics is depicted in table 5. 

Table 5. Help heuristics 

Help Heuristics 

H26 
Provide help about the networking terminology in 
IDS 

Help is provided in software(3)    
At vendor’s website (2)  
Not provided (0) 

H27 Provide information about the log file in IDS 
Provided with path of log file (2) 
Provided without path of log file(1)  
Not provided (0)   

H28 Provide appropriate error/warning message 
Provided along with help (4)  
Provided without help (2)  
Not provided (0)  

H29 Provide help for icons in IDS                          
As a tool tip (2)     
In user manual document (1)     
Not provided (0)     

H30 Provide multilingual support   
Provided (1)  
Not provided (0)  
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4.6   Miscellaneous Heuristics 

With the help of card sorting method all 35 heuristics are categorized into 5 categories 
and the remaining heuristics are group into miscellaneous category. The heuristics under 
this category is important for the performance as well as usability of IDS. To keep the 
IDS always updated, provision for attack signatures is needed. Users find convenience 
in getting the information about attack signatures through notification than downloading 
it from the vendor’s website. An active IDS should not degrade the system performance. 
Also the time required to provide new signatures for attack detection should be less than 
a day. A set of miscellaneous heuristics is depicted in table 6. 

Table 6. Miscellaneous heuristics  

Miscellaneous Heuristics 

H31 Provision for attack signatures for IDS 
Through notification (4)   
At vendor’s website (2)  
Not provided (0) 

H32 
Time required to provide signature for new 
vulnerability 

Within 24 Hrs (4) 
Within a week (2) 
More than a week (0) 
Don’t know (2) 

H33 Provide previous and next options at every screen 
Provided (2)  
Not provided (0)  

H34 Provide information about scalability of IDS          

Provided in help option (3)   
Provided in user manual (2) 
Provided at vendor's website (1)   
Not provided (0)   

H35 Effect of IDS on system performance 
Not affected (2)  
Marginally affected (1) 
Severely affected (0)  

5   Evaluation 

We have evaluated the usability of IDS systems using the heuristics and usability 
indicators with following objectives:  

1. Measure the usability and overall efficacy of IDS systems in terms of usability 
index. 

2. Study the reliability of the heuristics by involving two more IDS experts to carry 
out the evaluation of additional two IDS systems.  

This heuristic evaluation has been carried out by two more Usability Evaluators (UE) 
with author. In the following table UE1 is referred to author where as UE2 and UE3 
are for other two IDS expert involved in the heuristic evaluation of IDS systems. For 
the heuristic evaluation we used two more IDS systems with Snort IDS namely Sax-2 
and X-ray. 

The usability evaluators have adequate understanding of Human Computer 
Interaction (HCI). They were sensitized about the proposed heuristics, fundamentals 
about network security and the usability evaluation of IDS systems. Before the 
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evaluation, Evaluators have hands free session on the all three IDS systems. All the 
evaluators got the IDS systems on internet after they installed it on the allocated 
computer system. Before they installed IDS systems, the list of all 35 heuristics are 
provided to them and ask to give score as per their observation and experience with 
the IDS systems.  Their queries about the heuristics and related evaluation were 
discussed and then they carried out individually the heuristic evaluation of the IDS 
systems provided to them. The total scores of usability evaluations by all three 
usability evaluators are consolidated in table 7. 

Table 7. Heuristic evaluation of IDS by three evaluators 

Heuristic  
Categories Max. Score 

Usability 
Evaluators Scores for IDS Systems 

   IDS-1 IDS-2 IDS-3 

  Pre-Installation 19 

UE1 16 05 06 

UE2 16 06 06 

UE3 16 06 06 

Installation 12 

UE1 04 05 04 

UE2 01 05 04 

UE3 01 05 04 

Output 29 

UE1 14 20 09 

UE2 14 21 13 

UE3 14 20 13 

 Events 33 

UE1 08 20 07 

UE2 07 20 07 

UE3 08 17 07 

Customization 11 

UE1 04 08 05 

UE2 04 08 05 

UE3 04 08 05 

 Help 13 

UE1 03 06 02 

UE2 03 06 02 

UE3 03 06 02 

Miscellaneous 21 

UE1 09 04 03 

UE2 10 07 04 

UE3 10 08 04 

Total 138 

UE1 58 68 36 

UE2 55 73 41 

UE3 56 70 41 
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6    Validation 

The figure 2 shows a graph for a comparison of usability evaluation of three IDS 
systems under evaluation by three usability evaluators (UE1, 2 and 3). The usability 
evaluation by other usability evaluators – UE1 differs from UE3 by -2.16 % for IDS-
1, 2.17 for IDS-2 and -2.63 for IDS-3 IDS. 

 

 

 

Fig. 2. Usability evaluation resuts of three IDS systems with specialized set of heuristics by 
three evaluators 

Above figure depicts a graph representing closeness in usability evaluation of three 
IDS systems by three evaluators with the set of specialized heuristics for IDS. The 
above graph shows the heuristics are very appropriate and gives similar results in the 
evaluation process by different evaluators.  

7   Conclusion 

A study of IDS systems and the outcomes of their usability evaluation using 
specialized set of heuristics with indicators show that there are many usability issues 
as well as design deficiencies, which needs to be addressed. The specialized set of 
heuristics categorized into relevant groups and the objectively defined usability 
indicators ensure better understanding and efficiency among IDS systems to make 
them more user-friendly and humanized. This process helps in better understanding 
and usage of IDS systems by maximum possible users including novice users.  

In future, this study can be extended to evaluation of other network security tools.  
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Abstract. In this paper, we deploy sliding mode control (SMC) to derive new
results for the global chaos synchronization of identical hyperchaotic Yujun sys-
tems (2010). The synchronization results derived in this paper are established
using the Lyapunov stability theory. Numerical simulations have been provided
to illustrate the sliding mode control results derived in this paper for the complete
synchronization of identical hyperchaotic Yujun systems.

Keywords: Sliding mode control, chaos synchronization, hyperchaos, hyper-
chaotic Yujun system.

1 Introduction

Chaotic systems are nonlinear dynamical systems that are characterized by sensitive
dependence on initial conditions and by having evolution through phase space that ap-
pears to be quite random. This sensitive dependence on initial conditions is commonly
called as the butterfly effect [1].

Chaos theory has been applied to a variety of fields including physical systems [2],
chemical systems [3], ecological systems [4], secure communications ([5]-[7]) etc.

Since the pioneering work by Pecora and Carroll ([8], 1990), chaos synchronization
problem has been studied extensively in the literature. In the last two decades, various
control schemes have been developed and successfully applied for the chaos synchro-
nization such as PC method [8], OGY method [9], active control method ([10]-[13]),
adaptive control method ([14]-[17]), time-delay feedback method [18], backstepping
design method ([19]-[20]), sampled-data feedback synchronization method ([21]-[22])
etc.

In this paper, we adopt the master-slave formalism of the chaos synchronization
approaches. If we call a particular chaotic system as the master system and another
chaotic system as the slave system, then the goal of the global chaos synchronization is
to use the output of the master system to control the slave system so that the states of
the slave system track asymptotically the states of the master system. In other words,
global chaos synchronization is achieved when the difference of the states of master
and slave systems converge to zero asymptotically with time.

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 329–337.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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In this paper, we derive new results based on the sliding mode control ([23]-[25])
for the global chaos synchronization of identical hyperchaotic Yujun systems ([26],
Yujun et al. 2010).

The sliding mode control is often adopted in robust control theory due to its inherent
advantages of easy system realization, fast response and good transient performance.
The sliding mode control results are also insensitive to parameter uncertainties and
external disturbances.

This paper has been organized as follows. In Section 2, we describe the problem
statement and our methodology using sliding mode control. In Section 3, we describe
an analysis of the hyperchaotic Yujun system (2010). In Section 4, we discuss the sliding
mode controller design for the global chaos synchronization of identical hyperchaotic
Yujun systems (2010). Section 5 contains the conclusions of this paper.

2 Problem Statement and Our Methodology Using Sliding Mode
Control

2.1 Problem Statement

Consider the chaotic system described by

ẋ = Ax + f(x) (1)

where x ∈ IRn is the state of the system, A is the n×n matrix of the system parameters
and f : IRn → IRn is the nonlinear part of the system. We take the system (1) as the
master system.

As the slave system, we consider the following chaotic system described by the
dynamics

ẏ = Ay + f(y) + u (2)

where y ∈ IRn is the state of the system and u ∈ IRm is the controller of the slave
system.

If we define the synchronization error e as

e = y − x, (3)

then the error dynamics is obtained as

ė = Ae+ η(x, y) + u, where η(x, y) = f(y)− f(x) (4)

The objective of the global chaos synchronization problem is to find a controller u such
that

lim
t→∞ ‖e(t)‖ = 0 for all initial conditions e(0) ∈ IRn (5)
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2.2 Our Methodology

First, we define the control u as

u(t) = −η(x, y) +Bv(t) (6)

where B is a constant gain vector selected such that (A,B) is controllable.
Substituting (6) into (4), the error dynamics becomes

ė = Ae+ Bv (7)

which is a linear time-invariant control system with single input v.
Thus, we have shown that the original global chaos synchronization problem is

equivalent to the problem of stabilizing the zero solution e = 0 of the linear system
(7) by a suitable choice of the sliding mode control.

In the sliding mode control, we define the variable

s(e) = Ce = c1e1 + c2e2 + · · ·+ cnen (8)

where C = [ c1 c2 · · · cn ] is a constant vector to be determined.
In the sliding mode control, we constrain the motion of the system (7) to the sliding

manifold defined by

S = {x ∈ IRn | s(e) = 0} = {x ∈ IRn | c1e1 + c2e2 + · · ·+ cnen = 0}
which is required to be invariant under the flow of the error dynamics (7).

When in sliding manifold S, the system (7) satisfies the following conditions:

s(e) = 0 (9)

which is the defining equation for the manifold S and

ṡ(e) = 0 (10)

which is the necessary condition for the state trajectory e(t) of the system (7) to stay on
the sliding manifold S.

Using (7) and (8), the equation (10) can be rewritten as

ṡ(e) = C [Ae +Bv] = 0 (11)

Solving (11), we obtain the equivalent control law given by

veq(t) = −(CB)−1CAe(t) (12)

where C is chosen such that CB �= 0.
Substituting (12) into the error dynamics (7), we get the closed-loop dynamics as

ė = [I −B(CB)−1C]Ae (13)

where C is chosen such that the system matrix [I −B(CB)−1C]A is Hurwitz.
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Then the system dynamics(13) is globally asymptotically stable.
To design the sliding mode controller for the linear time-invariant system (7), we use

the constant plus proportional rate reaching law

ṡ = −qsgn(s)− ks (14)

where sgn(·) denotes the sign function and the gains q > 0, k > 0 are determined such
that the sliding condition is satisfied and sliding motion will occur.

From equations (11) and (14), we obtain the control v(t) as

v(t) = −(CB)−1[C(kI +A)e+ qsgn(s)] (15)

Theorem 1. The master system (1) and the slave system (2) are globally and asymptot-
ically synchronized for all initial conditions x(0), y(0) ∈ IRn by the feedback control
law

u(t) = −η(x, y) +Bv(t) (16)

where v(t) is defined by (15) and B is a column vector such that (A,B) is controllable.
Also, the sliding mode gains k, q are positive.

Proof. First, we note that substituting (16) and (15) into the error dynamics (7), we
obtain the closed-loop dynamics as

ė = Ae−B(CB)−1[C(kI +A)e + qsgn(s)] (17)

To prove that the error dynamics (17) is globally asymptotically stable, we consider the
candidate Lyapunov function defined by the equation

V (e) =
1

2
s2(e) (18)

which is a positive definite function on IRn.
Differentiating V along the trajectories of (17) or the equivalent dynamics (14), we

obtain
V̇ (e) = s(e)ṡ(e) = −ks2 − qsgn(s) (19)

which is a negative definite function on IRn.
Thus, by Lyapunov stability theory [27], it is immediate that the error dynamics (17)

is globally asymptotically stable for all initial conditions e(0) ∈ IRn.
This completes the proof. 	


3 Analysis of the Hyperchaotic Yujun System

The 4-D Yujun dynamics is described by

ẋ1 = a(x2 − x1) + x2x3

ẋ2 = cx1 − x2 − x1x3 + x4

ẋ3 = x1x2 − bx3

ẋ4 = −x1x3 + rx4

(20)
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where x1, x2, x3, x4 are the states and a, b, c, r are constant, positive parameters of the
system.

It has been shown by Yujun et al. [26] that the system (20) exhibits hyperchaotic
behaviour when the parameter values are taken as

a = 35, b =
8

3
, c = 55, 0.41 < r ≤ 3 (21)

When r = 15, the system (20) has the Lyapunov exponents

λ1 = 1.4944, λ2 = 0.5012, λ3 = 0, λ4 = −38.9264

Since the system (20) has two positive Lyapunov exponents viz. λ1 and λ2, it is hyper-
chaotic.

The phase portrait of the hyperchaotic Yujun system is depicted in Figure 1.
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Fig. 1. State Portrait of the Hyperchaotic Lorenz System

4 Global Chaos Synchronization of the Identical Hyperchaotic
Yujun Systems

4.1 Main Results

In this section, we apply the sliding mode control results derived in Section 2 for the
global chaos synchronization of identical hyperchaotic Yujun systems ([26], 2010).
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Thus, the master system is described by the hyperchaotic Yujun dynamics

ẋ1 = a(x2 − x1) + x2x3

ẋ2 = cx1 − x2 − x1x3 + x4

ẋ3 = x1x2 − bx3

ẋ4 = −x1x3 + rx4

(22)

where x1, x2, x3, x4 are the states of the system and a, b, c, r are the constant, positive
parameters of the system.

The slave system is also described by the hyperchaotic Lorenz dynamics

ẏ1 = a(y2 − y1) + y2y3 + u1

ẏ2 = cy1 − y2 − y1y3 + y4 + u2

ẏ3 = y1y2 − by3 + u3

ẏ4 = −y1y3 + ry4 + u4

(23)

where y1, y2, y3, y4 are the states of the system and u1, u2, u3, u4 are the controllers to
be designed.

The chaos synchronization error e is defined by

ei = yi − xi, (i = 1, 2, 3, 4) (24)

The error dynamics is easily obtained as

ė1 = a(e2 − e1) + y2y3 − x2x3 + u1

ė2 = ce1 − e2 + e4 − y1y3 + x1x3 + u2

ė3 = −be3 + y1y2 − x1x2 + u3

ė4 = re4 − y1y3 + x1x3 + u4

(25)

We can write the error dynamics (25) in the matrix notation as

ė = Ae + η(x, y) + u (26)

where the associated matrices are

A =

⎡
⎢⎢⎣
−a a 0 0
c −1 0 1
0 0 −b 0
0 0 0 r

⎤
⎥⎥⎦ , η(x, y) =

⎡
⎢⎢⎣

y2y3 − x2x3

−y1y3 + x1x3

y1y2 − x1x2

−y1y3 + x1x3

⎤
⎥⎥⎦ and u =

⎡
⎢⎢⎣
u1

u2

u3

u4

⎤
⎥⎥⎦ (27)

The sliding mode controller design is carried out as detailed in Section 2.
First, we set u as

u = −η(x, y) +Bv (28)

where B is chosen such that (A,B) is controllable. We take B as

B =

⎡
⎢⎢⎣
1
1
1
1

⎤
⎥⎥⎦ (29)
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In the hyperchaotic case, the parameter values are

a = 35, b = 8/3, c = 55 and r = 1.5

The sliding mode variable is selected as

s = Ce = [−1 −2 0 1 ] e (30)

which makes the sliding mode state equation asymptotically stable.
We choose the sliding mode gains as k = 6 and q = 0.2.
We remark that a large value of k can cause chattering and q must be chosen appro-

priately to speed up the time taken to reach the sliding manifold as well as to reduce the
system chattering.

From equation (15), we can obtain v(t) as

v(t) = −40.5e1 − 22.5e2 + 2.75e4 + 0.1 sgn(s) (31)

Thus, the required sliding mode controller is obtained as

u(t) = −η(x, y) +Bv(t) (32)

where η(x, y), B and v(t) are defined in equations (27), (29) and (31).
By Theorem 1, we obtain the following result.

Theorem 2. The identical hyperchaotic Yujun systems (22) and (23) are globally and
asymptotically synchronized for all initial conditions with the sliding mode controller u
defined by (32). 	


4.2 Numerical Results

For the numerical simulations, the fourth-order Runge-Kutta method with time-step
h = 10−8 is used to solve the hyperchaotic Yujun systems (22) and (23) with the
sliding mode controller u given by (32) using MATLAB.

For the hyperchaotic Lorenz systems, the parameter values are taken as

a = 35, b = 8/3, c = 55, r = 1.5

The sliding mode gains are chosen as k = 6 and q = 0.2.
The initial values of the master system (22) are taken as

x1(0) = 2, x2(0) = 17, x3(0) = 22, x4(0) = 16

and the initial values of the slave system (23) are taken as

y1(0) = 14, y2(0) = 26, y3(0) = 38, y4(0) = 5

Figure 2 depicts the synchronization of the hyperchaotic Yujun systems (22) and (23).
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Fig. 2. Synchronization of the Identical Hyperchaotic Yujun Systems

5 Conclusions

In this paper, we have used sliding mode control (SMC) to achieve global chaos syn-
chronization for the identical hyperchaotic Yujun systems (2010). Our synchronization
results for the identical hyperchaotic Yujun systems have been established using the
Lyapunov stability theory. Since the Lyapunov exponents are not required for these cal-
culations, the sliding mode control method is very effective and convenient to achieve
global chaos synchronization for identical hyperchaotic Yujun systems. Numerical sim-
ulations have been shown to demonstrate the effectiveness of the synchronization results
derived in this paper using sliding mode control.
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Abstract. Network Intrusion Detection Systems is one of the most effective 
way of providing security to those connected to the network, and the string 
matching algorithm is the heart of the intrusion detection system .IDS checks 
both packet header and payload in order to detect content-based security 
threats.Payload scan requires efficient string matching techniques, since each 
incoming packet must be compared against the hundreds of known attacks 
.Checking every byte of every packet to see if it matches one of a set of ten 
thousand strings becomes a computationally intensive task as network speeds 
grows up .For high speed networks it can be difficult to keep up with intrusion 
detection using purely software approach without affecting performance of the 
system intended for designed application. It is essential to use hardware systems 
for intrusion detection. A string matching algorithm is implemented in hardware 
with the focus on increasing throughput, and reasonable area cost while main-
taining the configurability provided by the software IDSs .This paper consist a 
review of different string matching techniques implemented in FPGA for de-
tecting malicious packet over the network. 

Keywords: Field Programmable Gate Array, Network intrusion detection, String 
matching. 

1   Introduction 

Security is a big issue for all networks in today’s enterprise environment. Hackers and 
intruders have made many successful attempts to bring down high-profile Company, 
networks and web services. Many methods have been developed to secure the net-
work infrastructure and communication over the Internet, among them the use of 
firewalls, encryption, IDS etc. Firewall is the way of blocking the outside traffic se-
lectively and the requirement is that all the traffic should pass through the network 
firewall, encryption transform the data before sending into the network. Intrusion de-
tection is one of the best techniques to identify malicious packet over the network. In-
trusion detection is the act of detecting unwanted traf-fic on a network.  

The main motivation of implementing the Intrusion Detection System into  
the hardware instead of software is the performance gap and their dissimilar execution 
paradigm. Since the speed of the network is increasing rapidly performance of  
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sequential execution in software limits the throughput but hardware can use other 
technique like pipelining etc for parallel processing .Under these condition there is a 
need of hardware implementation. Field Programmable Gate Array(FPGA) is suitable 
for the implementation because it provide the flexibility. 

The main concern of this paper is to review different string matching tech-niques 
like Content Addressable Memory (CAM) ,Finite Automata(FA) and hash-ing for in-
trusion detection. 

The remainder of this paper is organized as follows section 2 contains the review 
of different string matching algorithm, in section 3 a brief discussion about the results 
and comparison and section 4 is the conclusion of the paper. 

2   Related Work 

Different techniques have been implemented in hardware for string matching. The ef-
ficient technique will be one which is more efficient, fast and having limited imple-
mentation area.  

2.1   CAM (Content Addressable Memory) Based Matching 

CAM implementation uses discrete comparators for pattern matching so it has several 
advantages: (i) it is simple and regular, (ii) it allows for fine grain pipelining and high 
operating frequencies, and (iii) it is straightforward to use multiple comparators in or-
der to process multiple input bytes per cycle. This is the mostly used pattern matching 
technique [7,8] in which distinct comparator are used for pattern matching. In this 
section we have presented the basic CAM then the Decoded CAM (DCAM) architec-
ture given by Ioannis Sourdis et al[8].  

2.1.1   Basic CAM 
The input stream to be matched is inserted into the shift register and the individual en-
tries are compared using the comparator. So for n length string, n comparator is used. 

 

 

Fig. 1. CAM based matching [7] 
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Execution time difference is low between the two methods in low network traffic 
since the packet frequency is less the time difference is also not significant. But in 
high traffic network word split hash has huge difference in the execution time over 
normal hash. 

4   Conclusions 

In this paper we have seen existing hardware based technique for pattern matching, 
the background of network intrusion detection system and also we have seen that 
string matching as the major performance bottleneck in intrusion detection systems. 
This document also surveys the various efficient method for string matching with cur-
rent state of the string matching implementation for intrusion detection using FPGA 
with the goal of increasing throughput ,speed and reduce the area further work can be 
done in this field to achieve these goals .  
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Abstract. Wireless sensor networks have millions of sensors, which cooperate 
with one on other in home automation, military surveillance, entity tracking 
systems and several other applications. In these networks, multicast is the basic 
routing service for efficient data broadcasting for task assignment, targeted 
queries and code updates. The sensor nodes have low computational 
capabilities, and are highly resource-constrained. So, the multicast routing 
protocols of wireless sensor networks are prone to various routing attacks, such 
as black hole, rushing, wormhole and denial of service attacks. The objective of 
this paper is to study the effects of the black hole and rushing attack on the 
location based Geographic multicast routing (GMR) protocol. The NS-2 based 
simulation is used in analyzing the black hole and rushing attacks on the GMR. 
The black hole and rushing attack degrades the network performance by 26% 
and 18% respectively.  

Keywords: Wireless sensor networks, geographic multicast routing, black hole 
attack, rushing attack, joules and throughput. 

1   Introduction 

A wireless sensor network (WSN) consists of sensor nodes, which are simple 
processing devices. The sensor nodes have the capability of sensing parameters like 
temperature, humidity and heat. The sensor nodes (Eric et al, 2009) communicate 
with each other, using wireless radio devices and form a WSN. The WSN is dynamic 
and has a continuous changing network topology, which makes routing difficult. 
Bandwidth and power limitations are the important resource constraints.  

The authors (Kai et al, 2010), classify the attacks on WSN as active and passive 
attacks. The monitoring of and listening to the communication channel by unauthorized 
attackers, are known as passive attacks. The attack against privacy is passive in nature. 
Some of the more common attacks against sensor privacy are monitoring and 
eavesdropping, traffic analysis and camouflage adversaries. If the unauthorized 
attackers monitor, listen to and modify the data stream in the communication channel, 
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then the attack is an active attack. Routing attacks such as spoofing, replay, selective 
forwarding, sinkhole, sybil, wormhole and HELLO flood are active attacks. Denial of 
service attacks such as neglect and greed, misdirection and black hole are also active in 
nature. 

(Hoang et al, 2008) in their study, classify the rushing, black hole, neighbor and 
jelly fish as severe routing attacks. The impact of these routing attacks was studied by 
varying the number of senders and receivers. From the results it is shown, that the 
rushing attack causes more damage to the routing, irrespective of the number of 
senders and receivers. In the black hole attack, if the attacker is closer to the 
destination, heavy damage is caused to the network. According to (Hoang et al, 2008) 
a large mesh MANET has negligible damage from any type of routing attacks. 
(Kannhavong et al, 2007) have handled flooding, black hole, link withholding, link 
spoofing, replay, wormhole and colluding misrelay attacks on Mobile ad-hoc 
network(MANET) routing protocols. (Avinash et al, 2010) used a non-cooperative 
game theory to identify black hole nodes and proposed a new Ad hoc On-demand 
Distance Vector (AODV) routing protocol for Mobile Ad hoc network (MANET). 
(Jorge et al, 2010) used watchdog and Bayesian filters to detect a black hole attack by 
means of which malicious nodes are identified in MANET. (Anoosha et al, 2011) 
identified black holes using honey pot agents. This roaming software agent performs a 
network tour and identifies the malicious node through route request advertisements 
and maintains intrusion logs. (Kai et al, 2010) proposed an energy efficient, denial of 
service (DoS) and flooding attack resistant routing protocol, using ant colony 
optimization. In this algorithm, every node has a trust value. Faithful forwarding 
nodes are selected based on the remaining energy and trust value. (Guoxing et al, 
2010) proposed a trust aware secure multi hop routing protocol for the WSN. The 
trust values are calculated by exploiting the replay of routing information, by which 
all the malicious nodes are dropped from routing decisions. In the previous work 
(Shyamala et al, 2009) a TESLA based secure route discovery is suggested for 
MAODV. The effect of sybil and wormhole attack (Shyamala et al, 2011) in GMR is 
investigated for a WSN. It is found that the wormhole attack does more damage than 
the sybil attack on the routing procedure. 

This paper simulates the black hole and rushing attack in Geographic Multicast 
Routing (GMR). The simulation was carried out using NS-2 and the network 
performance is studied with and without the black hole and rushing attack in the WSN. 

The rest of this paper is organized as follows. Section 2 describes the Geographic 
Multicast Routing protocol (GMR). Section 3 describes the rushing attack and section 
4 the black hole attack. Section 5 describes the simulation environment and analyses 
the performance of the network in the presence and absence of the black hole and 
rushing attack and section 6 concludes the work. 

2   Geographic Multicast Routing Protocol 

Depending on the network structure, routing in WSNs can be divided into flat-based 
routing, hierarchical-based routing and location-based routing. Sensor protocols for  
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information via negotiation (SPIN), directed diffusion and rumor routing are some of 
the flat-based routing algorithms. Low energy adaptive cluster hierarchy (LEACH), 
leach centralized (LEACH-C), power efficient gathering in sensor information system 
(PEGASIS) are the hierarchical routing protocols. 

(Sancez et al, 2007) proposed an energy efficient routing protocol for WSN, called 
the Geographic Multicast Routing Protocol (GMR), which is one of the location-
based protocols. The GMR protocol calculates the position of the sensor nodes from 
the Global Positioning System (GPS) (Lianming et al 2008) or it can use the virtual 
co-ordinates. Each sensor node communicates its position to its neighbors, using 
periodic beacons. The GMR forms a multicast tree to send a data packet, from a 
source to multiple destinations, using a single broad cast transmission. 

In the GMR (Sancez et al, 2007), each forwarding node selects a subset of its 
neighbors in the direction of the destination as relay nodes, based on the cost-over-
progress ratio. The cost is equal to the number of selected neighbors. Progress is the 
reduction of the remaining distances to the destinations. The cost-over-progress metric 
is explained with respect to Fig. 1. The remote source node S multicasts the message M 
to a set of destinations {D1, D2, D3, D4, D5}. The forwarding node C receives the 
message M from the source S and uses its neighbors A1 and A2 as the relay nodes. In the 
GMR, the multicasting task could be given to one neighbor, or it could be handled by 
several neighbors. Each neighbor could address a set of destinations.  

 

 

Fig. 1. Neighbor Selection 

 
                  T1= |CD1|+|CD2|+|CD3|+|CD4|+|CD5|              (1) 
                  T2=|A1D1|+|A1D2|+|A1D3|+|A2D4|+|A2D5|            (2) 
                  Pi = 2 / ( T1 –T2 )               (3) 

CID A1(Id) ,{D1(Id) , D2(id) ,D3(id) } A2(Id) ,{D4(Id) , D5(id) } 

Fig. 2. Header Format 

From node C the total distance for multicasting is T1 as given in equation (1). Hence, 
node C applies the greedy partitioning algorithm, and selects A1 as the relay node 
responsible for D1, D2 and D3. Node A2 is chosen as the relay node for D4 and D5. For the  
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next level of the multicast tree, a new total distance T2 is calculated as given in equation 
(2). The progress is the difference between T1 and T2 as given in equation (3). The cost-
over-progress ratio (Pi) for the new forwarding set {A1, A2} is 2/(T1 –T2). Node C 
informs its neighbors that they are selected as the relay nodes through the header, as 
given in Figure 2. The GMR adds this header to the data message. 

In Fig. 2, the first field is the node namely, node C, which applies the greedy 
partitioning algorithm. The next field is the first relay node A1 and the set of 
destinations it has to handle {D1, D2 ,D3}. The third field is the second relay node, A2 
and the set of destinations {D4, D5}. Thus, the sender broadcasts a single message and 
it reaches the destination by selective forwarding. Hence, the energy and bandwidth 
consumption are minimized. 

3   Rushing Attack in GMR 

The rushing attack (Hoang et al, 2008) is a kind of denial of service attack. When the 
source node floods the network with route discovery packets to find routes to the 
destinations, each intermediate node processes only the first non-duplicate packet, and 
discards the other duplicate packets that arrive at a later time. A rushing attacker 
exploits this duplicate suppression mechanism by quickly forwarding the route 
discovery packets, in order to gain access to the forwarding group.  

This paper studies the rushing attack in terms of its effect on the operation of the 
GMR. In this study the GMR is implemented in the source node(C) which initiates a 
data message to 20 destinations. The malicious nodes are uniformly distributed 
throughout the network. The cost-over-progress ratio is calculated. In this simulation, 
the rushing attack is introduced by setting the data packets processing delay time to 10 
ms for all the good nodes. For the rushing nodes (M) the processing delay time is set to 
zero. Therefore, node Mi is chosen as the forwarding node by the greedy partitioning 
algorithm of the GMR (Sancez et al, 2007). The malicious node Mi is chosen as the 
relay node, since it has the best cost-over-progress ratio. From this experimentation, it 
has been found that the introduced malicious nodes will be selected as the forwarding 
nodes. Fig. 3 is the pseudo code of the rushing attack in the GMR. 
 

RUSHING(M: Set of malicious node) 
Begin 
for all nodes do 

set bestCOP = 0; 
end for; 
M={M1,M2,M3,…Mn}, Where, Mi = Malicious Node i 
for i=1 to n do 
 Set Processing Delay as 0 for Mi // Malicious nodes 
end for 
for i =1 to n do 
 Set Processing Delay as 10 ms for Ni// Normal nodes 
end for; 

Fig. 3. Pseudo Code For A Rushing Attack 
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// node C receives a multicast message from source node S 
If (GMR_neighbour_ID == ID of node C) then 

Get the neighbor list (A) 
for i=0 to k do // k neighbors (Ai) of C  
for j=0 to m do // m destination (Dj)  
CurrentDistance(i,j) - = distance (C,Ai )+ distance(Ai, Dj); 
end for //for j; 
Progress(Pi) = Min(CurrentDistance(i,j) ); 
Calculate Cost(Ai) = Packet_arrival_time(C,Ai) 
newCOP=Cost(Ai) / Progess(Pi) 
if COP(Ai) > newCOP(Ai) 
 bestCOP(Ai)=newCOP(Ai) 
end if 
end for      
//for i; 
else  
drop PKT; 
end if; 

Fig. 3. (continued) 

4   Black Hole Attack in the GMR 

When all the messages are redirected to a specific node, it is defined as black hole 
attack (Santhosh et al, 2007). The node could be a malicious node. The traffic 
migrates into that malicious node. The node would not exist after a black hole attack. 
A black hole attack has two stages. In the first stage, the black hole exploits the 
routing protocol to advertise itself as having a valid route to the destination, even 
though the route is spurious. In the second stage, the node consumes the intercepted 
packets and suddenly disappears. 

This paper implements the black hole attack in the GMR protocol, using the 
pseudo code given in Fig. 4. A set of malicious nodes(M) with the processing delay of 
0 ms is launched, and the normal nodes are set with a processing delay of 10 ms. The 
black hole node advertises its ID and location information to its one hop neighbor by 
a beacon message. Then, GMR partition algorithm is executed. Since the black hole 
nodes have less processing delay and hence the best cost-over-progress ratio(COP), 
they are selected as the relay nodes. In our implementation only 6 nodes were selected 
as the forwarding nodes in the first iteration. So, the loop is repeated until all the 10 
malicious nodes are selected as the forwarding nodes in the multicast tree. After 100 
ms of simulation time, the malicious node starts dropping the packets. When 200ms is 
reached the energy is set to zero. So, the black hole node, disappears from multicast 
tree, as shown in Fig. 5. Fig. 6 is the data header format. 
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BLACKHOLE( M: set of Malicious Node ) 
repeat 
  RUSHING(M); 
Until all malicious nodes are selected as forwarding nodes. 
if (Simulation time =100ms) then 
  M drops PKT. 
else 
  if (Simulation time =200ms) then 
  for i = 1 to n do 
  Set energy of Mi as 0; 
  end for; 
  end if; 
end if; 

Fig. 4. Pseudo Code For The Black Hole Attack 

 

SID MID,{D1(Id) , D2(Id) , D3(Id) , D4(Id) , D5(Id) } 

Fig. 5. Black hole Header Format 

 

Fig. 6. Black Hole Attack 

5   Simulation Environment 

To evaluate the effectiveness of the proposed attacks, the GMR is simulated using 
NS-2. The goal of the evaluation is to test the effectiveness of the black hole and the 
rushing attack variations under normal conditions. The size of the data payload is 512 
bytes. This simulation considers 200 sensor nodes. Nodes 11-200 are simple sensor 
nodes, and nodes 1 to 10 are the malicious nodes. Table 1 shows the simulation 
parameters. Table 2 is the obtained mean values of the network performance under no 
attack, the black hole attack and the rushing attack. The number of malicious nodes 
was varied from 2 to 10. The network performance is evaluated, using the packet 
delivery ratio (PDR), network throughput (NTh), packet drop ratio (PDrR) and energy 
loss metrics, in the presence of the black hole and rushing attack. 
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Table 1. Simulation Parameters 

Examined Protocol    GMR 
Simulator    NS-2 
Simulation time    250 Sec 
Simulation area       1000m x 1000m 
Number of sensor nodes  200 
Number of base stations  1 
Number of malicious nodes   1-10 

Movement model  Static 
Initial energy  5J 
RxPower              1.75mW 
TxPower             1.75mW 
SensePower          1.75mW 
IdlePower             1.75μW 
Transmission range        250m 

5.1   Performance Analysis 

The performance of the network is studied, by analyzing the packet delivery 
ratio(PDR), network throughput(NTh), packet drop ratio(PDrR), and energy loss for 
ten malicious nodes and the values are shown in figures 7 to 10. 

5.2   Packet Delivery Ratio(PDR)  

The packet delivery ratio is defined as the ratio of the total number of data packets 
received by the destination node to the number of data packets sent by the source 
node as given in equation (4). 

Fig. 7 represents the packet delivery ratio measured for the GMR protocol in the 
presence of ten malicious nodes. The packet delivery ratio dramatically decreases in 
the presence of malicious node in the network. The mean packet delivery ratio 
calculated for 200 nodes is 80% when there is no attack. When 10 malicious nodes 
are introduced, the mean packet delivery ratio decreases to 53 % for black hole attack. 
In the case of the rushing attack, the mean PDR decreases to 69% because of fast 
message forwarding. 
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Fig. 7. Packet Delivery Ratio for 10 Malicious Nodes 
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Fig. 8. Network Throughput for 10 Malicious Nodes 
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5.3   Network throughput (NTh)  

The network throughput (NTh) represents the numbers of data packets generated by the 
source node to the number of data packets received in the destination, as given in 
formula (5). In Fig. 8, is the throughput values of the network is 67%, when there is no 
attack. In the rushing attack, where 10 malicious agent is launched at 100 ms, and it 
floods the data packets to all its neighbors. As a result, the mean throughput is reduced 
to 53%. In the case of the black hole attack, the malicious node, which is activated at 
100ms, starts dropping the packets. Hence, the throughput regularly drops by 10%, and 
the mean throughput decreases to 42% for the black hole attack. In Fig. 8, the 
throughput is seen to be high, in the absence of an attack. 
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Fig. 9. Packet Drop Ratio for 10 Malicious Nodes 
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Fig. 10. Energy Loss for 10 Malicious Nodes 

Packet Delivery Ratio (PDR) = 
∑ of packets received by the destination node  

......(4) ∑of packets sent by the source node 

Network Throughput (NTh) = 
∑ of packets generated by the source node 

......(5) ∑of packets received at the destination 

Packet Drop Ratio (PDrR)  = 
∑ of packets dropped by the network 

......(6) ∑of packets generated by the network 

5.4   Packet Drop Ratio (PDrR) 

The packet drop ratio is the average number of packets dropped by the network to the 
number of packets generated by the network as given in equation (6). Fig. 9 shows the 
packet drop ratio in the case of the rushing and black hole attacks for ten malicious 
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nodes. In the rushing attack, there is a packet loss between 50ms to 120 ms because, 
the malicious node floods the data packets to all its neighbors in the next 70 ms. The 
rushing attack has a uniform packet loss after 120 ms. The packets dropped in the 
network are more in the black hole than in the rushing attack. 

5.5   Energy Loss (EL) 

From Fig. 10 it is seen that the energy loss is uniform in the case of no attack. The 
network drops its energy by two joules from 60 ms to 150 ms for the rushing attack. 
In the next 30 ms the rushing attack lost one joule, and the black hole attack lost two 
joules in the next 50 ms. At 210 ms of simulation, the energy loss drops to 0.5 joules, 
because of the sudden disappearance of the black hole nodes. 

Table 2. Mean Values Of The Black Hole Attack And Rushing Attacks With 10 Malicious 
Nodes 

Time PDR (%) 
Network 
Throughput 
(Mbps) 

Packet Drop 
Ratio (%) 

End to End delay 
(Time) 

Energy 
 Loss 
(Joules) 

NO ATTACK:  
30 90 51200 10 3.8 4.3 
60 78 46080 22 3.8 4 
90 78 40960 22 3.9 3.9 
120 78 33280 22 3.9 3.3 
150 78 25600 22 4.2 2.5 
180 78 25600 22 4.2 2.2 
210 78 25600 22 4.2 2 
240 78 25600 22 4.2 1.8 
Mean 79.5 34240 20.5 4.025 3.05 
BLACK HOLE ATTACK:  
30 76 38400 24 4.8 4 
60 72 34816 28 4.8 4.2 
90 64 28160 36 5 3.9 
120 56 20480 44 5 3.2 
150 44 17920 56 5 2 
180 38 12800 62 5.5 0.8 
210 38 10240 62 5.5 0.5 
240 38 10240 62 5.5 0.5 
Mean 53.25 21632 46.75 5.138 2.25 
RUSHING ATTACK:  
30 76 40960 24 4.5 4.3 
60 70 36864 30 4.5 4.2 
90 68 29696 32 4.6 3.8 
120 68 28160 32 4.8 3.1 
150 68 21504 32 5.2 2.3 
180 68 20480 32 5.2 1.8 
210 68 20480 32 5.2 1.5 
240 68 20480 32 5.2 1.5 
Mean 69.25 27328 30.75 4.9 2.9 
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From the performance metrics it is understood, that the black hole is a severe 
routing attack for WSNs.  

6   Conclusion 

With rapid developments in the WSN environment, the services based on the WSN 
have increased. In this paper, the effects of the black hole and rushing attacks on the 
GMR protocol have been studied. The packet delivery ratio, throughput, end-to-end 
delay and energy loss have been evaluated. There is a reduction in the packet delivery 
ratio, throughput and end to end delay as observed from the graphs. In the black hole 
attack, all network traffic is redirected to a specific node, the malicious node causing 
serious damage to the GMR protocol. In the rushing attack, because of a lengthier 
transmission queue in each node, the performance of the network is degraded. The 
prevention of the black hole and rushing attacks in the GMR for the WSN is still 
considered to be a challenging task, and it will be handled in the future work. 
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Abstract. With the advent of fourth generation (4G) cellular networks like 
Long Term Evolution (LTE), there is always difficulty for proper frequency 
planning as it is targeting aggressive spectrum reuse (frequency reuse 1) to 
achieve high system capacity (rate and throughput). At same time, we face sig-
nal degradation at cell edge users due to interference by co-channel cells. There 
are various ways to manage interference by co-channel cells. This paper is fo-
cus on comparison of Fractional Frequency Reuse (FFR) over classical reuse 
scheme on basis of probability of acceptance rate with respect to Rate Thre-
shold. And in order to allocate resources in Cells, Signal to Interference plus 
Noise Ratio (SINR) proportional resource allocation strategy is deployed. We 
observe that FFR provides better acceptance rate as well as improved coverage 
for cell edge users in LTE environment. 

1   Introduction 

LTE is accepted worldwide as the Long Term Evolution perspective for today’s 2G and 
3G networks based on WCDMA/HSPA, GSM/EDGE, TD-SCDMA and CDMA 2000 
technology. The 4th Generation (4G) of wireless mobile systems is characterized by 
Long Term Evolution (LTE) [1] and WiMAX [2] technology which evolved with high-
er data rates and improved quality of service even for cell edge users. It is expected that 
LTE will be deployed in a reuse one configuration, in which all frequency resources are 
available to use in each cell. LTE has adopted Orthogonal Frequency Division Multiple 
Access (OFDMA) multiple access technique for Downlink and Single Carrier Frequen-
cy Division Multiple Access (SC-FDMA) for Uplink, other detail specification can be 
found in reference [3]. Release 7 on December 2007 by 3rd Generation Partnership 
Project (3GPP) contained first work on LTE [3]. Then afterward lots of works have 
been added in LTE and it is consider as recent hot research topic.  

Now considering LTE cellular network, when a frequency reuse of 1 is supported, 
i.e. all cells will operate on same frequency channels to maximize the spectral efficiency 
(number of channels per cell is increased), the inter-cell interference is major concern. 
There will be less effect to the users near to Base station but cell edge users may suffer 
degradation in connection. This can be address by using reuse ratio of 3 (classical  
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frequency planning) i.e. dividing total spectrum band into 3 sub bands and allocate only 
one sub band to a given cell, so that adjacent cells use different frequency bands. 
Meanwhile co-channel interference is reduced but at expense of decrease in efficiency 
in terms of coverage and capacity. 

Analyzing above scenario a mix frequency reuse 1 and 3 schemes can be used to avoid 
interference at cell edges. Here, the total frequency band is divided into two sub bands: a 
frequency reuse 1 sub band is allocated to users at cell centers of all cells, and a frequency 
reuse of 3 sub bands is allocated to cell edge users [4]. This decreased the interference but 
also decreases the data rates as full frequency band is not used by this method. For imple-
mentation if this new idea there are two different methods: A static approach where a user is 
assigned a bandwidth depending on its position (path loss), and another is dynamic approach 
where the frequency assignment is done on the basis of position as well as cell loads. This 
above present concept is of FFR technique and our paper focus on static approach.  

There are various frequency allocation schemes like OFDMA, SC-FDMA, Partial 
isolation, classical frequency planning, Fractional frequency planning [5], here we 
basically focus on two of them which are as follows:  

1.1   Classical Frequency Planning 

This is simplest scheme to allocate frequencies in a cellular network by using reuse 
factor of 1 (Fig.1) which leads to high peak data rates. However, in this case, higher 
interference is observed on cell edges. The classical interference management is done 
by using reuse ratio 3 (Fig.2), by using this interference is low but large capacity loss 
because only one third of resources are used in each cell.  

 
 
 
 
 
 
 
 
 

Fig. 1. Classical Frequencies Reuse with reuse ratio 1. 

 
 
 
 
 
 
 
 

Fig. 2. Classical Frequencies Reuse with reuse ratio 3. 
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1.2   Fractional Frequency Planning 

The basic idea of FFR is to partition the cell’s bandwidth so that (i) cell-edge users of 
adjacent cells do not interfere with each other and (ii) interference received by (and 
created by) cell-interior users is reduced, while (iii) using more total spectrum than 
classical frequency reuse [6]. The use of FFR in cellular network is tradeoffs between 
improvement in rate and coverage for cell edge users and sum network throughput 
and spectral efficiency. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. FFR in LTE, Frequency Reuse factor for cell edge users is 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Soft Frequency Reuse (SFR) with reuse ratio 3. 

 

 

3 

 

 

 

 

1

2 

3 

4 

5 

6 

7 

All center edge 

Cell 3,5,7 edge 

Cell 2,4,6 edge 

Cell 1 

Cell 2,4,6 

Cell 3,5,7 

Power 

Frequency 

Cell 1 edge 

5

4 

3

1 

2 

6

7

Frequency 

Cell 1 

Cell 2,4,6 

Power 

Cell 3,5,7 



364 C. Thapa and C. Chandrasekhar 

Among 3 major frequency reuse patterns, FFR is compromised between hard and 
soft frequency reuse. In Hard frequency reuse splits the system bandwidth into a 
number of distinct sub bands according to chosen reuse factor and it let neighboring 
cell transmit on different sub bands. FFR splits the given bandwidth into an inner and 
outer part. It allocates the inner part to the near users located near to BS in terms of 
path loss with reduced power applying frequency reuse factor of one i.e. the inner part 
is completely reused by all BSs (illustrated in Fig.3). The far users over cell edge, a 
fraction of the outer part of bandwidth are dedicated with the frequency reuse factor 
greater than one [7]. With soft frequency the overall bandwidth is shared by all base 
stations (i.e. reuse factor of one is applied) but for the transmission on each sub-
carrier, the BSs are restricted to a certain power bound [8]. 

There are two common FFR models: strict FFR and Soft Frequency Reuse 
(SFR) [6]. Strict FFR is modification of the traditional frequency reuse used exten-
sively in multi-cellular networks (Fig.3 is example of strict FFR for reuse 3 at cell 
edge users) and they don’t share the exterior sub bands to the inner frequency 
bands. Soft Frequency Reuse (SFR) employs the same cell-edge bandwidth parti-
tioning strategy as Strict FFR, but the interior users are allowed to share sub-bands 
with edge users in other cells (illustrated in Fig.4). Thus, the shared sub bands by 
the interior users will be transmitted at lower power levels than the cell edge users 
[6]. SFR is more bandwidth efficient than strict FFR, it results more interference to 
both cell-interior and edge users [9]. Here in our paper we focus basically on Strict 
FFR type. 

2   System Model 

Here the system model is simple implementing Hexagon geometry. Each cell has 
given systematically integer label to indicate which frequencies are to be used in a 
frequency reuse scheme. The distribution of mobile are randomly scattered across 
the cell and stationary over the plane. Their intensity is λ, and distributed as per 
poisson distribution. Each mobile is communicating with nearest base-station. We 
assume that respective base station and respective user experience only Rayleigh 
fading with mean 1 and constant transmit power of 1/µ. Now, the received power at 
a typical node at a distance r from its base station is α−hr where random variable h 
has exponential distribution with mean 1/µ and h ~ exp(µ). From above mentioned 
model, the SINR of the mobile user at a random distance of r from its associated 
base station is: 

SINR=
rI

hr

+

−

2σ

α
 (1)

Here interference power which is sum of received power from all other base station 
other than the home base station treated as noise is: 

 ∈
−=

obi iir RgI
φ

α )(  (2)
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Where, 
‘g’ is statistical distribution and is fading value or value for fading, shadowing and 
any other desired random effect with mean (1/µ). When g is also exponential then 
simpler expression will result. 
‘h’ is exponential random variable( h~ exp(µ) ). 
‘r’ is distance from mobile to its base station. 
‘R’ is distance from the mobile to other stations on same reuse assignment. 
‘α ’ is path loss coefficient. 
‘ 2σ ’ is noise power. 

And ‘i’ represents each of the mobiles which are interfering with the mobile whose 
SINR is being calculated. All above results are for single transmit and single receive 
antenna and similarly we consider that there is no same cell interference due to ortho-
gonal multiple access (OFDMA) within a cell. The noise power is assumed to be 
additive and constant with value of 2σ  but no specific distribution is assumed [10]. 
The detail formulation of these equations is given in reference [10]. The coverage 
probability is the probability that a typical mobile user is able to achieve some thre-
shold SINR, i.e. it is the complementary cumulative distribution function (CCDF).  
Mathematically, coverage probability is: 

][),,( TSINRPTpc >≅αλ  (3)

Where, T is target threshold SINR value.  
The CDF gives P [SINR≤ T] so CCDF of SINR over the entire network is proba-

bility of coverage too. The achievable rate [10] shows )1ln( SINR+→τ , i.e. Shannon 

bound. τ has unit nats/Hz ( since log is base e and 1 bit =ln(2)=0.693nats). 

3   Results  

The following are the parameters considered during simulation: 
The intensity of user, λ=5 
Path loss coefficient, α=4 
Avg. SNR= 10dB 
We have considered 10 cells with users and 15 cells as total cells under considera-

tion during evaluation of parameters. For fractional frequency reuse we simulate with 
SINR threshold of 15 dB and 25% of power and bandwidth allocate to the center. 
This means if any mobile user has SINR ≥ 15dB will reside in center using frequency 
reuse 1 and other will be outside center using frequency reuse as per fractional fre-
quency reuse scheme. 

If we analyze above results, fig.5a and fig.5d depicts that we are getting higher 
probability of acceptance for respective rate under classical reuse and that is obvious. 
Fig. 5b and fig.5e has more or less similar outcome. But, for reuse 7, it is distin-
guished that FFR has better performance than classical in terms of acceptance proba-
bility and fig. 5c and fig.5f depict the output results. If we consider rate 1.5 nats/Hz 
then probability of acceptance are 20% for FFR assignment and nearly zero percen-
tage for classical approach. Thus, this has 20 times better performance at this point. 
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Fig. 5. Graphs obtained from simulation for respective frequency reuse technique and ratio. 
Where, fig a is of FFR for reuse 1, fig b is of FFR for reuse 3, fig c is of FFR for reuse 7, fig d is 
of Classical Frequency Reuse for reuse 1, fig e is of Classical Frequency Reuse for reuse 3 and 
fig f is of Classical Frequency Reuse for reuse 7. 

It is obvious that higher the reuse value there will be more SINR which results 
higher rate but meanwhile higher reuse means less bandwidth for each mobile so it 
points towards lower rate. Thus, “push and pull” activity is observed and results de-
pend up on that factor which is dominant. 

4   Conclusion 

This paper presents comparison in between FFR and Classical frequency reuse scheme 
in 4G most specially in LTE environment (homogenous condition). These results 
shows, FFR provides better probability of acceptance rate for given rate threshold value 
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considering “PUSH & PULL” effect. Thus, there should be taken care of SINR as well 
as bandwidth because both are important metrics. FFR balances the requirements of 
interference reduction and resource efficiency. In addition to this result, user friendly 
GUI is build so, further analysis at different values and ratios are made easier. 
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Abstract. VANET is an upcoming technology to establish communication 
between the vehicles while travelling, which provides internet connectivity 
resulting in increased road safety, giving important alerts and accessing 
comforts while travelling. The VANET technology integrates WLAN, Cellular 
and Adhoc networks to achieve the continuous connectivity between the 
vehicles. Vehicle Ad-hoc Networks (VANETs) are systems that allow vehicles 
to communicate with each other.  Wireless device can send information to 
nearby vehicles, and messages can be routed from one vehicle to another, so 
that the information can be spread throughout the city. In network there is a 
very frequent link failure due to high mobility of nodes from available network 
region. So this frequent link failure causes packets to not reach respective 
destination. The mechanism proposed here establishes a kind of parallel route 
discovery for real time application for packets to be delivered at destination by 
minimizing losses. The main goal is to establish   parallel routes during link 
failures for real time application scenarios to deliver the data safely to 
destination. The parallel route recovery establishes temporary parallel path 
between the nodes when there is link failure. The node before the failure link 
buffers the packets, after establishing new parallel path it then forwards the 
buffered packets to the destination through newly established path. 

Keywords: VANET, AODV, AOMDV, FROMR, buffer, parallel path. 

1   Introduction 

The main focus is to propose a new method for route recovery process that provides 
efficient routing when there is link failure and also to avoid congestion in network 
during link failures. This paper mainly deals with a temporary parallel route recovery 
mechanism during link failures and about the performance metrics. There are many 
problems in vehicular adhoc networks like frequent link failures due to the high 
mobility of nodes. Here the topology is high dynamic topology the vehicles will be 
moving with high speed, the topology formed will be always changing. The packet 
loss will be high, the packets does not reach destination due to frequent path breaks. 
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Generally in VANETS each and every node acts as a router in forwarding packets 
from source to destination. There is chance that the packets may not be delivered, that 
is they may be dropped because of some reasons. The lost data cannot be recovered 
back from the intermediate nodes during link failures, the lost packets can be 
retransmitted on request from source. To overcome the drawback we found a solution 
in proposed method.  The temporary parallel path takes the better route from source to 
destination so the transmission delay can be minimized when there is route  
failure. 

There are many routing protocols for adhoc networks like AODV, DSR, TORA 
and DSDV. Among all AODV is important on-demand routing protocol. AODV 
protocol establishes route for source node when there is data for transmitting. The 
AODV has phases like route discovery, route maintenance and data delivery. 
Simulation results for protocols like AODV, DSDV, TORA, DSR are found in many 
papers have summarized that AODV performs better when compare to all. AODV 
gives better performance in following metrics: packet delivery ratio, routing 
overhead, path optimization. The proposed system is the enhancement of AODV. In 
the proposed system “On demand temporary parallel route recovery for link failure” 
gives better performance when compared to AODV. 

2   Related Work 

In “On demand temporary parallel route recovery for frequent link failures in 
MANETS”, [1] the author proposed a mechanism which propagates a parallel route 
discovery when there is a frequent link failures. The mechanism is proposed in order 
to save data losses during link failures. The packets are stored in buffer at nodes  
when there is link failure and buffered packets are delivered through new route 
established.  

In “Enhancing AODV routing protocol using mobility parameters in VANET”, [3] 
the authors proposed an enhanced routing protocol by enhancing AODV. They 
enhanced AODV protocol to make it adaptive to vehicular adhoc networks 
(VANETS). In their paper they took direction and position as important parameters in 
choosing next hop in route discovery phase. The main objective of the proposed 
protocol is to establish a new stable route in VANETS. 

In “Design of Fast Restoration Multipath Routing in VANETs”,[6] the authors 
proposed a multipath routing protocol for VANET and they named it as Fast 
Restoration On-demand Multipath Routing (FROMR), The FROMR protocol mainly 
focuses on rapidly establishing an alternate path if the original route is broken. In 
order to reduce the amount of control messages as well as increase the path 
robustness, The FROMR protocol divides the geographical region into squares of 
equal sizes called as grids. In each grid, the vehicle that is expected to stay for the 
longest duration is selected as the grid leader. Only grid leaders are responsible for 
route discovery, maintenance and restoration during link failures. 

In “An Optimized Ad-hoc On-demand Multipath Distance Vector (AOMDV) 
Routing Protocol”, [7] the author proposed an optimized AOMDV that solves the 
“route cutoff” problem in AOMDV by using a control packet RREP_ACK. 
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{ 

Broadcast RREQ to neighbor nodes  

} 

} 

 
Route Maintenance 

 
1. If there is link failure notify to source S by sending RERR message. 
2. Establish new parallel path from source S to destination D. 
3. Transfer the packets that are stored in buffer at intermediate during link 

failure.  
 
When the destination node receives the TPRREQ packet, it prepares the TPRREP 
(reply packet) and increments its current destination number by 1 and forwards the 
TPRREP packets to the source through the nodes from which it received the TPRREQ 
packet at first. The source node waits for fixed amount of time for the TPRREP. If it 
does not arrive on time then it retransmits TPRREQ up to predefined number of 
times. If the response from destination is not arrived then source declares that the 
destination is not reachable. If the TPRREP is received then it allocates buffer to all 
the nodes that take data to destination in order to avoid data losses during link failures 
due to high mobility of nodes. So, if there is any link failure then the data is stored at 
the intermediate nodes and after creating a new temporary parallel path then the 
buffered data is transmitted. 

 

Fig. 4. Manhattan model 

Temporary parallel route is calculated as soon as there is a link failure. When there 
is link failure at the time of transmission a route error (RERR) message is sent to the  
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source node so that the source again retransmits the data. When there are link failures 
at intermediate nodes our temporary parallel route discovery helps us to find a new 
temporary parallel path to the destination to transmit the data that is buffered at the 
intermediate nodes.  

We use the following metrics to evaluate the performance of the temporary route 
recovery mechanism packet delivery ratio, routing overhead and average delay.  

4   Conclusion 

When there is any link failure during packets transmission the temporary parallel 
route recovery scheme is introduced. We can get better results in packet delivery 
ratio, average delay time i.e., the difference between the packet receive time to packet 
sent time in temporary parallel route recovery scheme when compared to AODV. The 
routing overhead can be decreased because of maintenance of buffer space at nodes. 
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Abstract. Multipath propagation is a fundamental requirement for the opera-
tion of Multiple Input Multiple Output wireless systems. By using antenna  
arrays at the transmitter and receiver sides in MIMO systems, very high 
channel capacity can be achieved, provided the environment has sufficient 
scattering. Inorder to predict static narrowband/wideband channel characteris-
tics, the ray tracing algorithms are generally used. In this paper channel  
impulse response was taken from a ray tracing simulator (RPS). This paper 
investigates the effects on MIMO characteristics in an indoor environment. 
The effect on channel characteristics with fixed transmitter and moving  
receivers are studied. 

Keywords: MIMO, ray tracing, channel parameters, Rayleigh distribution. 

1   Introduction 

The need of high speed data wireless systems is increasing day by day. Considering 
the fact that the frequency spectrum is a scare resource, the future systems should be 
characterized by enhanced spectral efficiently in order to increase the network capac-
ity. With the expansion of indoor wireless LAN applications, the focus on Multiple 
Input Multiple Output (MIMO) systems research is growing. The MIMO systems 
have the advantage of significant bandwidth efficiency in broadband wireless applica-
tions. The MIMO systems overcome the drawback caused single antenna systems 
without additional energy of bandwidth consumption.   

Research demonstrates that the effects of temporal variations caused by pedestrian 
or machinery movement in indoor MIMO channels are significant. The temporal 
variations affect channel capacity of indoor wireless systems. During propagation,  
radio waves are mainly affected by three different modes of physical phenomena:  
reflection, diffraction, and scattering. The paper discusses the effect on channel  
parameters in an indoor MIMO environment.  

When multiple-input multiple-output (MIMO) systems are deployed in suitable 
rich scattering environments, a significant capacity gain can be observed due to the 
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assurance of multipath propagation [1]. MIMO systems are attractive in environments 
where multipath tends to create independent channels even with small antenna  
spacing. A MIMO system takes advantage of the spatial diversity that is obtained by 
spatially separated antennas in a dense multipath scattering environment. MIMO sys-
tems may be implemented in a number of different ways to obtain either a diversity 
gain to combat signal fading or to obtain a capacity gain. The time varying effects on 
the propagation channel within populated indoor environments depends on different 
line of sight (LOS) and no line of sight (NLOS) conditions, and is also related to the 
particular type of environment considered. 

The section 2 of the paper describes the ray tracing methods. Section 3  
describes the parameters of mobile fading channel and in section. 4 the  
simulation results and determination of characteristics based on simulation data are 
presented. 

2   Ray Tracing 

While designing an indoor or outdoor communication system there should an idea 
about the channel parameters that can be expected when the system is operating. We 
can get the real channel parameters of the system by doing measurements at the  
location where the system is to be deployed. There are three ways of doing those 
measurements: direct RF pulse system channel sounding, spread spectrum sliding co-
realtor channel sounding and frequency domain channel. By solving the Maxwell's 
equations with the building geometry as boundary conditions, it is theoretically possi-
ble to compute the propagation characteristics exactly. 

Ray tracing is a powerful method to determine the radio channel characteristics. 
Especially, for broadband transmission and to determine the angle of incidence, which 
is becoming more important with the introduction of directional antennas, ray tracing 
provides useful and realistic results. Ray tracing methods are based on geometrical 
optics (GO) where the objects have dimensions that are much larger than the wave 
length and where electromagnetic waves are modelled as rays with flat wavefronts. 
Rays are followed until they hit an object, where a reflected/transmitted ray is initi-
ated in the next reflection/ transmission depth. The direction of the new ray is deter-
mined by Snellius’ law. 

 
• Ray tracing has several advantages over doing actual measurements: 
• No need for expensive equipment 
• Potentially much faster 
• No need to clear out the environment 
• It is possible to send a real sharp delta pulse 

There are some drawbacks compared to measurements: 
• Model of the environment is an approximation 
• Ray tracing is an approximation 

 



 Analysis of MIMO Channel Characteristics in Indoor Environment 377 

• Computing resources are limited; if a very high accuracy is required (many  
receivers, low noise measurements), it is possible that the computer cannot  
finish the computation The various geometric optics based ray tracing  
techniques are as follows are i) Image model based ray tracing technique, ii) Ray 
launching based techniques, iii) Ray tube based tracing iv) Frustum ray tracing 
technique.  

 
The channel impulse response can also be estimated by using ray tracing simulation 
software’s like the I-Prop. Channel sounding by ray tracing simulation is very similar 
in the way that it is in fact simulating a direct RF pulse system: a transmit antenna 
sends out one very small pulse (which in this case could be an ideal Dirac delta func-
tion, δ (t)), it traces every ray (path) until it's power is below a certain noise level, 

and during the tracing, all the receiving antennas that the ray will penetrate, record the 
received pulses (time of arrival, amplitude and phase). For a path k from transmitter 
to receiver, the received power is 

∏=
i

is
o

k
l

P
P σα

 (1) 

with  α  is a function of the antenna patterns, wavelength and initial path direction, 

oP is the transmitted power, l is the length of the unfolded path and iσ is the trans-
mission or reflection coefficient of the ith wall along the path. 

3   Channel Parameters 

A radio channel can be either static or dynamic. In a static channel, all the transmit-
ters, receivers and all objects in the environment are standing still. While in a dy-
namic channel, at least one of them is moving. In this chapter, we will first discuss 

what will happen to the amplitude ( Ê ), the phase ( Φ ) and the time of arrival ( Aτ ) 
when a continuous wave (unmodulated carrier) with frequency is transmitted in a 
static channel. Finally, we will briefly discuss the additional properties of a dynamic 
channel 

3.1   Amplitude Fading 

The received amplitude is of interest since it is directly related to the received power 

by 
o

r Z

E
P

2

ˆ 2

=  and the received power has influence on the average bit error rate. 

Amplitude fading (or propagation path loss) is the decrease of the amplitude of a 
continuous wave. This decrease is caused by numerous effects, like the distance be-
tween the transmitter and receiver, the objects between them and interference with 
other waves. The signal is treated as a random process that gives signal strengths with 
certain probabilities and to analyse that process on a statistical basis. 
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3.2   Log Distance Model 

The Friis free space model can be used if there is a real free space; that is, when the 
transmitter and receiver have a clear line of sight path between them. In reality, there 
is almost never a free space environment. Therefore, in the log-distance path loss 
model, the received power is: 

dGPP nsdBmtdBmr log10,, −+=
    

  (2)

where n=2 for a free space environment, but can be any positive real number for  

other environments. And dBmrP ,  and dBmtP ,  are the received and transmitted power 
respectively. 

3.3   Log Normal Distribution 

A plane electromagnetic wave in a dispersive medium decays exponentially. Before a 
radio wave reaches the receiver, it will have to travelled through different obstruc-
tions, like walls, doors and closets. Each obstruction has its own attenuation constant 

and thickness. If the ith obstruction has attenuation constant iα  and thickness irΔ , 

and a wave that enters this obstruction has amplitude 1−iE , then the amplitude of the 
wave after the obstruction is Ei: 

)exp(1 iiit rEE Δ−= − α
 

(3)

If a wave with amplitude Eo would travel through n obstructions, the amplitude would 
be [5]  
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If the number of obstructions is large enough ( ∞=n ) in equation 4.15, the central 
limit theorem can be used to state the random variable x has a normal distribution  
fx(x)=p(x): 
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with xμ  is the mean of x and xσ
 is its standard deviation. 

The power loss caused by the obstructions is Y equation (6): 
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The power loss caused by a large amount of obstacles has a lognormal distribution 
(the power loss in dB has a normal distribution). 

3.4   Rayleigh Distribution 

The signal that is received on any location is usually the sum of scattered signals. 
Those signals are caused by reflections of the original transmitted signal by randomly 
placed obstructions. This phenomenon is called multipath propagation. It is reason-
able to assume that the phases of the scattered waves have a uniform distribution from 
0 to π2  rad and that the amplitudes and the phases are statistically independent from 
each other. Therefore, at a certain position, the waves will be in phase and produce a 
large amplitude (constructive interference) and at an other position, the waves will be 
out of phase and produce a small amplitude (destructive interference). If the original 

transmitted signal is an unmodulated carrier with frequency 0ω  and amplitude a, as 

formulated in eq (7) 
 

tj oaes ω=   (7)

 
and if n scattered instances of this signal will reach the receiver, then the receiver sig-
nal will be the sum of n scaled and phase shifted instances of this signal: 
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Then the amplitude of the received signal is                                
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The pdf of the amplitude of the received signal (r) is  
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The cdf (cumulative distributive function) of r is the integral of equation 10 [5]: 
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The cdf and pdf of the Rayleigh distribution can be plotted. The Rayleigh  
distribution is closely related to the central chi-square distribution with two degrees of 
freedom. 

3.5   Time of Arrival 

The time of arrival of a pulse depends on the distance that the pulse has to travel be-
tween transmitter and receiver, and on the objects that it has to penetrate on its path. 
A reflection against an object will cause a longer path length and therefore a longer 
delay. A penetration will also cause a longer delay, since the velocity of the pulse in-
side the object is less than the velocity of the pulse in vacuum (which is c, the speed 
of light).  

The amount of reflections and penetrations are unknown and therefore, a  
deterministic approach for the time of arrival is not possible, and the time of arrival 
has to be analysed statistically. We can model the time of arrival of the ith received 
pulse as 

ioi tt τ+=
 ,    0≥i  (13)

where ot  is the delay of the first pulse and  iτ   is the excess delay for that pulse. The 
parameters like mean excess delay, rms delay spread and maximum excess delay are 
important. 

4   Simulation 

Ray tracing in an indoor environment was simulated by using I-Prop software. The 
parameters for the indoor environment were the room plan, thickness of the various 
walls, positions of transmitters and receivers.  

 

 

Fig. 1. Simulation Set – up 
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The parameters of the communication system and environment are as follows: 

Table 1. Communication Parameters 

Modulation Type DPSK 

Frequency 2.4GHz 

Bit Rate [Max,Min] [12.5Mbits/s,283bits/s] 

Bit Error Rate 10-3 

Max Transmitted power 10 dBm 

Max SNR 33 Db 

Receiver Sensitivity Range [-20,-22, … - 72dBm] 

Maximum Speed of Mobile 20km/h 

Transmit Antenna 

Receiver Antenna 

Isotropic, loss less 

Isotropic, loss less 

Small Scale Model 

Standard Deviation ( for Gaus-
sian) 

Rayleigh Distribution 

0.69 

Operating Radius 1 t 40m indoor 

RMS delay spread 40ns 

Coherence Distance 0.0212 

 
 
All the antennas are assumed to be of fixed height. The transmitters were fixed in 

location while the locations of the receivers were changed while taking the ray tracing 
data. The ray tracing instances for 22 reflections were simulated and the data was im-
ported to MATLAB®. The signal above the specified noise level was considered to 
be valid and processed further. 
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The CDF and PDF plots for the received power in the sample environment are 
plotted in Fig 2. The results obtained for the received power at different locations are 
plotted in Fig 3. It can be concluded from Fig 3 that as the distance increases there is a 
decrease in the received power. The validity of the models was found to be 66.6667% 
i.e the models are valid on locations were we do not receive 0 Watt power.  
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Fig. 4. PDF CDF and QQ plot for pulse and CW with only overall Rayleigh model 

Considering small scale model (with Rayleigh distribution) 
The overall values for Small scale – normal scale average, converted to amplitude-

factors were obtained as: 
 

 Std Deviation Mean 

Pulse 0.798474 1.08684 

CW 0.798453 1.08685 
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The overall values for Small scale – normal scale average,  
Small scale – normal scale average, amplitude-factors converted to power, overall 

values: 
 

 Mean Small scale path loss 

Pulse 0.642714 dB 48.1238 

CW 0.642545 dB 48.1254 

 
The standard deviation of Gaussian distributions for Rayleigh was calculated as 

0.942628. 

5   Conclusion 

The ray tracing simulators can be successfully used to specify parameters for a spe-
cific environment and to design a wireless communication system. The ray tracing 
software can be used over the ray tracing algorithms and the actual on site measure-
ments. The channel parameters can be derived and it is seen that though the validity 
of the model is 66.667% the small scale error of the ensemble of all receivers still fits 
the Rayleigh distribution quite well (using a log-distance, log-normal model and aver-
aging around every receiver). 
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Abstract. In this paper, we present fast and efficient target recovery
algorithm for a distributed wireless sensor network with dynamic cluster-
ing. As sensor nodes have limited power, the nodes performing frequent
computation and communication have problem of battery exhaustion,
causing failure in participation of tracking. Also, nodes may fail due to
physical destruction. These reasons of node failure may result in loss of
target during tracking. Therefore, we propose an efficient detection of
lost target and recovery (DLTR) algorithm to recover lost target using
the Kalman filter. From the simulation results, it is evident that, the pro-
posed recovery algorithm outperforms existing algorithm in literature.

Keywords: Recovery, Tracking, Kalman filter, Wireless Sensor
Network.

1 Introduction

Wireless Sensor Network (WSN) consists of small size sensor nodes capable of
collecting, processing and transferring information. A sensor node consists of
microcontroller, memories, a radio transceiver and sensor(s). All of these com-
ponents are powered by battery. All the nodes are deployed randomly on the
field and form network through self organization. Target tracking in WSN has
been successfully implemented in applications like aqueous surveillance system
for drinking water reservoir [1], wildlife habitat observation system [2], in-house
person tracking [3] etc.

The target tracking suffers from loss of target due to depletion of nodes, which
may occur in different situations like node failure, communication failure, local-
ization error, prediction error etc. Nodes can fail due to various reasons such as
exhaustion of battery, physically destroying the node by enemy in the battlefield.
Similarly, during deployment, if nodes fall in water body like pond, these may
fail if nodes are not water resistant. Due to this, a region gets developed inside
the network, where target’s movements are not observable. This may result in
loss of target, as it goes undetected in the region of failed nodes. This could be
a temporary loss as the target may still be present inside the network.

For tracking the target, nodes need to be always in active mode inside the
network. However, in such case their battery may drain out early resulting in
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node failure, consequently decreasing the network lifetime. The clustered ar-
chitecture facilitates distributed operation of the network, and can handle this
issue. In such an architecture, the Cluster Head (CH) is responsible for compu-
tation of future location of the target, selection of suitable nodes (nearer to the
predicted location) to track the target. If the target enters into the next cluster,
its information need to be handed over to the next CH. Similarly, the location
computation of the target is also performed by CH in two different cases, 1. ini-
tially when it is detected in the network and 2. on its recovery. Thus, to perform
all these tasks a lot of communication is required. If the CH is fixed as in static
clustering, it is heavily loaded and probability of failure of CH is more than
remaining nodes in the cluster. Thus, failing the CH prohibits participation of
its corresponding cluster members in tracking. In dynamic clustering, one of the
nodes with highest energy and connectivity can become the cluster head(CH)
and can control the cluster members in tracking. The role of CH may be per-
formed by every node of the network in rotation[4]. Hence we have employed a
dynamic clustering in the algorithm. Our goal is to develop an energy efficient,
and quick recovery mechanism, which can predict the next location of target
with more accuracy, and prolong the network lifetime.

In our earlier work [5], we have used static clustering for recovery of lost target.
In this paper, we propose a recovery mechanism using distributed network to
find the lost target in WSN. As mentioned earlier, the algorithm uses a dynamic
clustered architecture, where CHs are selected in rotation according to their
energy, as described in LEACH [4]. We are using the energy model as explained
in [6] for computing energy consumption.

The rest of paper is organized as follows: In Section 2, we present related work
of target tracking and existing recovery algorithms described in literature. The
proposed algorithm is presented in Section 3. The result and performance com-
parison with existing algorithm is presented in Section 4. Conclusion is presented
in Section 5.

2 Related Work

In WSN tracking, three components are to be considered- 1. ranging technique 2.
position estimation. 3. position tracking. We shall review literature for these com-
ponents in this subsection. There are various ranging techniques mentioned in
the literature such as Received Signal Strength(RSS) [7], Time of Arrival(TOA)
or Time Difference of Arrival(TDOA)[8], Angle of Arrival(AOA) [9] etc. How-
ever, the RSS technique is preferred over remaining, as it does not need any
additional hardware. The target tracking begins with detection of the target
in the network. As soon as it intrudes the network, its current location need
to be estimated. There are various techniques of position estimation like trilat-
eration, triangulation, multilateration etc. [10]. We are using trilateration for
position estimation, as it needs least number of nodes(3) to locate. In position
tracking, there are several tracking mechanisms devised in literature based on
underlying techniques such as tree based STUN[11], cluster based DELTA [12].
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The prediction based tracking use various prediction techniques as explained in
[13,14,15,16]. In spite of having an efficient tracking mechanism, it is badly af-
fected in node depleted region as mentioned earlier. Few techniques have been
devised to circumvent this issue. For example, a cluster based Distributed Track-
ing Protocol (DTP) is presented in [13], which deals with the recovery of the
lost target. The protocol describes the level based recovery for capturing the lost
target. The first level recovery is initiated when the detection of loss of target
occurs. In this, previous target tracking sensor-triplet switches to high beam
from normal beam. If target is recovered then the normal tracking mechanism is
followed otherwise second level recovery is initiated. In second level of recovery,
the nodes which are at a distance of p meters from the last node are activated
otherwise N th level of recovery is initiated. In the N th level of recovery, a group
of sensor nodes that are (2N-3)p meters away are activated to detect the tar-
get. However, this method does not consider past information of object motion,
which leads to participation of more number of nodes for recovery, which not
only increases energy consumptions, but also reduces the network lifetime.

Another recovery mechanism is reported in [6], where authors have simulated
tracking for different motion features using current measurements or past records
of object’s motion. Prediction of target’s next location is done by integrating its
current information of location, velocity, and motion direction. In case of failure
of prediction, the loss of target occurs. Now, the hierarchical recovery process
in the network starts, considering the past record of motion of target. Authors
in [17] have presented a foolproof recovery mechanism in target tracking using
static clustered network. This protocol consists of four phases- Declaration of
lost target, search, recovery and sleep. When target is missing, current CH de-
clares loss of target, which initiates the recovery mechanism. The search phase is
introduced to avoid false initiation of recovery mechanism, where the current CH
waits for stipulated time to receive acknowledgement from downstream clusters.
The actual recovery phase consists of N-level recovery. The first level recovery is
initiated by waking up single hop clusters around the last location of target. If
it is not captured here, all its two hop clusters are woken up, and this process is
continued till the target is found. In the last phase, on successful recovery of the
target, the CH and cluster members that are participating currently in tracking
remain awake and rest go to sleep mode. However, in this algorithm when loss
of target occurs, current CH wakes up all single or double hop cluster nodes as
needed. Unnecessary waking up of large number of nodes wastes energy reduc-
ing the network lifetime. To improve this, we propose energy efficient and fast
recovery algorithm using Kalman filter. The advantage of using Kalman filter
is its prediction accuracy. Using this filter, the CH precisely selects a cluster to
track the target.

3 Proposed Recovery Algorithm

The proposed DLTR algorithm has following assumptions at the time of deploy-
ment: a) sensor nodes know their location, b) sensing range and battery power
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is same for all sensor nodes, c)sensor nodes work in two modes, sleep and active
(awake). d) boundary nodes are active all the time. For cluster formation the
connectivity is considered. The CHs have information about its member nodes
and neighbour CHs. The following subsection explains algorithm of lost target
recovery during tracking.

3.1 Target Tracking

The first step in tracking is localizing the target. As soon as it enters into the
network, and is detected by minimum three nodes, localization is performed
using trilateration. Tracking is initiated with the current location of the target,
using Kalman filter. Our recovery mechanism considers node failure issue for
detecting lost target.

Fig. 1. Trilateration Method

Detection and Localization. Boundary nodes detect target and perform tri-
lateration to find out location of target. In Figure 1 , let A, B and C are sensor
nodes and T is target. Distances of target from A, B and C are d1, d2 and d3 re-
spectively. These distances can be obtained by received signal strength indicator
(RSSI). Therefore, three equations can be obtained for these distances.

d21 = (x1 − xt)
2 + (y1 − yt)

2 (1)

d22 = (x2 − xt)
2 + (y2 − yt)

2 (2)

d23 = (x3 − xt)
2 + (y3 − yt)

2 (3)

By solving these equations, we get location of target (xt,yt). The boundary node
which is nearest to the target sends an alert to the CH, which acts as current
CH.



Efficient Target Recovery in Wireless Sensor Network 389

Prediction by CH. Current CH predicts next location of target using kalman
filter [18]. The steps of kalman filter are illustrated in brief in this subsection.
The Kalman filter works in two phases: Updation and prediction.

Let for each time-step (t), xt be the state vector, Ft the state-transition model,
Ht the observation model, Qt the covariance of the process noise, Rt the covari-
ance of the observation noise, and Bt the control-input model. The state and
observation models can be expressed as-

xt = (Ftxt−1) +Btut + wt (4)

zt = (Htxt−1) + vt (5)

Prediction step: For the prediction phase, the state estimate from the previous
step is used for producing an estimate of the current step state. The equations
used in predict step are as under:

x̂t|t−1 = Ftx̂t−1|t−1 +Btut + wt (6)

Pt = FtPt−1|t−1F
T
t +Qt (7)

Update step : In the update phase, state estimate is refined using the current
predicted state estimate and current observation. Such an estimate is known as
the a-posteriori state estimate. Predicted (a-priori) state estimate is expressed
in equation 6 and Predicted (a priori) estimate covariance is as per equation7.
The equations used in update step are as given in equation 8, 9, and 10.

Kt = Pt|t−1H
T
t S

−1
t (8)

x̂t|t = x̂t|t−1 +Ktỹk (9)

Pt = (I −KtHt)Pt|t (10)

The update step incorporates the observation and predicts the next location.

Activation of CH. If predicted location lie inside the region of current cluster,
then wake up message is sent to that member node who is nearest to the pre-
dicted location. Otherwise current CH finds next CH, and sends alert message
for switching the cluster and handover tracking task. If selected next CH is not
failed then it will send acknowledgement and start tracking. However, if it is
failed then current CH will not receive any acknowledgement within stipulated
time, then recovery mechanism is initiated.

3.2 Recovery Mechanism

As soon as the target is found to be missing, its presence is checked inside the
present cluster. If it is not detected, then the recovery mechanism is required.
The detection of lost target is performed in two steps, declaration of lost target,
and recovery. On recovery of the target, all active nodes go to sleep mode, except
current cluster. The three phases of recovery algorithm are explained as under:
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Declaration. If acknowledgement is not received by current CH in stipulated
time, it declares the loss of target, and the recovery process is initiated. It is
same as discussed in [17].

Recovery. Declaration of loss of target requires time, meanwhile target is also
moving. The current CH performs following steps

1. Predict next probable location as few steps ahead based on previous location
and speed.

2. Wake up all the cluster members to search if target is present inside the
cluster.

3. If target is found here, then continue tracking;
Else
a. Find all single hop clusters (not failed) surrounding the predicted location;
b. Using the predicted location find the specific cluster, where target may

be present and send wake up message to the corresponding CH. This CH
now performs following tasks-
– Send acknowledgement to the current CH;
– Wake up cluster members to localize target;
– If target is found;

• Then become current CH;
• Localize target with the help of nearest three cluster members;
• Continue tracking;

– Else Send message to current CH about target’s unavailability;
4. Now wake up next two hop clusters surrounding the predicted location; If

still not found then wake up three hop members;
5. When target is found, that corresponding cluster becomes current CH and

continue tracking;

Sleep. Once target is recovered, only current tracking cluster remains in wake
up mode and all other clusters go to sleep mode. This phase is same as in [17].

A Significant amount of energy and time is saved in recovery phase as least
number of nodes are woken up for recovery. Thus, in proposed recovery algo-
rithm, only one single hop cluster wakes up at a time which is nearest to pre-
dicted location. In this manner, less number of nodes is required to be in wake
up state to recover the target. Algorithm is fast because there is no need to send
wake up message to all single hop or multi-hop clusters. The amount of energy,
and time required for recovery is mentioned in the next section.

4 Performance Results

In this section, the performance of the recovery mechanism is discussed with
different trajectories. The results are compared with existing algorithm [17]. The
performance metric used for comparison are recovery time, nodes awaken and
energy consumption. We follow the energy model of [6]. Main parts of a wireless
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node are microcontroller unit(MCU), sensing unit, and transceiver. The typical
values of power consumption by MCU for active and sleep mode are 360mW and
0.9 mW respectively. The sensing unit and transceiver’s consumption are about
23mW and 720mW respectively. Here we assume that same amount of energy is
consumed by transmitter and receiver unit[4].
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Fig. 2. Wireless Sensor Network for Tracking

Figure 2 shows the WSN used for tracking consisting of randomly deployed
225 nodes in [140mx140m] area with radio range of 15m. The Gaussian noise of
5 % is added to the radio range. The average node degree of the node in network
is seven. These nodes are logically divided into three types - member nodes,
boundary nodes and CH. The member nodes are represented with asterisk ∗,
CHs are represented by �, and � are boundary nodes.

Figure 3 shows the target tracking with existing approach and proposed ap-
proach. In this figure, target enters from location (1,1) and leaves at location
(43,139). In this scenario, total seven numbers of nodes are failed in entire field.
Thus,the target is lost and recovered twice due to four and three failed nodes re-
spectively at different locations. The table 1 shows a comparison of existing and
proposed approach in terms of nodes woken up and time required for recovery.
The recovery time and total number of nodes awaken is less than the existing
approach. The total energy consumed in tracking with recovery is 2.79J per
node with existing approach whereas, it is about 1.5J per node with proposed
approach. The loss of target is simulated with another trajectory as shown in
figure 4. In this scenario, there are two regions depleted of nodes, with eight
and six failed nodes. The target moves through first region twice, hence it is
lost twice. With the second failed nodes region, loss of target occurs thrice. Here
target enters the network from location (1,120) and leaves network at (140,27).
The table 2 shows the comparison between existing and proposed recovery. The
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Fig. 3. Recovery of lost target with 7 failed nodes

Table 1. Comparison between Existing and Proposed Algorithm

Algorithm 1st Recovery 2nd Recovery
Nodes awaken Time(s) Nodes awaken Time(s)

Existing Recovery 88 7.9397 38 3.6205
Proposed Recovery 23 5.2396 17 3.1994

Fig. 4. Recovery of lost target with 14 failed nodes
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Table 2. Comparison between Existing and Proposed Algorithm

Algorithm 1st and 2ndRecovery 3rd Recovery
Nodes awaken Time(s) Nodes awaken Time(s)

Existing Recovery 112 6.3095 71 6.1540
Proposed Recovery 21 3.1871 18 3.1708

total amount of energy spent per node for tracking with recovery(all three cases)
is about 3.92J with existing and 2.13J with proposed approach. All the above
tables and figures show that, the proposed approach outperforms the existing in
terms of recovery time, energy consumed and total number of nodes awaken.

5 Conclusion

In this paper, we have proposed energy efficient and fast target recovery algo-
rithm. In target tracking, our algorithm uses trilateration method for localiza-
tion and kalman filter for prediction. For observing recovery of lost target during
tracking, we have handled the issue of node failure. Different trajectories have
been used for simulation. The proposed recovery approach has been compared
with existing approach in terms of time and number of nodes required to be
active during recovery of lost target. Similarly total energy consumed per node
in the network for tracking with recovery is computed. Comparison of results
show that proposed algorithm outperforms the existing algorithm. Further, we
shall investigate the performance of algorithm with non-linear filters for other
causes of losing target.
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Abstract. The ever increasing demand to develop smart environments starting 
from small scale environment like smart home to more complex one like smart 
city, extensively require complex middleware to support interoperation among 
various diverse domains of applications and different heterogeneous sensors. 
The middleware is also responsible for providing abstractions to the application 
interfaces and device sensing. In this paper generic middleware architecture 
which supports modularity, sensor observations, and diverse sensor 
management and provides abstraction to sensors and applications is presented. 
Implementation of the proposed middleware architecture is described by smart 
irrigation and firming environment use case. The architecture presented here is 
solely based on object oriented concept and this can be further extended for any 
smart system. A future research scope of the proposed architecture is also 
discussed here.  

Keywords: Ubiquitous Computing, Heterogeneous sensors, Middleware, Smart 
environment, Adaptation, Generic framework. 

1   Introduction 

A smart environment essentially comprises of sensing devices to capture the 
information of the environment and the actuators to function as per the obtained 
command. The services and applications require invoking the appropriate sensors to 
get the information on the environment, and to act as per the situation intelligently. 
The sensors and the applications/services are heterogeneous in nature and reside in a 
distributed environment. Therefore sensing and processing the raw sensed data and 
tunneling that data to the appropriate services and applications in appropriate formats 
are essential for building smart system. This is a fundamental requirement across all 
smart systems. 

A middleware is required in order to achieve this requirement. It primarily acts as a 
bond across the heterogeneous sensors and heterogeneous applications/services. Its 
prime objective is to provide a homogeneous interface hiding diverse properties of 
heterogeneous sensors as well as applications/services.  
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This article focuses on design and development of a generic object oriented 
middleware architecture, supporting the following properties: 1) device discovery of 
certified devices,  2) device management of heterogeneous sensors, 3) resolution of 
semantics and syntaxes while interoperating among heterogeneous sensors, 4) 
extraction of context from the sensed data, 5) handling critical data based on the real-
time requirements of the event to be processed and the state of the sensors, 6) creation 
of configuration schemas based on XML, 7) creation of device functionality schemas 
based on XML and, importantly, 8) providing an application adaptation interface. The 
main functional components are based on the functional components as proposed in 
[1] for IoT (Internet of Things) middleware. 

The proposed architecture, as presented here, has a layered architecture with two 
abstraction layers. The architecture is modular based on an object oriented model 
supporting various generic modules like devices, certified- sensors, sensor_adaptor 
etc. with clearly defined inter-module relations. The abstraction layers are flexible 
enough to adapt new sensors or applications/services without requiring any 
modifications to the core components of the middleware. The new objects inherited 
from the existing ones are needed to be added to the framework and corresponding 
modifications are to be made in the XML schemas. Thus the proposed architecture 
can be used as a framework for developing a middleware capable to be extended to 
support any smart system as it addresses the generic requirement of these systems and 
does not require modifications inside the core components to support diverse 
configurations. Only the XML schemas specific to device configuration and 
functionality, its class path for dynamical execution are to be modified for this 
purpose.  

The case study, as presented here, consists of a smart irrigation and agriculture 
system. Device interoperation is shown based on Zigbee and Ethernet based sensing 
devices. The class diagram depicts the relationship among the various objects related 
to this use case.  

The remainder of this article is organized as below. First, the related work in 
middleware architecture and its review is presented followed by an overview of the 
proposed system. The architecture of the system along with the class diagram is then 
described. The next section describes a practical application of the middleware in a 
smart irrigation and farming system. The final section concludes this article with the 
future research scope on the proposed architecture. 

2   Related Work 

The middleware functionalities are widely studied to address the important aspects 
and to address various challenges of setting up smart environment in the domain of 
ubiquitous computing as well as IoT. The role of middleware in IoT is studied 
extensively and the various functional components of the middleware system are 
proposed in [2]. This survey paper concludes the open issues and challenges about the 
middleware. In [3], an interesting research project called ‘Munich’ (Mobile Users in a 
Non-intrusive Computing Hierarchy) on subjective sensing to meet the user needs 
intelligently and to support personalized services based on mobile phones with a 
layered architecture is presented.  
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In [4], an energy efficient mobile sensing system having a hierarchical sensing 
management scheme for setting up smart environment is presented. Here XML is 
used to define user state and user state transition rules, and these XML based state 
descriptors are used as inputs to turn sensors on and off.  

In [5], a declarative model for Sensor Interface Descriptors (SID) based on 
OGC’s (Open Geospatial Consortium)[9] SensorML[13] standard is presented to 
close the gap in standardization for the connection between the SWE (Sensor Web 
Enablement) and the underlying sensor layer with heterogeneous protocols. Here a 
generic SID interpreter capable of connecting sensors to Sensor Observation 
Services and Sensor Planning Services based on their SID has been developed. The 
system has two components, the SID interpreter and the SID interface. The SID 
interpreter runs on the data acquisition system and uses SID instances for the 
different sensors of the sensor network to translate between the sensor specific 
protocol and the SWE protocols. The interpreter is responsible to register a sensor 
at a SWE service and to upload sensor data to an SOS. Also, it is responsible for the 
opposite communication direction and forwards tasks received by an SPS to a 
sensor. 

In [6], a middleware system ‘LinkSmart’ is proposed. This middleware combines 
semantic web services technology with SOA-based principles. It provides a 
mechanism for wrapping standard API interfaces of sensors and various physical 
devices with a defined web service extension, which is enhanced by a semantic 
description of provided or generated WSDL (Web Services Description Language) 
[12] files thereby connecting the devices and their local networks to the outside world 
through broadband and/or wireless networks. 

Ref. [7] highlights the major issues in designing the middleware for WSN like 
heterogeneity, complex event processing, QoS support and access prioritization, etc. 
It divides the state-of-the-art middlewares into some distinguished categories like 
Interoperability Middleware, Web Service Enabler, Semantic Sensor Web 
Middleware and Information Processing Middleware based on the application usage. 
It proposes a middleware design to address the said challenges it has identified It 
proposes some generic layers as follow: connectivity layer, knowledge layer to form a 
knowledge-base for device management, semantic metadata, etc., information 
processing layer to handle the incoming queries and service provisioning layer to 
addresses the gap between traditional high-level application protocols and the 
underlying layers.  

However, these research approaches do not make use of any generic middleware 
architecture which can be extendable to both fixed and mobile platforms to build any 
smart system. Importantly they do not specify about both the sensors as well as 
application abstractions and an object oriented based modular architecture which can 
be used as framework for building middleware for any smart system starting form 
interoperating among diverse sensors to post sensed data to application/services as per 
the user needs.  
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3   System Overview 

The generic middleware for smart system proposed here consists of a key control 
layer shown as SMART Controller and two adaptation layers, sensor abstraction and 
application abstraction. The layered architecture is depicted in Fig. 1.  

Fundamentally, the middleware is responsible to facilitate the exchange of 
information between the remote applications and the sensors embedded in the smart 
environment. The remote application connects to the middleware over the Internet. 
The middleware receives the information about the smart environment from the 
sensing devices and in turn provides this information to the remote applications based 
on the application requirements. 

 
 

 

Fig. 1. System Overview 

The middleware sits on top of the ‘OS (Operating System) & device drivers’ layer 
and below the ‘application services’ layer. The ‘device drivers’ layer takes care of the 
underlying protocols for communication between the middleware system and the 
sensing devices. The ‘application services’ layer runs the local services for the remote 
applications. 

The heart of the middleware system, the ‘smart controller’, which handles all the 
core functionalities to communicate between the sensing devices and the remote 
applications as well as performs different device management activities, is responsible 
for all the operations like discovering the sensing devices, performing syntactic and 
semantic resolutions, make the raw data presentable to the web interface, performing 
device monitoring, posting the data to the application abstraction layer etc. 

The smart controller interacts with two abstraction layers of the middleware. At the 
bottom is the ‘sensor abstraction layer’ and at the top is the ‘application abstraction 
layer’. These interfaces play a vital role to equip the system with generic interfaces. 



 Generic Middleware Architecture Supporting Heterogeneous Sensors Management 399 

The bottom sensor abstraction layer provides a general abstraction with respect to 
the diverse sensors so that the heterogeneous sensors can be interacted with a 
common format. Similarly the top level application abstraction layer provides a 
common interface to interact with the heterogeneous applications. 

Thus these two abstraction layers make the middleware adaptive to any smart 
environment. 

4   Architecture of Proposed System 

The proposed architecture of the middleware for smart system is represented in the 
present section. A block diagram of the system architecture is depicted in Fig 2.  

 
 

 

Fig. 2. System Architecture 

The core part of sensor abstraction layer, the logical sensing module collects data 
from various diverse sensors like location, acceleration, angular velocity, temperature, 
humidity, light etc. using diverse communications and messaging protocols following 
different standards. This block is responsible to handle the interoperation issues, 
resolving the syntax and semantics of the messaging protocols by using the specific 
sensor adaptation protocols. It uses specific sensor descriptions/modeling standard 
like SensorML. This sub module fundamentally encapsulates all the details of the 
sensor interoperation and forms sensor abstraction layer.  

The device management module resides in the smart controller layer. It is 
responsible for managing all active sensing devices by activating its different sub – 
modules and using associated handshaking messages with them. It controls posting of 
the sensor data to the application abstraction layer. It consists of sub components like 
device discovery which scans the environment through the available interfaces and 
communication protocols in regular intervals to detect the new sensing devices. It 
does a capability negotiation based on the various attributes like interface, protocol 
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etc. of the sensor devices. Device discovery sub module executes SCAN command 
periodically. It broadcasts a handshake message to all the sensors, and accepts 
responses from the active sensing devices. It uses the device adapters and the 
associated protocols for those sensing devices made available during system 
configuration. Device management module maintains a device management table for 
the sensing devices having device-type; manufacturer identifier, Interface type 
(Zigbee, Bluetooth), protocol identifier and the associated service identifier. Some of 
the device specific information is taken from the configuration file like device type, 
interface type, and some of the information are generated dynamically like unique 
device/sensor identifier during device discovery and are maintained in the device 
table.  It collects the inputs related to basic device properties from the XML based 
configuration schemas. A state flag is maintained by the device manager in the device 
management table depending on the response received from the sensing device during 
the periodic scanning. Fig. 3 illustrates the state diagram for the sensors. Respective 
events are triggered as per the application needs and a reduced set of sensors is 
generated in each scan depending on the sensor state idle or deep-sleep. The device 
management table also maintains a service identifier associated with the device. The 
other two important sub blocks of the smart controller layer are sensor-observation 
and context inference service which closely interact with device management module. 
The major activity of these two blocks is to collect data from sensors.  
 
 

 

Fig. 3. State Diagram of Sensors 

Sensor observation module interfaces with the logical sensing module to extract 
and post the data to the application. It gets an event from the device manager to start 
the posting of data. The context inference service block is part of smart controller 
layer. It retrieves contextual information both in synchronous and asynchronous mode 
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after getting a triggering event from the device management module, which defines a 
structure for contextual data using the device properties defined in XML, and the 
demand of application/services. A tiny storage space is used as critical data cache to 
keep the critical data, mainly the contextual data, depending on the real-time 
requirement of the processing of that data as well as event identifier with 
applications/services – sensing-device mapping. Event logging module is interfaced 
with the sensor observation module. It keeps on posting of sensor observations as per 
the application’s demand through web interface. It uses publish-subscribe model. 

The applications abstraction layer consists of the web interface and application 
plug-in interface. The application plug-in interface provides mechanisms to register 
applications running locally on top of the middleware layer. Web interface supports 
the interfacing with the remote applications. Both these sub modules interact with the 
device management layer to post their demand as well as get the notifications related 
to the sensing devices from the smart controller layer via the device management 
module. Different OGC (Open Geo spatial Consortium) [9] based services can be 
used as a remote service and its counterparts as local applications. 

Fig. 4 depicts the class diagram of the object oriented model used for designing the 
architecture. The various modules and their relationship are depicted in this figure. As 
an example it can be observed, device-operation, device-manager, devices, sensors, 
actuators, adapter, sensor-adapter are various modules/classes or interfaces where 
sensors and actuators are inherited from the device class, sensor-adapter is inherited 
from adapter class etc. 

 
 

 

Fig. 4. Class Diagram 
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5   Use Case: Smart Irrigation and Farming 

This section describes the application of the proposed middleware in the context of a 
smart irrigation and farming system as a smart environment [10]. 

The smart irrigation and farming system ‘senses’ the different parameters from the 
environment using a composition of remote and in-situ sensors. The different 
heterogeneous sensors are used to measure temperature, rainfall, humidity, solar 
radiation, soil moisture, location, time, and also to detect presence of objects using 
remote camera. 

Fig. 5 depicts the functional units of the use case showing the farmland equipped 
with the above mentioned heterogeneous sensors. The remote application service 
station is the unit where the relevant applications reside. This service station can be a 
mobile phone or a PDA (personal digital assistant) running suitable applications or it 
may be remote monitoring office monitoring the state of the environment and 
triggering necessary measures. The applications interacting with the middleware 
extracts the sensed data by using the sensor abstraction of the middleware and provide 
appropriate information to the farmers. An example of such information can be a 
message suggesting the farmer about the best suitable crop to choose for the prevalent 
environment. Another example application can be triggering security alarms in case 
unwanted cattles have intruded into the land.  Another such useful application may be 
triggering the necessity to irrigate the land by measuring an inadequate soil moisture 
level and so on and so forth. 
 

 

Fig. 5. Smart Irrigation and Farming Environment 
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Again, as it is evident that the list of sensors is not exhaustive, the system may 
need to cope up with new types of sensors. This enhancement can be easily done 
through the sensor abstraction layer by adding new sensors. Similarly new monitoring 
applications can be interfaced with middleware using its application abstraction.  

Fig. 6 shows an excerpt from a typical device configuration schema written in 
XML. This configuration takes care of a Zigbee based temperature sensor and an 
Ethernet based remote camera for detecting presence of objects (e.g., cattle) in the 
farmland respectively. A close observation of Fig. 6 shows that the sensor class 
provides encapsulation for the device specific ‘Xbee’ [8] module. 
 

 

 

Fig. 6. Excerpt from the XML based sensor abstraction 

6   Conclusion and Future Scope 

In this article architecture of a middleware which can be used as a generic framework 
for middleware for interoperating with diverse sensing devices and diverse domain of 
applications is presented. The reference system architecture shows the interactions 
among every major block of the system. Managing the heterogeneous sensors based 
on the various states of the sensors is one of the challenges addressed here. The 
proposed architecture uses various configuration schemas which make it also 
extensible for different environments. Adding a new sensor requires the addition of its 
properties in the appropriate XML schemas. The proposed architecture follows 
‘object-oriented’ concept and is adaptable for any smart environment. The presented 
UML based object oriented model gives a clear view of different class components of 
the system. The modular and object oriented architecture eases its development using 
Java and running it as a service of JVM (Java Virtual Machine) as well as OSGi(Open 
System Gateway Interface)[14] based platform which will be easy to port and 
implement. 
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The use case scenario on smart irrigation and agriculture system describes how the 
generic and adaptable characteristics of the middleware help to address the 
interoperation; mainly the semantic and syntactic and device management issues.  

There are multiple scopes for future research works like, 1) to explore how to meet 
the real time requirements of interoperation considering the facts of energy constraints 
of the sensing devices, 2) to estimate what would be the optimized event handling 
mechanism to be adopted by the middleware’s smart controller to actuate 
sensing/actuating device, 3) to define a unique device attributes list to generate device 
clustering algorithm by the device manager to achieve faster device interoperation, 4) 
to define the methods to achieve faster service collaboration providing sensing-device 
and service/application mapping. Currently we are conducting research on the 3rd and 
4th points mentioned above in and developing the complete system on Android and 
Dalvik VM on top of OSGi [11]. 
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Abstract. It has been  observed  that  TCP  suffers  from  poor  bandwidth utili-
zation and extreme unfairness in wireless environment, and the utility of TCP in 
the multi-hop IEEE 802.11 network has been seriously questioned. TCP is the 
most dominant transport protocol that serves as a basis for many other protocols 
in wired and wireless networks. However, high transmission errors and varying 
latency inherent in wireless channel would have a seriously adverse effect on 
the performance of TCP. Thus, a novel and pragmatic cross-layer approach with 
joint congestion and contention window control scheme and a probabilistic ap-
proach for RTT measurement is proposed to improve the performance of TCP 
in multi-hop networks. The proposed design indeed provides a more efficient 
solution for frequent transmission loss by setting optimal congestion window to 
improve TCP performance in multi-hop network. 

Keywords: TCP, Multi hop network, congestion window, contention window, 
RTT measurement. 

1   Introduction 

Wireless technologies eliminate the requirement of fixed cable infrastructures, thus 
enabling the cost-effective network deployment. In recent years, wireless communica-
tion networks have been extensively deployed and are generally specified in accor-
dance with the IEEE 802.11 [6] standard.  Multi-hop network comprises of number of 
wireless nodes to transfer packet from source to destination. Multi-hop networks has 
higher available bandwidth in a multi-rate 802.11 network and the power of transmis-
sion at the edges of the 802.11 nodes can be reduced resulting in lower interference. 

1.1   TCP In Multi-hop Networks 

Transmission Control Protocol (TCP) [6] is a reliable connection-oriented byte stream 
transport protocol for the Internet. TCP adjusts well in traditional networks compris-
ing wired link and stationary hosts. TCP achieves congestion control or avoidance 
[12] by regulating the congestion window size in accordance with the estimated  
network congestion status in order to adjust the sending rate.  

In multi-hop networks, TCP performance is degraded because of its two unique 
characteristics namely, location-dependent and spatial reuse. Packets may be dropped 
due to consistent link-layer contention, resulted from hidden/exposed terminal  
problem. Thus, packet loss in wireless network can be due to various factors. 
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1.2   Performance of IEEE 802.11 Protocols 

In IEEE 802.11-based multi-hop network, the underlying MAC layer coordinates the 
access to the shared wireless channel and provides the link abstraction to upper layer 
such as TCP. The performance of IEEE 802.11 protocol will be degraded when bit er-
ror rate (BER) increases in the wireless channel as well. Unfortunately, wireless 
transmission links are noisy and highly unreliable. Path loss, channel noise, fading, 
and interference may result in significant bit errors. 

Based when a packet is lost in a wired network because of congestion or is collided 
in a wireless network, the sender should slow down. When a packet is lost in a  
wireless network because of noise, the sender should try harder to reduce its TCP 
congestion window or exponentially increase its back off parameter value for  
retransmissions. However, if the sender is unable to identify causes of packet loss, it 
is difficult to make the correct decision. Characteristics of error-prone wireless chan-
nel make medium accesses in wireless LANs considerably more complex than in 
wired networks. However, even with the retransmission mechanism in the MAC 
layer, packets may still be lost without being handed over to the transport layer due to 
spurious interference or collisions [8-10]. Although TCP can successfully recover 
dropped packets, recovery routines inevitably degrade the TCP performance since 
they involve the end-to-end retransmission of the original packet. Hence, the cross 
layer interaction between the transport layer and the wireless MAC layer has a critical 
effect on the detection of erratic errors and on the control of congestion for multi-hop 
networks. 

Thus in the proposed scheme by differentiating the packet loss due to congestion 
and transmission error, congestion window is not reset if the packet loss is due to 
transmission error. In case of congestion, instead of resetting the congestion window, 
an algorithm is proposed to find optimal round trip time (RTT) based on the probabil-
istic approach. The congestion window is set based on the RTT value calculated. 

The paper is organised in such a way that Section 2 provides a literature review of 
various papers related to the proposed approach. Section 3 describes the proposed 
scheme. Section 4 describes the skeletal framework of this project. Section 5  
illustrates the implementation of proposed work with detailed explanation. Section 6 
describes the results generated by simulation. Section 7 concludes the paper 

2   Related Work 

The TCP performance improvement in wireless environment is discussed in various 
papers. In wireless networks, channel access contentions may occur between different 
flows passing through the same vicinity or between different packets within the same 
flow, which exacerbate the channel contention problem [17,5]. When multiple packets 
within the congestion window are lost in wireless links, conventional TCP schemes, 
such as Tahoe [17], Reno [17] and NewReno [11], etc., are only capable of recovering 
from single loss event per RTT time, and therefore result in high error recovery  
delays. In environments prone to significant loss, the performance of application is  
affected not only by the rate at which TCP restores its transmission, but also by its  
capability to recover from transmission error. Therefore, the congestion control 
mechanisms implemented in wired networks may not be entirely suitable for wireless 
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environments. Accordingly, a requirement exists for a well-defined collaborative 
mechanism between TCP and the MAC protocol to reduce the effect of wireless inter-
ference on the TCP performance.    

One method for dealing with erratic errors on a wireless link is to split the wireless 
portion of the network from the conventional TCP connection. The Indirect-TCP  
splits an end-to-end TCP flow into two separate TCP connections, i.e. wired network 
and a wireless TCP connection. Under this approach, any corrupted packets will be 
retransmitted directly through base stations on the wireless part of the path, and the 
wired connection is unaware of the wireless losses. However, a major drawback of 
this split-connection approach is that it fails to preserve the TCP end-to-end semantics 
because an ACK originating from the base station. 

Alternate way for dealing with cross layer interaction between MAC and TCP is 
[4] in which a scheme to differentiate loss due to congestion and transmission error is 
proposed. In this   method, the resetting of congestion window size due to collision 
will not be optimized one. So, the performance degradation will be there. 

Another approach [13] is based on the decision of congestion window size based 
on RTT and  channel bandwidth, which is can be measured periodically and change 
the maximum congestion window size to a new one.  In [16], TCP- DAA they  mini-
mize unnecessary retransmissions by reducing number of duplicate ACKs for  
triggering a retransmission and the regular retransmission timeout interval is in-
creased fivefold for compensating the maximum of four delayed ACKs.  

3   System Architecture 

The Proposed system architecture, in Figure 1, shows the data transfer of packets 
across a hybrid network from TCP source to TCP receiver with the wireless network 
being a multi-hop network.   A snoop agent, inside the Base Station (BS) monitors 
very packet that passes through it in either direction. It maintains a cache of TCP 
packets sent from the TCP source that have not yet been acknowledged by the mobile 
host. Besides, the snoop agent also keeps track of the last acknowledgment sent from 
the mobile host 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. System Architecture 
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4   Proposed Framework 

4.1   Channel Status Estimation 

In order to exploit the information about the actual channel status, we define the prob-
ability of transmission failure (pf), to be the probability that a frame transmitted by the 
station of interest fails. It is noted that busy period in the channel status includes colli-
sion, frame loss, and successful transmission.  

Since the absence of an immediate positive acknowledgement following each data 
frame will be regarded as a failed transmission, pf can be obtained by counting the 
number of observed transmission failures, divided by the total number of transmission 
attempts on which the measurement is taken. Therefore, the probability of transmis-
sion failure can be defined as given in equation (4.1) [4] as, 

 
Number of transmission failures 

pf = -----------------------------------------------------                   (4.1) 
Number of transmission attempts. 

 
Now let us try to estimate the probability of transmission collision (pc), which is 
given as, 

1-pf 
pc= 1 - --------------                                          (4.2) 

1-FER 
 
Where pf defines Probability of Transmission failure and FER defines Frame Error 
Rate, which is set as 0.2 in our case. 

4.2   Differentiating Loss due to Congestion and Noise 

4.2.1   Packet Arrival from TCP Source 
When a TCP data packet is received from wire-line network, the snoop agent will 
cache the TCP data packet in base station and monitor packet transfer at the base  
station. If the packet is lost in the wireless hop, the base station will automatically  
retransmit the TCP data packet. When the base station forwards a packet to a TCP  
receiver, the snoop agent will evaluate the probability of packet collision. If the 
packet is lost, the snoop agent will use the previous evaluation to adjust the contention 
window of the MAC layer. Also, a report stating the reason of packet lost will be sent 
to the TCP sender to help the TCP sender with resetting its congestion window size. 
Figure 2 shows the flowchart of how the proposed scheme processes the packet sent 
from TCP source. 

When snoop agent receives TCP data packet, it determine if the packet has been 
received and cached in the base station. If  new arrival, snoop agent will temporarily 
cache the packet into the buffer in base station. If this packet is in-order the snoop 
agent will take this situation as a general case and forward the packet to the TCP re-
ceiver (case 1: normal case).  If the received TCP data packet is a newly arrived 
packet but is out-of-order indicates that the packet was lost in the wire-line TCP  
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connection. The snoop agent will then forward this data packet to the TCP receiver. 
Afterwards, the TCP sender uses traditional congestion control mechanisms to re-
transmit the lost packet (case 2: packet lost in wired connection). 

If the TCP data packet has been received by snoop agent but has not by the TCP 
receiver, snoop agent will evaluate the collision rate (pc) in the wireless channel. If pc 
is greater than the Frame Error rate, the loss is due to collisions, hence snoop agent 
compute Round Trip Time (RTT). Now reset Congestion window and contention 
window is calculated based on the optimal RTT. (Case 3: packet lost in wireless  
connection).  

If the pc value is less than the frame error rate the congestion window size will be 
changed since the loss due to transmission error and hence retransmit the packet. 
(Case 4: packet lost in wireless connection due to transmission error). 

If the packet has been received (i.e., is a retransmitted packet) and the last ACK 
number cached on the snoop agent is greater than or equal to the sequence number of 
the received TCP data packet. This represents that the TCP receiver has received the 
packet. Thus, snoop agent will directly drop the packet and send the last ACK number 
to the TCP source. (Case 5: ACK lost in wired TCP connection). 
 
 

 

Fig. 2. The operational procedure of snoop agent upon receiving TCP data 
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4.2.2   Ack Arrival from Wireless Station 
When a TCP ACK is sent from the wireless station to the TCP source via the base sta-
tion, snoop agent will follow the procedure shown in the flow diagram as given in 
figure 3 

At first, snoop agent will inspect the arrived ACK. If the ACK is new (i.e., ACK 
number > last ACK number) the snoop agent will forward the ACK to the TCP 
source and clear the packet cached in the base station (case 1 and case 2). If the ACK 
is a duplicate, the snoop agent will investigate whether the packet was lost in the 
wire-line network or in wireless connection. If the packet was lost in the wire-line 
network, the ACK packet will be forwarded directly to the TCP source (case 3). 

Conversely, if the packet was lost in the wireless connection, snoop agent will 
compute round trip time (RTT) based on probabilistic approach on sent packets and 
acknowledgements received. Congestion window and contention window is calcu-
lated based on the optimal RTT. A negative acknowledgement (NAK) option  and 
congestion window size will be added in the ACK (associate with the same TCP con-
nection) and the ACK will be forwarded to the TCP source at a later time (case 4). 
Hence, by inspecting the previous ACK sequence number and historical NAK  
information, the TCP sender clearly identifies corruption losses in the wireless  
links and therefore determines whether invoking congestion control mechanisms is 
necessary.  
 
 

 

Fig. 3. The operational procedure of snoop agent upon receiving TCP ACK 
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5   Implementation 

The packet from TCP source (wired) to TCP receiver (wireless) transfers through 
snoop agent. At snoop agent, based on the packet sequence number and acknowledge-
ment it received, it differentiates the loss due to congestion and transmission error. 

5.1   Differentiate Congestion Loss and Transmission Error 

This describes a mechanism to differentiate congestion loss and transmission error at 
the snoop agent.  

5.1.1   Successful Transmission in MAC Layer 
In the MAC layer of multi-hop network, check the channel status to see if it is idle. 
The numbers of attempts it had failed to provide successful transmissions are  
calculated in each node whenever it attempts to make a transmission as given  
equation (4.1). 

5.1.2   Calculate Probability of Collision 
Probability of collision (pc) is found by probability of failures and error bit rate as 
given in equation (4.2). 

5.1.3   MAC Layer Transmission of Collision Probability to Snoop Agent 
Each node whenever it sends acknowledgement for packet it received in MAC layer, 
it sends its collision probability value, which is compared with its own probability of 
collision and sends the maximum value to its next hop. The maximum collision prob-
ability that is found in the entire multi-hop link throughout its transmission from re-
ceiver to snoop agent is transferred to the snoop agent. 

5.1.4   Decision Making 
In the snoop agent, the value of collision probability is compared with (FER) which  
is set to 0.2. If collision probability is greater than FER, the loss is collision which  
invokes PA-RTT approach else it is due to noise and just retransmits the packet. 

5.2   Calculate the Optimal RTT Value 

Calculation of round trip time (RTT) is based on the history of sent packets and  
acknowledgements received at any instant of time. Given the two sequences S ={s1, 
s2, ., sn} and D = {a1, a2, ., am},where s1, s2, ., sn are send packets and a1, a2, ., am  
are ACK packets corresponding to the send packets in S. If a packet si in S is  
acknowledged by a packet aj in D, we denote si α aj. 

If all the packets are captured on a host in a connection chain at a period of time, 
the following conditions must be satisfied: 

(1) Any send packet in S must be acknowledge by one or more packets in D; and 
any ACK packet in D must acknowledge one or more send packets in S;  

(2) Packets both in S and E are stored in chronological order;  
(3) For any two packets si, sj in S and ap, aq in D, 
         if si α ap, sj α aq,and i < j, then we have p ≤ q. 



412 O.S. GnanaPrakasi and P. Varalakshmi 

Condition (1) indicates that the relationships between send and its corresponding 
ACK packets may be one-to-one, many to-one, or one-to-many. RTT of a send packet 
can be defined as the gap between the timestamp of a send packet and that of its cor-
responding ACK packet. 
 

The algorithm for the optimal RTT calculation is 
(1) Generate data sets Dj (1 ≤ j ≤ m):  

Dj = {t (i , j ) |t(i , j ) = aj _ si, 
         i = 1, …, n & t(i, j ) > 0}. 

(2) Combine data from sets Dj to form clusters Cu : 
 Cu = {t(ij , j ) ε Dj | ∀ 1 ≤  j ≤ m & i1 < i2 <….<im}. 
(3) For each cluster C: 
     (a) if x(i, j ), x(i, k) ε C, j < k, then delete x(i, j ), and 
   (b) if x(i, j ), x(k, j ) ε C, i < k, then delete x(k, j ). 
(4) Output R = {r1, r2, ., rs} (1≤ s ≤ n) which is the cluster C with smallest stan-

dard deviation among all Cu (1 ≤ u ≤ nm). 
 

Conditions (2) and (3) guarantee that send packets must be replied sequentially. 
Each send packet must be acknowledged by one or more packets successfully at one 
time, and the value of a send packet RTT must be positive. 

5.2.1   Formation of Data Set 
To form data set compute the gaps between the timestamp of each ACK packet in D 
and that of all the send packets in S. Eliminate the negative values since RTT must be 
positive. Now group these differences in sets according to each ACK packet in D, 
forming data sets D1, D2,.., Dm for ACK packets a1, a2, .,am, respectively. 

 
D1 = {s1 a1, s2 a1, ., sn a1}, D2 = {s1 a2, s2 a2, ., sn a2}, .   . … 
.      .        .     . 
.      .        .      . 
Dm = {s1 am, s2 am, ., sn am}, where element si aj in Dj represents the gap aj–si between 
timestamp of the jth ACK packet in D and that of the ith send packet in S, where 1 ≤i 
≤ n and 1 ≤j ≤m. 

5.2.2   Formation of Clusters 
Each send packet can be acknowledged by one or more packets successfully at one 
time, which indicates that in each data set Dj there is only one element to represent the 
real RTT of that send packet. To construct cluster Cu, take one element from each data 
set Dj (1 ≤ j ≤m), and store them to Cu according to the chronological order of the 
ACK packets in D. Now find all possible combinations, there will be up to nm possi-
ble clusters, but only one of them represents the correct RTTs for all ACK packets. 

 
C1={s1a1, s2a2 , ... , sna m / (s1 ε D1) ∞(s2 ε D2)… (sn ε Dm) ∞ (  s1 < s2  ...< sn)} 
C2={s2a 1, s3a2 , ... , sna m / (s2 ε D1) ∞(s3 ε D2)… (sn ε Dm) ∞ (  s1 < s2  ...< sn)} 
................................. 
............................ 
.Dn

m={sna 1, sn+1a2 , ... , sn+ma m / (sn ε D1)∞(sn+1 ε D2)… (sn+m ε Dm)∞ (s1 < s2..< sn)} 
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Each cluster Cu (1 ≤ u ≤ nm) has m elements while some of them may share a same 
ACK or send packet. Remove the send (ACK) packets which share the same ACK 
(send) packets but keep the one with smaller gap.  

5.2.3   Finding Optimal RTT Based on Standard Deviation 
Each cluster Cu is a candidate of the RTTs for the send packets in S while only one of 
them is the optimal one or close to the real one with high probability. We select the 
one with smallest standard deviation among all clusters Cu (1 ≤ u ≤nm). 

From data set we calculate the RTT from all clusters. 
 

Meanu=∑t(i,j)u/N for (1≤u≤nm),      - - (5.1) 
                                                   N is number of elements in Cu. 

Standard_deviationu =√(x-meanu)²/N,  where C ε Cu .  ------ (5.2)  

 
Optimal RTT= meanu with smallest SDu.        - - (5.3)  

5.3   Set Contention Window and Congestion Window 

Contention window size is determined based on the RTT value calculated.  Conten-
tion window size is increased or reduced relative to the RTT calculated and sent to the 
nodes in the wireless channel along the TCP packets, which is updated in the MAC 
layer for every node. 

Retransmission timer is set based on the RTT calculated. When the timer fails,  
the congestion window is set as per Additive increase Multiplicative decrease  
mechanism. 

6   Simulation Results 

The simulation is done in NS2 simulator. The simulation is carried out in the multi-
hop network with wired and wireless nodes which forms the multi-hop network. The 
simulation is carried out with a wired node being the TCP source and a wireless node 
as the TCP receiver. A wired node acts as a base station in which snoop agent is im-
plemented.  

The graph shows packet losses due to noise, congestion and total number of pack-
ets lost in our proposed scheme, which is compared with 2 existing techniques based 
on bandwidth measurement [13] and DAA approach. The graph for Cnu [13] depicts 
that the amount of packets lost is much higher than DAA and the proposed scheme.  
The proposed scheme implementation prevents the sudden increase and decrease in 
the congestion window size in the multi-hop network by setting the congestion win-
dow based on the RTT calculated in probabilistic manner. From the graph in fig 5 it is 
clear that the throughput is maintained even in the noisy environment in the proposed 
scheme. Compared with Cnu[13]. 
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Fig. 4. Loss (Time Vs Loss) Fig. 5. Throughput (Time Vs Throughput) 

7   Conclusion 

The shared channel contention and erratic packet loss usually lead to a curbing of 
window size on the TCP, and thus limit the performance of TCP in multi-hop net-
works. This paper proposed a scheme to differentiate the loss due to congestion and 
transmission error and a probabilistic approach to find the optimal RTT to set conges-
tion window size. The TCP performance improvement occurs in noisy scenarios 
which are prevalent by which it outsmarts other techniques. The future work includes 
extending this work in dynamic environment. 
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Abstract. In the present scenario, a demand for the highly reliable and syn-
chronous systems is seen. As a result, there has been a gradual shift to distri-
buted systems from the centralized systems. There are few disadvantages for 
this system too. The most important one is that in a distributed system, the dif-
ferent nodes maintain their own time using local clocks and their time values 
may not be same for the different nodes. I.e. there is no global clock within the 
system so that that the various activities in the distributed environment can be 
synchronized. The various clocks in the system even if set to a common time 
value at an instant, drift apart due to unavoidable reasons. Hence some kind of 
continuous mechanism for synchronization is needed so that they can coordi-
nate and work together to achieve the objectives of the distributed system. Two 
types of synchronization are possible- external synchronization and internal 
synchronization. In a real time scenario, it is important for the system to be syn-
chronous with each other and with a common external reference time. This is 
called external synchronization. But in certain systems, it is only necessary for 
the nodes in the system to be synchronized with each other. This is called inter-
nal synchronization. In many applications, the relative ordering of events is 
more important than actual physical time. Here event ordering is done without 
clock time values. Hence, depending on the area and type of application, clock 
synchronization techniques used differs. 

In certain real time applications, the system requires to be both internally 
and externally synchronized. In such cases a centralized algorithm called the 
‘Cristian’s’ algorithm is used for synchronization. But this algorithm fails in 
situations where the time server fails. This paper suggests some methods to 
make the synchronization process distributed so that the disadvantages of the 
Cristian’s algorithm can be nullified. 

Keywords: Synchronization, Centralized Algorithms, Distributed Systems. 

1   Introduction 

The advantages of the distributed systems are so attractive that there is a gradual shift 
from the centralized system era to the distributed systems era. The distributed systems 
are faster and cheaper when compared to the centralized systems. In a distributed  
system, a set of processors, each with its own internally built-in hardware clock, 
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communicates by message transmission. But they do not have access to a central 
global clock. The hardware clock of each processor tends to drift apart even if all the 
processor clocks are set to a common time value. The drifting of these processors can 
be due to instabilities inherent in source oscillators and environmental conditions such 
as temperature, air circulation and mechanical stresses. For real time software applica-
tions and related processes, highly accurate and synchronized time is a necessity. 
Clock inaccuracy can cause a number of problems. Even if it is a difference of a 
minute or two, the outcomes may be unacceptable for the application. 

A distributed system is designed to realize some synchronized behavior, especially in 
real-time processing in areas like factories, aircraft, space vehicles, and military. Syn-
chronization of individual clocks becomes very important in case of certain hard and 
risky real time applications like, where predictable performance is of major concern, 
one need to preserve a total logical or temporal scheduling of the tasks in the system. 

Clock inaccuracies occur due to certain instabilities inherent in source oscillators 
and environmental conditions such as temperature, air circulation and mechanical 
stresses. The clocks in the different nodes need to be synchronized to limit the  
inaccuracies and hence implement the objectives of distributed system in an efficient 
manner. Hence, clock skew and drifts[8] which forms the major source of clock inac-
curacy needs to be monitored continuously. In certain applications it is not just 
enough to synchronize the various processes but also the various events that constitute 
them. This is called intraprocess synchronization. Intraprocess concurrency is cap-
tured by relation affects or causally affects. Bit matrix clocks and hierarchical clocks 
which evolved after the logical and vector clocks of Lamport[1] capture affects rela-
tion between events of process. However both have a major disadvantage in terms of 
increased storage and communication overhead. Difference clocks[2] captures intra-
process and interprocess concurrency, at the same time with reduced storage and 
communication overheads.  

Section 2 describes about the various issues in clock synchronization. There are 
various methods of achieving clock synchronization depending on the requirements of 
the situation. In order to behave as a single, unified computing resource, distributed 
systems have need for a synchronization of clocks and several algorithms have been 
proposed on this topic. Section 3 describes the various clock synchronization algo-
rithms and their advantages and disadvantages. Proposed solution for overriding the 
disadvantages of the clock synchronization algorithms is discussed in section 4.  
Section 5 gives the conclusion. 

2   Issues in Clock Synchronization 

Load balancing and resource sharing are the two main objectives of distributed sys-
tems. In order to achieve these objectives nodes should communicate with each other. 
In such an environment, it is necessary that the different nodes in the system should 
have a common time based on which they can order the events. The clocks of the 
communicating nodes should agree upon a common time value. If the system is  
working on real time applications like aviation traffic control and position reporting, 
radio and TV programming launch and monitoring, multimedia synchronization for 
real-time teleconferencing etc, then the clocks should match with Coordinated  
Universal Time, UTC[10]. 
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Two factors that might cause errors are clock skew and drift rate. Two clocks are 
running at the exact same speed but with a constant difference called clock skew.  
Figure 1 demonstrates clock skew pictorially. Clock drift is another reason for mis-
match in values between the various nodes. The clocks may run at different speeds 
and this difference in speed, even if small may get accumulated to a large value 
enough to cause errors in the intended working of the system. The difference in speed 
is mainly due to the type of quartz crystal being used in the clock. Other factors such 
as temperature and other mechanical effects on the crystal also causes change in  
frequency of oscillation and hence a drift in speed. Clock drifts are caused due to  
effects which cannot be removed permanently. Therefore, the clocks need frequent 
monitoring and adjustments in order to keep them synchronized. 

 

Fig. 1. Clock Skew 

Thus, even after synchronization, clock values differs [3]. If C denotes the perfect 
clock’s time, then ideally,(dC/dt) = 1. Perfect clock may be considered as that which 
provides value of UTC or some other external clock reference value. For a clock that 
is fast with respect to a perfect clock, (dC/dt) > 1 and for a slow clock, (dC/dt)< 1. 
The slow and the fast clocks drift in opposite ways when compared with the perfect 
clock. In both the cases, the clock values are incorrect after a particular time interval 
and needs to be resynchronized.  

Clock synchronization requires that a node be able to read another node’s time val-
ue. Errors occur mainly due to delay in the messages or the time values sent between 
the nodes. The minimum value of delay can be calculated by adding time taken to 
prepare, transmit and receive a message in absence of traffic and other errors in the 
system. But it is impossible to find the upper limit because it depends on the load in 
the communication system at the time of transmission[3]. 

Another issue in synchronization is that a computer clock usually can be adjusted 
forward but never backward[3]. The time of fast clock should be gradually corrected 
instead of setting it to the correct value at once. It is done using intelligent interrupt 
routine. An intelligent routine readjusts the amount of time to be added to the clock 
time for each interrupt. 
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3   Related Works 

Various algorithms have been proposed for clock synchronization. Centralized algo-
rithms maintain a node as time server which has a real-time receiver. Cristian’s algo-
rithm[10] is an passive time server centralized algorithm and Berkeley algorithm is 
example for active time server algorithm. These algorithms are not scalable and are 
subject to single point failure. Hence distributed algorithms are used. These can be 
global averaging or localized averaging distributed algorithms[3]. 

3.1   Cristian’s algorithm 

Cristian’s algorithm[10] relies on the existence of a time server. In a centralized algo-
rithm, time server is considered to be a perfect clock and whose value can be used as 
a reference for the other systems to set its time value, so that the entire system of 
nodes in the network remains synchronized with each other and with external refer-
ence time, i.e. it is both externally and internally synchronized. A client machine 
makes a procedure call to the time server and the server replies with the time value. 
The round trip time is used to calculate the propagation delay and is added with the 
server’s time value to get the time value for the client clock. 

 
• Client p sends request to time server S 
• S inserts its time t immediately before reply is returned 
• p measures how long it takes (TroundTrip=T1 - T0) 
• p sets its local clock to t+TroundTrip/2 
 
Cristian’s algorithm takes several values of T1-T0 and those values which exceeds a 
particular threshold is considered unreliable and is discarded. Then average of the re-
maining values is calculated to get value of TroundTrip and half the value is added 
with ’t’ to get the value to which the client nodes must set its clock value. I.e.  
Precision of the passive time server centralized algorithm can be improved by taking 
several measurements and taking the smallest round trip or using an average after 
throwing out the large values. 

 

Fig. 2. Cristian’s Algorithm[10] 
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3.2   Berkeley Algorithm 

It is used in systems without UTC receiver. One computer is master, other are 
slaves[9]. 

 
• Server polls each client. 
• Each client responds to the server with its local time. 
• The server estimates the clients’ local time (similar to Cristian’s technique), and 

averages the time (including the server’s own reading, but excluding those that 
may have drifted badly). It then tells each client their offset. 

 
In case of failure of master, election is done to find a new master. 

 

Fig. 3. Berkeley Algorithm[10] 

3.3   Naimi-Trehel Algorithm- Token Based System 

Several token based hierarchical algorithms have been proposed, most of which are 
tree based[4]. Naimi-Trehel’s algorithm[5] is a token based algorithm for large hie-
rarchical networks that maintains a logical dynamic tree structure such that the root of 
the tree is always the last node that will get the token among the current requesting 
nodes. Various extensions to this algorithm take into account the network topology, 
specially the latency gap between local and remote clusters of machines. It reduces 
the number of inter-cluster messages and gives a higher priority to local mutual exclu-
sion requests. 

In the first extension, on each cluster, excepting the one that initially holds the to-
ken, a dedicated process, called proxy is introduced. It is in charge of storing the last 
request to remote clusters. Before asking for a token which it believes belong to a 
node of a remote cluster, a node ‘i’ first a request to its corresponding proxy. If 
another node ‘j’ of the same cluster has recently asked for the token and the proxy is 
aware of it, the proxy redirects the request to ‘j’ avoiding transmission to the remote 
cluster. 
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The second extension aims at reducing the number of inter-cluster messages by ag-
gregating remote requests. When a request has to be redirected to a probable owner, 
belonging to a remote cluster, the request is not sent to it but stored in a queue. This 
queue accumulates therefore requests for remote clusters. It is stored in the last node 
which will enter the critical section within the cluster. 

Finally, a local preemption of the token is performed, giving a higher priority to 
requests originating from the local cluster in order to exploit cluster locality. A thre-
shold that defines the degree of locality and avoids starvation is selected. When the 
number of local request is below this threshold, the requesting path is modified in  
order to serve local requests first. 

3.4   Token Ring Based System 

Paper by Latha CA and Dr. Shashidhara[7] proposes a token ring method that aims at 
distributing the job of the centralized time server to all the nodes within the system. 
Therefore, the effect of failure of the time server can be reduced to some extent. 

Here the nodes in the system are arranged in the form of a ring and a token is circu-
lated within. The node which possesses the token at an instant act as the time server 
for the system until the token is passed to its neighbor in the ring. It receives the time 
value from an external reference time source and broadcasts it to all the nodes in the 
system. The other nodes receive this value and set its time to the received value if it is 
within an expected range. Otherwise it requests for retransmission. Even after a  
particular number of retransmissions if system is unable to get an acceptable value, an 
error message is created. After a particular amount of time, the token is passed to the 
neighbor which then takes the role of the time server. 

4   Proposed Solution 

External synchronization techniques are usually implemented based on a centralized 
time server.  In a centralized server, there is a time server which will be connected to 
external reference time or the UTC server and is responsible for synchronizing the 
other nodes within the system. But such a system has all disadvantages of a centra-
lized approach, i.e. the burden of synchronizing all the nodes in the system lies with 
the dedicated time server. If the server fails, the entire system fails.  

The proposed solution is based on the token ring based method discussed in [7] 
which reduces the centralized dependencies and aims at implementing a system which 
can realize both external and internal synchronization and hence can deal with the two 
issues in clock synchronization, that is, clock drift and clock skew.  

Here, all nodes are arranged in form of a ring and token is passed from one node to 
another. Such a token based mechanism has a limit on the number of nodes that it can 
handle and distance between the nodes. Hence, this type of network organization has 
a disadvantage that it does not allow the system to be scalable.  In order to make the 
network scalable, a hierarchical organization[6] of the nodes can be incorporated to 
the above mentioned scheme. Here, in the first layer of hierarchy, the external refer-
ence time can be broadcasted to nodes which may be a large distance apart and these 
nodes in turn act as the reference time source for local networks that work on the 



 Synchronization in Distributed Systems 423 

above mentioned token ring mechanism. I.e. nodes which are closely located will be 
arranged in the ring and work on token ring mechanism and these local groups get the 
external time value from a distant centralized server through broadcasting. 

Hence this scheme implements a centralized approach in the first layer of hierarchy 
and a distributed approach in the second layer of hierarchy. The first layer helps to 
make the system more scalable while the second layer tries to reduce the centralized 
mechanism hence reducing the impact of node failures. In case of a node failure, only 
the nodes belonging to that particular ring will be affected. Trouble shooting also be-
comes easier since the entire system of nodes have been divided into smaller groups 
of nodes. 

The time for which each node holds the token and hence work as the time server 
needs to be decided according to the requirements of the system. Also interval be-
tween each broadcast of the time value also needs to be decided based on the accuracy 
of the physical clocks in each node. 

The advantages of the system are: 
 

1. Synchronize the systems internally and externally, hence useful in real time  
systems 

2. Makes the system more scalable. 
3. Remove clock drift and clock skew 
4. Nodes within the system will be internally synchronized even if connection to  

external reference time fails 
5. Effect of failure of node possessing the token is minimal, since after a particular 

amount of time the next node in the ring takes up the job of the time server. 
6. Easier troubleshooting. 

 
Following are the disadvantages: 

 
1. Requires broadcasting technique 
2. Costly 
3. Token loss, failure of node etc needs to be handled 

5   Conclusion 

In a distributed system, clocks of the individual nodes need to be synchronized with 
each other. If a system is synchronized with a universal reference time, the system is 
both internally and externally synchronized. Various centralized synchronization al-
gorithms like Cristian’s algorithm and Berkeley algorithm was discussed in section 3. 
They are capable of both internal and external synchronization but suffer from disad-
vantages of centralized systems. Hence, the proposed solution aims at making the sys-
tem more distributed by introducing a hierarchical system together with a token ring 
based approach in the second layer of hierarchy. Here, the effect of failure of node 
that acts as time server is minimized. They can deal with clock skews and drifts. 
Above all it makes the system highly scalable. 
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Abstract: In this era of “Services” everywhere, with the explosive growth of  
E-Commerce and B2B transactions, there is a pressing need for the develop-
ment of intelligent negotiation systems which consists of feasible architecture, a 
reliable framework and flexible multi agent based protocols developed in spe-
cialized negotiation languages with complete semantics and support for mes-
sage passing between the buyers and sellers. This is possible using web services 
on the internet. The key issue is negotiation and its automation. In this paper we 
review the classical negotiation methods and some of the existing architectures 
and frameworks. We are proposing here a new combinatory framework and  
architecture, NAAS. The key feature in this framework is a component for pre-
diction or probabilistic behavior pattern recognition of a buyer, along with the 
other classical approaches of negotiation frameworks and architectures.  
Negotiation is practically very complex activity to automate without human in-
tervention so in the future we also intend to develop a new protocol which will 
facilitate automation of all the types of negotiation strategies like bargaining, 
bidding, auctions, under our NAAS framework. 

Keywords: NAAS, Negotiation architecture, Negotiation automation,  
Negotiation framework, Protocols, Agents, Web Services. 

1   Introduction to Negotiation 

Negotiation is the process between two or multiple entities where everybody  
comes to some useful consensus or agreement as a result. Like it or not everybody is 
a negotiator in some ways without even knowing it.  We did it as kids for trading 
toys, cards and still we do it for the raise in salary, purchasing things in our personal 
lives. Many people try to avoid this blatant negotiation procedure consciously be-
cause they don’t like it but end up in either negotiating or losing in the bargain. Now 
the question is how to automate this process using the latest technologies and  
advancements in computing. Here are some key concepts behind the theory of  
negotiation [6, 7, and 8].  
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1.1   Negotiation Types 

1. Distributive or fixed pie negotiation. It involves people who have never had a pre-
vious interactive relationship neither they are likely to do so in near future.  
Everybody gets a fixed pie. 2. Integrative negotiation or everybody wins something or 
win-win scenario. This means to join several parts into whole. This needs some  
cooperation and higher degree of trust from every entity in negotiation. Ideally it is 
difficult to achieve and most difficult to automate because trust and forming relation-
ships on that is human characteristic and difficult to implement in machines and  
computing [9].  

1.2   Negotiation Tactics 

The level of detail in the best negotiator actually understands the human mind and 
how to use this in different voice tones and expressions for the best possible negotia-
tion outcome for all the parties, ideally. A few common tactics that are used in negoti-
ation are outright refusal, conditioning, calling bluffs [10]. 

1.3   Negotiation Protocol Types 

It is the set of rules that govern the interaction between participants. Depending upon 
the types the negotiation can be bidding, auction and bargaining. [11] 

In this paper we are proposing a new architecture and a framework for automating 
the negotiation process. The key feature in this framework is a component for predic-
tion or probabilistic behavior pattern recognition of a buyer, along with the other clas-
sical approaches of negotiation frameworks and architectures. 

2   Related Work 

Substantial research work has been done on various negotiation protocols, languages 
and set of parameters, frameworks on each of the negotiation types like auctioning, 
bidding, bargaining, simple request and response methods etc. We reviewed the  
following frameworks and architectures to come up with certain conclusions and  
assessed if any provision is given in those for observing the buyer’s behavior.  

Hudert, Guido  and Ludwig [1] have defined a framework for augmenting  
WS-Agreement by Open grid Forum (OGF) standard which actually defines an XML 
based structural definition of Service Level Agreements [2]. This framework is  
proposed only in relation with WS-Agreement protocol where parties interested in 
negotiating an agreement first run the negotiation Meta protocol to establish which 
negotiation protocol is used. [1] Subsequently, the protocol is executed to determine 
the resulting, negotiated WS-Agreement document. Finally, winner is determined and 
acceptance, rejection is performed again according to the WS-Agreement protocol 
standard (Fig. 1). 

Tung Bui and Gachet [3] found out that web services (using UDDI, WSDL, SOAP, 
and XML) can be used as a market broker, to help in discovering the supply/demand, 
arbitrate the pricing, find the most appropriate service for a given request, to modify 
the request and services and generate the contract. They have given the basic architec-
ture as shown in Fig. 2. 
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Fig. 1. Agreement creation process 

 

Fig. 2. Electronic market for web services 

In this framework the authors have used BPEL4WS[4,5] and WSCI and proposed 
following support roles as information, Communication, Negotiation, Bargaining, Ex-
ecution of transactions in pre-transaction, transaction and post transaction phases in 
electronic market. Authors have given detailed diagrams for the seven web services like 
topology of web services for negotiation and bargaining, service discovery, Adaptation 
and pricing, Service ranking, service bargaining, best price adaptation, contract compo-
sition, here the client is seen as a negotiation manager. This architecture has its limita-
tions like assumption of trust and there is no competitive strategy to distort the coopera-
tive spirit of e-market. There is no fixed pricing, brokerage and addressing of services, 
no technical requirements as security and logging mechanisms discussed.  

Bin Wu and Chaozhen Guo [12] present a new web service negotiation me-
chanism and new web service composition coordinated negotiation architecture to 
solve the problems which mainly occur in such architectures of web service com-
position based on agent. The problems like unreasonable use of time and data link 
resources in the condition of multi-negotiation concurrency which leads to ineffi-
ciency of negotiation, lack of effective processing when confronting negotiation 
failure. Here the authors are applying asynchronous communication theory to the 
process of Web Service Negotiation and extend effective processing in case of 
negotiation failure. There are disadvantages as overhead of time spent in 
processing failure may be more than the benefit it brings, if the bad status of net-
work (Fig. 3 and Fig. 4). 

It divides NA into SPNA and SRNA. Here a pseudo algorithm of process handling 
negotiation failure is given. So the research focuses only on elaborating architecture 
(Improved Vs OWSCCNA) for proper processing in case of negotiation failure in 
web services. 
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Fig. 3. Original web service composition coordinated negotiation architecture 

 

Fig. 4. Improved web service composition coordinated negotiation architecture (IWSCCNA) 

Jin and Segev [13] have proposed a framework for negotiation processes that  
provide a consistent model for supporting a comprehensive range of negotiations in 
dynamic next generation e-business environment. It has five components negotiation 
requirements, negotiation structure, negotiation process, negotiation protocol and 
strategy. The authors have described each of their framework components in stepwise 
details and claim that this model is the most flexible and practical where protocol and 
strategy are separated in the design, as shown in Fig. 5. 

 

Fig. 5. Negotiation Framework 
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Chhetri, Lin, Goh, jun, Jian, Kowalczyk [14] have proposed an agent based coor-
dinated negotiation architecture to ensure collective functionality, end to end QoS and 
coordination of complex services and they describe how this architecture can be used 
in different application domains and also how the negotiation system on the service 
provider’s side can be implemented both as an agent based negotiation as well as a 
web service based negotiation system. This work is based on ASAPM, adaptive 
agreement and process management, aims at developing intelligent agent based  
techniques and tools to facilitate the adaptive service management and process man-
agement. The overall architecture of ASAPM includes following four components 
Fig. 6.  

Coordinated negotiation architecture is proposed on the above as shown in Fig. 7. 
 

  
Fig. 6. ASAPM 

 

Fig. 7. Coordinated Negotiation Architecture 

This two level approach enables the reuse of this architecture in any application 
domain. This paper does not contain the decision making strategies both at the negoti-
ation level and at the coordination level.  

All these architectures are mostly implemented in FIPA compliant JADE Agent 
Framework and WS2JADE toolkit which enables the integration of JADE agents and 
web services. 

Stanley, Huang, Yihua, Haifei Li, Wang, Liu, Lee, Lam [15] have presented the 
design and implementation of a replicable, internet based negotiation server for con-
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ducting bargaining type negotiations between enterprises involved in e-commerce and 
e-business where enterprises can be buyers and sellers of product/services or partici-
pants of a complex supply chain involved in purchasing, planning and scheduling.  
The use of negotiation servers to conduct automated negotiation has been demonstrat-
ed by the authors. A content specification language for information registration, a ne-
gotiation protocol and its primitive operations, an automated negotiation process, a 
cost benefit decision model and the architecture of an implemented system have been 
described in this. This is based on object oriented, active database technology in con-
trast to the existing systems which are based mostly on distributed agent technology.  
Their negotiation server is analogous to web server which provide following negotia-
tion services as a registration service, a negotiation proposal processing service, an 
event and rule management service, a cost-benefit analysis service. The system  
architecture consists of following components, external to WAN components as 
shown in Fig. 8. 

 

Fig. 8. System Architecture 

Cao, Chi, Liu [17] have also described an automated negotiation architecture based 
on software multi agents using SOA (Service oriented architecture) and web services 
technology. Here is a reference to Negotiation as a Service where the authors ob-
served that in businesses, negotiation process is better given as a service, not as soft-
ware and more suitably the entities can be seen in a role of a service provider. Authors 
correlate it with SaaS (software as a service) where software providers deploy appli-
cation software on their own servers and customers search, access software services 
via Internet, consume services as per demand and pay the software providers based on 
time and number of services consumed. So the users buy software service as an alter-
native to permanent license and SaaS subverts the traditional life cycle of software. 
User need not concern about the upgrade and maintenance of software.  Here the au-
thors have given a six layered architecture for the automated negotiation as in Fig. 9. 

Though this prototype has been developed using SOA and UDDI, WSDL, XML 
technologies , it could not be a standard for practical implementation of negotiation 
automation due to many pervasive issues and conflicts in standards and overhead due 
to parsing of SOAP messages and XML documents on every exchange. Precisely in 
all the above architectures, even if they can be converted into a prototype of auto-
mated negotiation, they cannot be a fixed standard for the practical implementation of 
the same. Also there is no consideration of understanding and predicting the buyer’s 
behavior in all the above architectures, which is if added it can be a very sophisticated 
and futuristic approach of negotiation automation. 
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Fig. 9. Architecture for Automated Negotiation 

3   NAAS Automation Architecture 

We are proposing an automated negotiation system in the form of web service calling 
it as NAAS (Negotiation as a Service). As we saw in survey, using SOA (Service 
oriented architecture) we can make the system running in any place as a service node 
that is integrated with third party e-commerce platforms so the system can play role of 
negotiation service provider in the real business environment. The benefits are , we 
can obtain stable visiting quantity, maintenance and upgrade of system can be com-
pleted on the server independently, saving human and material resources, automated 
negotiation system can make use of the existing basic facilities provided by e-
commerce platform i.e. security, authentication, transaction management etc. ,saving 
costs of development.  

With NAAS we are trying to overcome the issues we saw in the previous architec-
tural styles. Specifically we are trying to add a module which can be developed on a 
strong algorithmic base i.e. using Association rules or Markov models to predict and 
then further analyzing the buyer’s behavior for making the process of negotiation au-
tomation complete. The main reason for buyer’s behavior prediction module in the 
basic design is to make the negotiation system intelligent, sophisticated and futuristic 
so that a better standard for negotiation automated can be created and existing designs 
can be enhanced. 

NAAS Architecture Components: 1.Service registry (databases types, directory) 
2.Negotiation support system (Negotiation support system provider, Negotiation ser-
vice requestor) 3.Protocol on internet module, MTS and service discovery by using 
web services on UDDI, HTTP, SOAP 4.Advertisement publishing from provid-
er/seller 5.Negotiation service requestor/ buyer 6.Buyer’s behavior pattern prediction 
(proposed in auction, in bargaining, in bidding for further research by the authors) 
7.Business logic module and agent management module (external to NAAS) 
8.Strategies, decision modules (external to NAAS). 

Working: The seller will publish its information about product and the prices etc.  
On the service registry via web services and web container to which a negotiation 
support system will interact on some negotiation protocol or all the existing protocols. 
A MTS is on the internet to transfer the requests from buyers as well as product in-
formation from the sellers. A database can be maintained for all these service related 
queries and information with different ontology, if this architecture is considered in 
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details. In our buyer’s behavior prediction component, some key features like age, 
gender, culture, type of product, feedback can be taken as input to the system for the 
decision making and predicting the buyer’s choices, behavior according to the region, 
country and states. This will help us in tapping the particular market and applying fur-
ther strategies in negotiation system according to the buyer’s behavioral aspects for 
all the types in negotiation like bidding, bargaining and auctions for the desired prod-
uct on sale (Fig. 10). 

 

Fig. 10. NAAS Architecture 

4   Discussion on Buyer’s Behavior Prediction Component 

Due to addition of the buyer’s behavior pattern prediction, this architecture can be a 
flexible, reliable because if in advance of any negotiation process in a multiple buyers 
and sellers scenario on web based automated negotiation system, we are able to ana-
lyze how many potential buyers can be in this negotiation process and what kind of 
negotiation behavior the particular set of buyers go into. We are proposing a buyer’s 
behavior prediction component as shown in Fig. 11. 
 

 

Fig. 11. Buyer’s behavior prediction component 

First, data processor processes the input and then forwards the required values  
to the prediction logic. Our proposed prediction logic computes the offer values  
according to the feature which is submitted by the buyer. 
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According to the present proposed prediction logic, we can generate such five types 
of offer values according to the particular feature (e.g., age, gender, culture, type of 
product, buyer’s demand or feedback) 

For e.g. Feature (F1) = Age then we can divide this into 3 categories like Age[10 - 
30] , [30 - 50 ], [50 – 70], we can allocate a weighted value for each of these age 
groups which will be divided by count (C) of  buyer(s) to calculate the percentage. 
This percentage can be used by seller(s) to negotiate on the Offer Value (OV) of that 
particular feature (F1...F5). Please see Fig. 12. 

 

Fig. 12. Feature Categories 

This leads to a very successful implementation of various negotiation strategies 
(auction, bidding, bargaining) etc. There is no existing architecture on negotiation 
which facilitates the intelligent buyer’s behavior prediction in automated negotiation. 
We are working on the survey of appropriate existing algorithms for the prediction.  

5   Conclusion and Future Work 

The overall survey of existing architectures leads us to come up with shortfalls and 
requirements in negotiation automation. NAAS can provide the advantages and fur-
ther applications related to this.  The authors of this manuscript are trying to assess 
the work done in this area and come up with some conclusions about how to construct 
as well as deploy the buyer’s behavior prediction component for the e-negotiation 
system.  We intend to find out an appropriate algorithmic base to implement this 
scheme. We also intend to create a new negotiation protocol for our NAAS frame-
work in the next phase of work. 
 



434 D. Mukhopadhyay, S. Vij, and S. Tasare 

References 

1. Hudert, S., Ludwig, H., Wirtz, G.: A Negotiation Protocol Framework for WS-agreement. 
IEEE (2006) 

2. Hudert, S., Eymann, T., Ludwig, H., Wirtz, G.: A negotiation Protocol Description Lan-
guage or Automated service Level Agreement Negotiations. IEEE (2007) 

3. Bui, T., Gachet, A.: Web Services for Negotiation and Bargaining in Electronic Markets: 
Design Requirements and Implementation Framework. IEEE (2005) 

4. Introduction to BPEL4WS,  
http://www.research.ibm.com/convsupport/papers/ 
BPEL%20&%20Conversations.html 

5. Kim, J.B., Segev, A., Patankar, A., Cho, M.G.: Web Services and BPEL4WS for Dynamic 
eBusiness Negotiation Processes. IEEE (2004) 

6. Lau, R.Y.K.: Towards a web services and intelligent agents-based negotiation system for 
B2B eCommerce. IEEE (2007) 

7. Yao, Y., Ma, L.: Automated Negotiation for Web Services. IEEE (2010) 
8. Negotiation Types,  

http://www.negotiations.com/articles/negotiation-types/ 
9. NegotiationTactics, http://www.negotiationtactics.net/ 

10. Negotiation Protocols, http://www.w3.org/2001/03/WSWS-popa/paper19 
11. Wu, B., Guo, C.: The Reasearch and Improvement on the Coordinated- Negotiation Archi-

tecture of Web Service Composition based on Agent in the condition of Multi-Negotiation 
Concurrency. IEEE (2010) 

12. Kim, J.B.: A Framework for Dynamic eBosiness Negotiation Processes. IEEE (2003) 
13. Chhetri, M., Lin, J., Goh, S., Zhang, J., Kowalczyk, R., Yan, J.: A Coordinated Architec-

ture for the agent–based Service Level Agreement Negotiation of Web Composition. IEEE 
(2006) 

14. Su, S., Huang, C., Hammer, J., Huang, Y., Li, H., Wang, L., Liu, Y., Lam, C.L.: An inter-
net based negotiation server for e-commerce. 2001 Springer Journal VLDB, 72–90 (2001) 

15. Cao, M.-K., Chi, R., Liu, Y.: Developing Multi Agent automated negotiation service based 
on service oriented architecture. Service Science Journal 1 (2009) 

 



N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 435–445. 
springerlink.com                                           © Springer-Verlag Berlin Heidelberg 2012 

Quantum DOT Sensor for Image Capturing  
and Routing Based on Temporal Power  

and Critical Factor 

S. Indu Vadhani1, G. Vithya2, and B. Vinayagasundaram3 

1 Student, S.S.N College of Engineering, Kalavakkam, Chennai 
induvadhanis@gmail.com 

2 Assistant Professor, St. Joseph’s College Of Engineering, Chennai-119 
vithyamtech@gmail.com 

3 Associate Professor, Computer Center M.I.T Campus, Anna University, Chennai 
bvsundaram@annauniv.edu 

Abstract. Wireless Multimedia Sensor Network(WMSN) is a system of 
interlinked wireless  multimedia  sensor nodes(WMSn) that are able to 
retrieve multimedia content such as video and audio streams, still images and  
scalar sensor data from the environment. The multimedia sensor nodes works 
with CMOS or CCD technology as the base. There is a serious need to 
overcome the drawbacks in CMOS technology such as low battery life ,high 
power requirements  and inappropriate to be deployed in remote areas on 
account of frequent charging of the nodes and discrepancies in CCD technology 
such as delay in capturing due to row wise analysis of pixels. quantum dot 
sensors are introduced to overcome these serious drawbacks .The quantum film 
technology works by the attachment of very small quantum dots.the dots act as 
microelectronic units and captures images. The captured images with very high 
resolutions are transferred to the wireless multimedia sensor nodes(WMSn) 
which takes the data to multiple destinations. Jitter and delay is avoided because 
of the sharpness of the images and hence QOS is improved to a great extent. 
The proposed architecture ist called Quantum Dot sensors  for image capturing 
and routing based on Temporal power (QDSTP) and Last Performance Time . 
Sensors  that work based on quantum film technology achieve more selectivity, 
sensitivity, robustness compared to their classical counterparts. This also 
enables higher resolution and more low light performance.  

Keywords: WMSN, WMSn, quantum film, quantum dots. 

1  Introduction 

In the near future ,there is a need to make extinct, the devices  that use low battery 
power and replace them with high energy and long lasting power source. For 
managing real time data , batteries and efficient usage of sensors for collecting 
information there is a need of a source with enormous power. by using quantum 
techniques, it can be achieved. 
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Quantum films are introduced as a part of WMSn.the quantum films which are 
placed on the top layer of the CMOS chip increase the sensitivity by four times..A 
Photon ,an elementary particle is the basic unit of light. The energy of a photon is 
emitted in terms of quanta A quantum film is a collection of tiny semiconductors 
called quantum dots which absorb light and emit electrons within the polymer film. A 
quantum dot is a generic term applied to a particle which is a few nanometres in 
dimension. the film which uses embedded quantum dots instead of silver grains like 
photographic film, can produce images at a very high resolution. 

One or two-dimensional molecular configuration that is suspended as a polymer 
backbone. by sharing the battery power ,the chances of draining of power in the 
WSMn is greatly reduced. The sensed images are transferred to the sink node with 
zero time delay which is a unique feature of QOS. High pixel quality and intensity, 
latency are supplemented with QOS.  

2  Related Work 

(Dowling JP 2011) in this paper, the basic computing  and capturing of  image has  
been given an overview. with this paper as a base the whole concept of  quantum dot 
sensor was considered. 

(Andrew Newell and Kemal Akkaya 2009) proposed a distributed camera actuation 
algorithm which turns on the least number of camera sensors during an event such 
that the amount of redundant multimedia data can be decreased while the adequate 
coverage can be achieved.  At the same time camera sensors exchange their field of 
View (foV)s with their neighbours before they decide to be actuated. If the portion of 
the event area covered by a particular camera sensor has not already been covered by 
other camera sensors and the size of such area is significant enough, then the camera 
is actuated. The algorithm is completely distributed and requires only 1-hop 
communication for the nodes.  

(GVithya and Dr B vinayagasundaram 2011)In the paper ,actuation sensor with 
adaptive routing with QOS aware checkpoint on wireless multimedia sensor network 
by gives a strong idea about the routing protocol used in wireless multimedia sensor 
network taking utmost care on power utilisation and lowering latency ,thus increasing 
the QOS to the end user.  

(Kashif Zafar and Abdul Rauf Baig 2010) in the paper Optimisation of route 
planning and Exploration usinttg multi-agent system,optimal path for routing is 
chosen by considering factors such as energy ,time .This helps to arrive at a decision 
to choose the optimal path reducing the loss of energy and redundancy of data.  

(Thang Hoang et al. 2011) in the paper”Single Photons emitted by Single Quantum 
Dots into waveguides:Photons guns on a Chip” helps in the analysing single photons 
emitted from quantum dots and application in circuitry.   

(Sheng-Zhong et al.2005) in the paper ”Quantum Communication For Wireless 
Wide Area  Networks” have proposed the quantum routing  mechanism between 
two nodes even if there is no platform sharing a common message.this has hepled in 
relating the quantum communication with different nodes.  
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(X.Liu et al.2011)In the paper, Thin film conductivity metrology using 
Photoluminescence of quantum Dots written by the extent to which conductivity of 
photons exist due to photoluminescence is proposed.this has helped in designing the 
smart node in QDSTP architecture . the concept has also paved way for changing the 
number of dots which are embedded in the film .  

(Rahul Ratan et al 2006)in the paper “On Random routing and its Application to 
Quantum Interconnection Network “ random path selected by quantum giving 
importance to qubits is proposed. The concept introduced in this paper has played an 
important role in the route path selection in QDSTP architecture.   

(Ian F. Akyildiz 2006) , Tommaso Melodia and Kaushik R. Chowdhury  discuss 
an algorithms ,protocols and hardware for the development of WMSN, and open 
research issues related to processing and compression of multimedia data for 
increased network lifetime and QOS provisioning  which is required for multimedia 
data and issues at the application, transport, network, link and physical layers of the 
communication stack along with possible cross  layer synergies and optimization.  

(Jung-shian li et al 2011) paper on “quantum communication in distributed 
wireless sensor  networks” has given a broad perspective of the communication in 
sensors.the concept introduced in this paper has served to be of great importance in 
the QDSTP architecture. 

3   Overview of Proposed System 

During the survey of energy management, it is observed that multimedia sensor 
networks are found to be badly in need of enormous energy to capture and transmit 
image. It is necessary to develop  a technique  for WMSN to flexibly perform the 
communication with minimum energy consumption, QOS and restricted execution 
time. Wireless Multimedia Sensor Network is deployed densely by WMS node called 
the Smart Quantum node(SQM). 

By using packet scheduling algorithm, the temporal power of the cluster is taken 
into account and  the event is maximized with least amount of redundancy. Once an 
event is detected with multimedia sensors, the sensors in the vicinity can be actuated 
to capture an image or video of the event until the event ends. There are 4 phases to 
support QDSTP Architecture. 

3.1   Quantum Film Embedded with Dots Technique 

A quantum film is prepared by sputtering process ,used for thin film deposition where 
atoms are ejected by bombardment of the target by many energetic particles. This 
technique evenly deposits fine particles on the surface. This technology also imparts a 
high temperature adhesive (HTA) technique and hence does not bubble or peel-
away.the average heat rejection capacity of quantum films is 63%, which is quite high 
and hence it helps in maintaining the temperature without getting heated up.It covers  
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and transfers hundred percent of each pixel capturing all the light that hits the top 
layer directly to the chip. This is opposed to the traditional CMOS battery which has 
to pass through many layers as a result a large number of photons are eliminated 
leading to reduction in quality of the images. The film can be included just as 
producing a photo resist on wafer. 

All the properties of the quantum film composed of dots depends mainly on the 
size of the dot. Size changes the electrical and non-linear optical properties .smaller 
the dot, greater the band gap and hence  the emitted light has  higher energy and 
intensity. A single quantum dot has the capacity to function as a microelectronic unit 
such as a transistor. They have extremely low power requirements and has very high 
operating  speed. 

3.2   Smart Quantum Circuitry 

For the deployment, different types of Quantum Wireless Multimedia Sensor 
Nodes(QWmsn) are taken into consideration. Optimised and a path with less loss to 
be chosen,two major  kinds of  nodes are put into use.most important is the Smart 
Quantum Multimedia Sensor node which comprises of major inclusions such as a 
360 o rotational camera provided with a lens, quantum film, forming the sensing 
element.the processing part of the node consists of a memory element and a 
microprocessor in order to process the sensed image and the bottom most part plays 
an important role in communication between different nodes deployed in the area as 
it has transmitter and receiver as a part of it. Sensing layer having camera occupies 
top most position of the SQM node.it is capable of rotating in 360 degrees covering 
all possible information as it has a high memory backup provided along with 
it.Camera having quantum film consisting of quantum dots is used for better 
resolution as it has minimal layers and has high efficiency to capture light through 
quantum confinement. This replaces the use of photodetectors as in traditional 
CMOS battery which is used to sense each and every pixel emplying increase in 
cost and time .Quantum dots obey the pricipal of mechanical quantum confinement 
and the band gap of each dot determines the wavelength of the radiation and 
absorption, emission spectra.lesser the size of the dot higher is its energy band gap. 
A layer of capacitor also forms a part of the sensing layer below the quantum film 
in order to store the light energy  absorbed through quantum confinement. The 
layer is succeded by two layers of metals such as CdSe and ZnS.This is efficiently 
processed by tranferring to the processing part followed by the part helping in 
communication. The transfer of images further continues by routing chosing the 
optimised path reducing time delay. 

Fig. 1 gives a visualisation of how the SQM node will appear. The working and 
circuitry can be easily depicted ,divided into sensing layer, processing and 
communication layer with sub divisions for carrying out the assigned process 
respectively, as shown. The mounted high resolution camera starts rotating for every 
60 seconds. The camera covers 6 degrees for every second approximately. 
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Fig. 1. Smart Quantum Multimedia node Circuitry(SQMn) 

Scenario 1 
A mishap or an intruder at an angle of 30o  will be covered after the rotation has 
completed 5 seconds for the start. The video or static image is processed with the help 
of SQM node principally by calculating temporal power and the packets are routed by 
chosing  optimal path to decrease the redundancy. 

 

Fig. 2. (i) Flow of data in SQM node and (ii)cross-section of  quantum film 

3.3   Localisation of Smart Quantum Multimedia Node(SQMn) 

Smart Quantum  Multimedia node (SQMn) have appreciable funtionality when it is 
deployed by the principle of localisation.according to which, the number of high 
power SQM nodes to be installed depends on the coverage area which may vary to 
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suit the situations. Each SQM node covers an area of 300  metres with its 360o  

rotation in the horizontal scale  through all the directions. The important constraint is 
that the different SQM nodes are set up at different heights in order to get different 
views of the vicinity paving way for comparison of images and serving the purpose of 
analysis. 

For instance,four different SQM nodes are deployes at a distance of 1 kilomtetre 
separation between them. Nodes are deployed at different heights such as 40 
centimetre, 80 centimetre,120 centimetre and 160 centimetre above the ground 
surface. The images and videos captured by different SQM nodes are compared at the 
destination which is reached by tracing of optimal path through different sensor nodes 
which are deployed according to the location of SQM nodes.This serves to be of great 
importance in analysing the vicinity for nuances. 

After the localisation of high power SQM nodes, other sensor nodes which are the 
main element in routing and packet scheduling are deployed as a cluster .The number 
of nodes to be distributed in a cluster is of random value ensuring that SE nodes are of 
greater number.depending on the number of sensor nodes and energy of each node, 
optimal path is chosen and the video frames reach the destination reducing 
redundancy and improving the quality of the end image. 

3.4   Image Capture and Compression 

The quantum film technology works by the attachment of very small quantum dots, 
which are minute semiconductors absorbing light and emitting electrons within a 
special polymer film. The film looks completely black and it is spun over a traditional 
CMOS wafer, this is used to capture the image and the technique is four times more 
efficient than the silver grains in photographic film.   

Compression of images is done by intraframe compression technique. A video is 
the series of frames together. Each frame is compared with the next and only the 
difference between them is stored instead of utilising memory by storing the frame 
itself.this compression enables fast routing process , which inturn improves quality 
and speed of the outcome. 

3.5   Multicast Multimedia Packet Scheduling 

The ultimate usage of multicasting is to provide the end user with a better quality of 
service compared to other scheduling process and optimal utilisation of the network 
resources .Based on the energy and of the subsequent nodes,packet scheduling takes 
place by multicast  process. The idea is to convey the same data to different 
destinations so that duplication  of data and  hiding of data is overcome.  

The subsequent nodes that are  set up in the vicinity area are allocated random 
locations and they are of two kinds based on energy Intermediate Energy nodes(IEn) 
and Super Energy nodes(SEn).low energy nodes are not deployed as it increases delay 
and causes redundancy of data. The capacity to transfer data or the Quality of service 
provided to the end user is a function of  separating distance between the nodes, sum 
of energy of the nodes and the function of receiving time. 
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4   Critical Factor 

Let Ei be sum of all the energies of the nodes chosen in the next hop. Di is the sum of 
all distances of the nodes  and Tk be the sum of all receiving time in each node 
chosen in the next hop. Hi is sum of energy factor and distance factor(Ei and Dj) The 
term C is denoted as  the critical factor .Critical factor is the sum of  the factors such 
as  H and Tk  respectively. The notations  i*, i,j,k represent the number of nodes 
chosen in each cluster which are designed to be equal. 

5   Energy Factor Based on Temporal Power 

Temporal power of the node is based on the node history. It is the apparent power of 
the node or the capacity of  the node to support signal transfer. A node has super high 
energy(SEn) in general when deployed. After it supports the transmission of  signal 
once,it loses some of its energy depending on the strength of the signal. It charges 
itself for better performance for the support next time. During the charging process 
when it is approached by a signal,it does not reject but supports the signal acting as 
Intermediate Energy node(IEn). 

The energy factor, sum of all energies of subsequent Intermediate Energy 
nodes(IEn) nodes covered by each SQM node towards all the destinations is  
given by 
 
          i=max 
  Ei  = ∑i = 0   E(i)           i € 0 ≤ ∞    where i represents number of IE nodes  
chosen . 
  The energy of SE nodes is   
         i*=max 
  Ei * = ∑i* = 0    E(i*)            i* € 0 ≤ ∞   where i* represents the number of SE 
nodes chosen. 
 
Distance  of  separation  or the disatnce factor  can be  calculated  from 
          j=max 
  Dj  = ∑j=0      D(j)                    j  € 0 ≤  ∞   

 

The term H  is the product of energy factor Ei and distance factor  Dj 

               
       H = (Ei    + Ei *  ) x Dj 

the time factor is sum of receiving time of all the nodes in the cluster. 
        k=max 
   Tk = ∑k=0   T(k)                    k € 0 ≤ ∞ 
Critical factor  is the sum of term H and  time factor Tk 

 
    C = H + Tk    
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5.1   Routing Path Discovery Based on Temporal Power and LPT 

Each node group consisting of four subsequent nodes in the second hop if four SQM 
nodes are deployed has a particular critical factor based on which routing path is 
chosen. If another node group has approximately equal critical factor then  the node 
group to be chosen depends on Last Performance Time (LPT). 

Let ci, cj  etc be the critical factors of different  node groups. If two critical factors 
of the node groups are almost equal. The Last Performance Time denotes the seconds 
for which it has been idle after getting charged completely. The node with lower LPT 
value is given higher priority as it is in fully charged state with less amount of energy 
dissipated to the surrounding due to the external factors . a node with higher  
LPT value will have been idle for a comparitively longer time. Hence it would 
definitely be affected by surrounding at a greater  rate than the node with lower LPT 
value. 
 

 

Fig. 3. Routing path discovery based on temporal power and LPT 

In fig.3 Effective path for routing is judged from various factors  
such as critical factor based on temporal power and Last Performance Time (LPT) 
value. 

Video packet scheduling is the next process that follows. Each video is divided into 
number of frames and each frame is further branched into several packets. Each video 
frame has its impact value upon which it can be characterised. repetition of video data 
in any form is omttied during the transmission. packet scheduling algorithm provided 
the path to be selected with optimum pattern so as to reduce the energy consumption 
and also loss. 
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6  Performance Evaluation 

6.1   Simulation Setup 

Assume 4 Smart Quantum nodes (SQM) are set with a relative distance of 32 metres 
between them forming an irregular polygonal shape. The smart nodes are setup with 
varying heights to provide a perspective view of the vicinity. The heights at which 
they are set up can be 40 cm, 80 cm, 120 cm and 180 cm above the ground. This setup 
facilitates capturing of images which is approximateely equal to an average human’s 
height. To support each of the four SQM nodes, four SE nodes are set up at random 
locations so that they are suitable to reach the four different destinations. More than 
one destination is considered so that data is not duplicated and hiding of data is also 
avoided to a great extent. 

6.2   SCENARIO 

It is assumed that all the four SQM nodes start capturing images of   the vicinity 
when there is a mishap or an intruder in the path of the site. Each node in different 
clusters are chosen so that each 

SQM node situated at different heights is transmitted to all the four destinations. 
Signal from one SQM node reaches one node of each cluster.the signal from each of 
the node is transferred to the different destinations.critical factor is calculated based 
on energy factor, distance separating the nodes and receiving time. 

The main task involved is to check the node to which data will be transferred 
next.once that is found out in each direction, and then the combining factor or the 
relating factor of all the nodes involved in transmission of data from one node is 
calculated. Based on this value, different set of nodes come into groups from different 
clusters. The selected nodes receive data from the main SQM node which is sending 
information currently and takes it to the next step closest to the destination or even to 
the destination straight if it is very close to the destination. 

In the SQM node, each video is divided into number of frames and each frame is 
divided into number of packets.  Each video frame has it own characteristic impact 
value based on which it is characterised. Repeated video packets are omitted during 
the transmission. By the usage of packet scheduling algotrithm, the correlation among 
different reference frames is selected and this selects the path with minimal amount of 
distortion which is automatically decided by the critical factor. This process is neither 
power nor time consuming because of the involvement of quantum dots which are  a 
repository of energy.average life time of a node is the sum of  the energy 
E(node)available and  its capacity ,CS(node)  to serve a signal of  particular  
strength. 
 

          Average life time=E (node)+CS(node)
 
In the Fig 4, the average life time of quantum dot sensor node which is the Smart 
Quantum node (SQM) is compared with other image sensors such as CMOS and 
CCD. CCD is the acronym of Charge Coupled Device. It records the images based on 
the charge in each pixel.this requires continous supply of energy and hence results in 
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highest consumption of energy. Each row of pixels are read and coupled to an 
amplifier which further amplifies the signal. And the point to note is that the pixels 
are read row by row which increases the time and also energy consumption.CMOS is 
the Complimentary Meta Oxide Semiconductor.here, tiny circuitry is etched on to the 
chip. Each pixel requires the energy of a transistor connected to it. It shows fair 
results compared to CCD but the results are not better compared to Quantum film 
image sensor. 

 

Fig. 4. Average life time of quantum sensor node 

7  Conclusions 

The paper presenting the architecture of Quantum Dot Sensor for Image capturing and 
Routing based on Temporal Power(QDSTP), a scheme for efficient and high 
resolution video capturing in 360o and communication over a set of nodes to wide 
ranges of destinations comprises of the main sensor node, known as the Smart 
Quantum Multimedia node, packet scheduling algorithm which ensures that only the 
nodes with the highest critical factor which is decided by the sum of energy , path 
separation and receiving time . they are calculated based on the temporal power and 
Last Performance Time(LPT) is chosen for routing. Moreover, the proposed scheme 
utilizes an intelligent video packet scheduling algorithm which selectively drops non 
significant packets prior to their transmission hence it improves the video 
transmission rate.  

The end quality of image is very high due to the usage of quantum films embedded 
with dots technique. Quantum films enhance the resolution and since the sensed data 
reaches many destinations, duplication of data and hiding is avoided providing the 
user with high quality images. 
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Abstract. In this paper we propose a new mobility aware checkpointing and 
failure recovery algorithm for cluster based mobile ad hoc network (MANET). 
Here we introduce a parameter ‘cluster-change-count’, maintained by each 
member node to count number of clusters a mobile node traverses through dur-
ing a single checkpoint interval. A mobile node increments ‘cluster-change-
count’ by 1 each time the mobile node leaves a cluster and joins another. Each 
mobile node saves a checkpoint independently if its ‘cluster-change-count’ ex-
ceeds a predefined threshold. This measure is important because each mobile 
node saves logs, important data required for its recovery at  different cluster 
heads it traversed through. If the node fails, these data are to be searched and re-
trieved for recovery along with last saved checkpoint. This search and retrieval 
cost of dispersed data of a failed node increases with increasing ‘cluster-
change-count’ and gets added to total recovery cost of a failed mobile node. To 
limit this cost, a threshold value of ‘cluster-change-count’ is set. In MANET no 
node has stable storage. This makes checkpointing in MANET more challeng-
ing. Checkpoint placement needs to be done efficiently to ensure minimum re-
covery cost and improved recovery probability. We have analyzed performance 
of the proposed algorithm. 

Keywords: checkpoint, clustering, mobile adhoc network, recovery. 

1   Introduction 

Rapid development of communication technology from wired to wireless network 
led almost all service oriented systems to “all time everywhere” service from “any-
where anytime” service. This has been possible due to stabilization of portable  
devices e.g. laptop, smart phones, mobile phones and advancement of wired com-
munication to wireless infrastructured as well as wireless infrastructureless commu-
nication. Todays portable devices are equipped with sufficient resources hence can 
do computing as well as communication while on the move. In this kind of systems, 
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computing devices as well as communication links are failure prone. Hence applica-
tions running on the mobile nodes must be fault tolerant. Checkpointing is an estab-
lished technique to provide fault tolerance in wireless cellular network 
[2],[3],[4],[5],[6]. As mobile adhoc network has some limitations and unique cha-
racteristics [1], traditional checkpointing algorithms [2],[3],[4 ],[5],[6] suitable for 
distributed and mobile systems need to be modified to implement in MANET. Here 
checkpoint placement is an important issue for successful recovery of failed appli-
cations with minimum cost. MANET applications has been extended to disaster 
management, war zone, collaborative researchers working in remote areas e.g. coal 
mines etc. Research in checkpointing in MANET has been a subject of interest of 
many researchers. Some of the existing literatures in checkpointing in MANET is 
being discussed here. 

In [7], P.K.Jaggi et.al.presented  Staggered Checkpointing and Recovery in Clus-
ter Based Mobile Ad Hoc Networks. In their work, concurrent checkpoint initiation 
can cause stable storage access contention over limited bandwidth in MANET. This 
has been eliminated by staggering checkpoints. In [8], Juang and Liu presented an 
efficient asynchronous recovery algorithm in cluster based MANET. In this work 
they have studied the fundamental problem of crash recovery in mobile distributed 
environment. Yi, Heo, CHo and Hong presented an adaptive mobile checkpointing 
facility for wireless sensor networks in [9]. As a node cannot save all the  
checkpoints of its neighbor nodes due to limited storage space, each node can de-
cide adaptively to save checkpoint or not depending on a probability as mentioned 
in this work.  

Studying related works, we find following problems that still exists: 
 

• Most of the works do not address the issue of saving checkpoints in absence 
of stable storage in MANET except in [9 ]. 

• Above mentioned related works do not consider random mobility of cluster 
members and cluster heads as a factor of saving checkpoints.  

 
Our Contribution: a) A mobile host saves back up copy of a checkpoint in one of its 
neighbor node that has sufficient resources as no node has stable storage. 

b) Each mobile host saves checkpoint based on its movement from one cluster to 
another. To ensure minimum clusterhead change, the clusterhead selection algorithm 
in [10] is used. c). Backup copy of checkpoint of a cluster member is saved in its 
neighbor node that have sufficient resources, logs and other data required for recovery 
are saved in cluster head, log record of received computation messages are saved in 
gateway node, coordination at the time of recovery of a failed node is done by cluster 
head. This reduces cluster head’s overhead. 

1.1   Data Structures and Notations 

CHj= Cluster head, j=1……m, Gk= Gateway nodes, k= 1……p, mhi , i = 1.......n, 
n = number of Mobile Hosts, c3=cluster_change_count, c3_th = threshold of cluster 
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change count, intv = checkpoint interval, seq = sequence number of computation 
message, mh_dep [ ] = during current interval, list of mhs from which computation 
messages received, CH_mh_list[ ] = list of mobile hosts connected to a clusterhead 
currently, CH_mh_list[ i] = 1, mhiconnected, CH_mh_list[ i] = 0, mhidisconnected, 
CH_mh_list[ i] = -1, mhifailed, CH_traversed_list[ ] = Array of cluster heads 
through which a mobile host traverses during a checkpoint interval, mhi_s = mobile 
host that sends computation message, mhi_r = mobile host that receives computation 
message, mc= computation message, mco = coordination message, log = logs, r,intv,seq = 
s=sender mh, r = receiver mh, intv. = interval, seq = sequence number of computa-
tion message, e.g. log (1,*, 1, *) : s = mh1, intv = 1, r = seq = ‘any’, UID = UID s, 

r,intv,seq= s=sender mh, r = receiver mh, intv. = interval, seq = sequence number of 
computation message, e.g. UID (*, 1, 1,*) : r = mh1, intv = 1, s = seq = ‘any’ 
 
Checkpoint_ file:                                                         Log_file: 
 

 

1.2   Assumptions 

1. Each mobile host saves last checkpoint, logs and log records of current 
checkpoint interval at any instant of time. 

2. The mobile host that saves checkpoint and the mobile host that carries the 
copy will not fail simultaneously 

3. Application process runs on nodes, application process failure is generally 
termed as node failure for simplicity.  

2   Proposed Checkpointing and Recovery 

During a checkpoint interval mobile node computes, sends and receives computation 
messages to and from other mobile nodes. A mobile node saves log of sent computa-
tion message and forwards to current cluster head. The mobile node that receives 
computation message adds sender mobile node in its dependence list. Dependent list 
is saved per mobile host, per checkpoint interval basis. A cluster head saves logs of its 
member nodes, coordinates recovery of its failed member nodes besides own compu-
tations. A mobile node increments ‘cluster-change-count’ by 1 each time the mobile 
node leaves a cluster and joins another. Each mobile node saves a checkpoint inde-
pendently if its ‘cluster-change-count’ exceeds a predefined threshold. If a mobile 
node fails before saving a checkpoint during current checkpoint interval, the mobile 
node rolls back to last checkpoint, replays logs, sends request message to the mobile 
nodes saved in its dependent list to replay received computation messages before 
failure. The recovered node restarts execution. 

In figure 1 we consider a small cluster based adhoc network consisting of three 
clusters, each have a single cluster head and multiple cluster member nodes. A mem-
ber node can communicate with another member node of different cluster through 
cluster head. Cluster heads communicate with each other through gateways. 

MH_id, CH_id 
Process status 
Data, intv 

logs, r,intv,seq,  
copy of mc 
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Fig. 1. Cluster based adhoc network consisting of 3 clusters, 3 cluster heads, 1 gateway and 10 
cluster members 

Here for mh1and CH1specific data structures it saves initially are described here, 
these are true for all other mobile hosts and cluster heads. 

 
                                    1         2        3       4        ……………..       n 
mh1:  dep_list [ ] =  
 
 
                     1            2           ………………   c3_th 
 
mh1 : CH_traversed_list [ ] =  
 
mh1: C

3 = 0, log = empty, UID = NIL, chk_intv = 1 
 
CH1: CH_mh_list[ ] =  
 

We consider following scenariso of different non-deterministic events : mh1 is  con-
nected to CH1 . mh1 sends computation message to mh3, saves log(1, 3, 1, 1) and sends to 
CH1, mh3 receives computation message from mh1, updates dependence list, saves 
UID(1,3,1,1) and sends to G1, Mh1 sends ‘leave message’ to CH1 along withcopy of de-
pendence list and CH_traversed_ list then leaves, mh1 joins CH2, updates 
CH_traversed_ list, mh1increments cluster_change_count by 1, checks if clus-
ter_change_count exceeds threshold (NO), mh1 receives computation message from 
mh4, updates dependence list, saves UID(4,1,1,1) and sends to G1, mh4 saves log(4, 1, 1, 1), 

sends to CH3, mh1 sends ‘leave message’ to CH2 along withcopy of dependence list 
and CH_traversed_ list then leaves, increments cluster_change_count by 1, mh1 joins 
CH3, updates CH_traversed_ list, mh1 increments cluster_change_count by 1, checks 
if cluster_change_count exceeds threshold, ( YES), mh1 saves checkpoint, saves a 
copy of it in its neighbor suitable as per criteria described in section 2, mh1sends ID of 
mh1_neighbor to its current checkpoint : CH3, mh1sends delete_ log (1,*, 1, *) , de-
lete_UID(*, 1, 1,*)to CH3which broadcasts to other cluster heads through G1. G1 sepa-
rates log (1,*, 1, *) from delete_ log (1,*, 1, *), compares with saved UIDs in it, finds  
a match with UID(1,3,1,1) , G1does not forward delete_ log (1,*, 1, *)message, sends a  

G1 
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message to CH1, first element in CH_traversed_list of mh1to  forward saved log that 
matches with log (1,*, 1, *) to G1, CH1 forwards log(1, 3, 1, 1) to G1, G1saves log(1, 3, 1, 

1)because the UID(1,3,1,1) is still not deleted i.e. mh3has not saved checkpoint of the re-
ceive event of the computation message, G1 deletes all the UIDs that matches with 
UID(*, 1, 1,*) , mh1enters next checkpoint interval, refreshes CH_traversed_list, refresh-
es dep_list, C3 = 0. 

2.1   Algorithm 

1. mobile hosts compute, communicate with each other through message passing. 
2. Each mobile host sends a beacon message by which its authenticity and connec-

tivity is checked.  
3. If mhi_swants to send a mc to mhi_r, mhi_ssaves a log, forwards mc and log to cur-

rent cluster head. c_ch saves log in its memory, checks own ch_mh [ ], if finds 
‘1’ in corresponding array field then mhi_r is  in cluster 1, if finds ‘0’ then mhi_r 
is in other clusters, if finds ‘-1’, then mhi_r failed.  

       case 1: mhi_s and mhi_r in same cluster: 
       c_ch forwards mc to mhi_randmhi_rsends ack to mhi_s throughc_ch.  
       case 2: mhi_s and mhi_r in different cluster: 
       c_ch of mhi_s broadcasts a look up (mhi_r) message to all cluster heads   
       through gateway nodes. All cluster heads searches their corresponding  
       ch_mh [ ]. The CH that founds 1 replies to c_chof  mhi_s,  c_ch forwards mc  
       and UID of mc gateway node which saves UID of mc and forwards mc to  
       reply ch, ch forwards to mhi_r. 
       case3: mhi_r fails:  
       mhi_sstops sending mc temporarily, will try to send later.  
4. mhi_r receives mc ,updates dep_list, sends UID of mc to gateway node. 
5.     mhi_smoves randomly, leaves current cluster and joins another cluster . 
6. In cluster based adhoc network each mobile host increments clus-

ter_change_counter (c3) each time a mobile host changes cluster.  
7. The mobile host saves ID of cluster heads being traversed in  CH_traversed_list[ ].   
8. Before the mobile host leaves a cluster head, sends different data structures e.g. 

dep_list, CH_traversed_list etc. saved being connected to current cluster head 
along with a leave message to current cluster head. 

9. The mobile host saves ID of previous cluster head in CH_traversed_list[ ], e.g. 
CH_traversed [0] = CH1, if mh leaves CH1. 

10.  The mobile host next joins another cluster head say CH2 
11.   repeat steps 2 to 6 .  
12.  The mobile host saves ID of previous cluster head in CH_traversed_list[ ],  
        e.g. CH_traversed [1] = CH2, if mh leaves CH2. 
13.  Repeat steps 2 to 6. 
14. The mobile host saves ID of previous cluster head in CH_traversed_list[ ], e.g.  
      CH_traversed [2] = CH3, if mh leaves CH3. 
15.  If c3 > c3_th, mobile host invokes checkpoint procedure ( ). 
  15.1.The mh takes a snapshot of current state of computation of running  
         application process. 

 



452 S. Biswas and S. Neogy 

15.2 Checkpointing mh saves a back up copy of checkpoint in one of its  
        neighbor with highest remaining memory and the mh sends check 
        point_backup_node = ID ofmhneighbour to CH2. 

16. The mobile host sends delete_logof  prev_interval message to CH2 which  
      forwards this message tothe cluster heads that are saved in CH_traversed_list  
      of the mobile host through gateway nodes. 

16.1 If any gateway node finds a match between log_ID and UID,  
                     sends do_not_delete message to the cluster head.   
 16.2 The cluster head forwards log to the gateway node. 

16.3 Gateway node saves log.  
17. The mobile host enters into next checkpoint interval. 
18. The mobile host saves current cluster head in its CH_traversed_list[ ] 
19. repeat steps 2 to 6  till c3 ≤ c3_th. 
20. The mobile host fails, last checkpoint can be recovered from the host itself or 

backup node 
20.1 CASE1: Last checkpoint can be recovered from the failed host itself,   
the host rollsback upto last checkpoint. 

20.1.1 The failed host is mhi_s, Replay_ log (UID) message to c_ch, 
c_ch checks if the log is saved in its memory, if yes replays log 
to mhi_r, else broadcasts replay_log (UID) message to the chs 
saved in failed host’sch_traversed_list.       

20.1.2 The failed host is mhi_r, Receive_mc (UID) message to  
                c_ch, c_ch checks if the log is saved in its, memory,  mhi_r  
               receives mc from, c_ch, else c_ch broadcasts  receive_mc,   

                      (UID) message to the chs saved in mhi_s’ ch_traversed_list.        
20.1.3 The failed host is both mhi_s and mhi_r,                               Do 

tasks in case 1 and case2 
20.1 CASE 2: Last checkpoint needs to be recovered from backup node, 

Current cluster head sends recovery_message of the mobile host to the 
cluster head saved in first field of ch_traversed_list, The cluster head 
finds ID of mhneighbor of failed node, retrieves copy of last checkpoint 
of failed node and forwards to current cluster head of failed node.  

                  The cluster head forwards copy of checkpoint to failed node. 
21. The failed host rollsback upto last checkpoint and recovers following any of the 

above three cases . 

2.2   Correctness Proof 

Theorem 1: The algorithm ensures consistent recovery  
 
Proof: With the help of following two lemmas the above statement can be proved. 
 
Lemma 1: There is no orphan message. 
 
Proof:        save log of each sent mc,                TRUE for ∀ mh 
if (mh fails without saving checkpoint) 
sent mc is retrieved from saved logs, TRUE for ∀ sent mc 
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Lemma 2: There is no lost message. 
 

Proof: save UID of each received mc,                TRUE for ∀ mh 
if (mh fails without saving checkpoint) 
received mc is retrieved according to saved UIDs, TRUE for ∀ mh 
 

Theorem 2: Proposed algorithm causes minimum checkpoint and log overhead per 
mobile host per checkpoint interval 

 
Proof:  Each mh saves log,        ∀ sent computation message, interval=current 
   Each mh saves UID,                ∀  received computation message, interval=current 
   Each mh saves checkpoint,       C3>C3_th, delete logs and UIDs, interval=next  
   Each mh saves log,                  ∀ sent computation message, interval=current 
   Each mh saves UID,                ∀  received computation message, interval=current 
   Each mh saves checkpoint,     C3>C3_th, delete previous checkpoint, delete logs  
                                                    and UIDs, interval=next  
So, per interval each mh saves checkpoint, logs and UIDs of single checkpoint interval. 

2.3   Performance Analysis 

We have done simulation by c programming. Adhoc mobile environment is simulated 
by creating non-deterministic events randomly. Simulation parameters are:  
 

parameter value 
Checkpoint Size 2000 B 

Log Size 50 B 

computation message size 50 B 

coordination message size 2.5 B 

UID size 2.5 B 

time to transfer checkpoint per hop through wireless channel 0.08s 

time to transfer log or computation message per hop through wireless 
channel 

0.002s 

time to transfer coordination message or UID of a log. 0 .0001s 
 

• cluster change count(c3) vs. failed node’s recovery time (assuming mobile host 
fails when c3 = c3_th): 

 

As mh moves from one cluster to another cluster, c3 increases by 1and distance be-
tween old and new CH also increases by 1 hop. Here we assume that a node fails 
when c3 = (c3_th). At this point recovery information, logs have to be retrieved from 
(c3_th) number of cluster heads and checkpoint will be transferred from the cluster 
head which is at a distance of (c3_th) number of hops from recovery CH. Thus log 
transfer cost and checkpoint transfer cost both will be maximum in a single interval as 
per our assumption. So it is justified that if checkpoint is saved based on threshold of 
c3 then maximum recovery cost can be calculated beforehand. This will help to set 
the value of (c3_th) as per application.   
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Recovery time = cost to transmit recovery request message to (c3_th) no. of CH + 
cost to transfer logs saved in c3_th no. of CH +  cost to transfer last checkpoint from 
the CH which is at a distance of c3_th hops 
                         = (Cmco* (c3_th) + Clog_transfer * (c3_th) + Ccheckpoint_ 
                            transfer*(c3_th) hops ) unit 
                         = ((Cmco+ Clog_transfer + Ccheckpoint_transfer ) * (c3_th) )unit 
                         = ((0.0001 + 0.002 + 0.08) * (c3_th)) unit 
                         =(0.0821 * (c3_th)) unit                                   …………………..(i) 
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Fig. 2. Maximum coordination overhead at the time of recovery varies with cluster change 
count threshold 

A mobile  node fails when c3= (c3_th), just before saving checkpoint. Hence num-
ber of clusterheads where the node’s recovery information are scattered is c3_th. For 
simplication we consider that distance between last clusterhead where the ID of the 
clustermember node that saves backup copy of last checkpoint of failed node is saved 
and the clusterhead where the failed node recovers is (c3_th) hops. Here checkpoint 
transfer cost is bounded by (c3_th).  

• Number of cluster member nodes vs. coordination overhead : 

Coordination message for Checkpoint recovery  
= recovery messagemh-CCH + transfer_checkpoint_messageCCH-CH + trans-
fer_checkpoint_messageCH-mh 
= mco+ CH* mco + mco = mco(1+CH+1) ≈ CH ( for high value ) 
coordination message for Log recovery  
=log recovery messagemh-CH+ transfer log messageCH-CH  

≈ (1+CH)*mco ≈ CH, hence total coordination message = CH + CH = 2*CH 
Hence total coordination message ∞ CH               ……….(ii) 
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Fig. 3. Recovery coordination message varies 
with cluster head irrespective of number of 
cluster member nodes 

Fig. 4. Recovery time of a cluster member node 
that fails randomly 



 Checkpointing and Recovery Using Node Mobility among Clusters 455 

In figure 3 it is shown that coordination among different nodes at the time of re-
covery of a failed node is restricted to cluster head level.  

Recovery time vs. random failure of a cluster member node: 
Here cluster change count threshold is set to 4. Cluster change count is set initially as 
0. From equation (i) recovery cost of a failed node for any cluster change count (c3) is 
recovery cost = (0.0821 * c3 ) unit                         

If a node fails when c3 =0, log and last checkpoint remains in same cluster hence 
no cost to transfer log, transfer checkpoint.  This is justified by above equation. Here 
we consider that a node fails randomly and value of cluster change count at failure 
time may be any value between 1 and 4. Accordingly recovery cost will vary and this 
is shown in figure 4.   

3   Conclusion 

In this work we propose a mobility based checkpoint and rollback recovery algorithm 
combined with message logging for failure prone cluster member nodes in a cluster 
based mobile adhoc network. What makes more challenging the task of checkpointing 
in MANET than in wireless cellular network is lack of stable storage. In MANET 
checkpoint and log placement is also a very trivial issue besides saving them. Check-
point, logs, log record of received computation message etc. are saved in different 
nodes at different levels to reduce storage overhead of clusterhead and for efficient 
recovery . Cluster change count threshold can be set depending on mobility rate, fail-
ure rate, send and receive computation message frequency etc. This gives flexibility 
in implementation of this algorithm in different types of MANET with different ap-
plications. Failure prone components are attack prone also. Moreover insecurity leads 
to distrust and vice versa. Security of checkpoints in MANET is important if the ap-
plication domain is financial transactions, military communication or war field or any 
other application that demands confidentiality of application data along with fault to-
lerance. Present work will be extended to make checkpointing trusted in cluster based 
mobile adhoc network.  
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Abstract. Motivation behind this work is the increasing need for high capacity 
communication systems. Broadband optical sources are an integral part of  
multichannel high speed fiber optical communication networks based on all-
optical WDM, CDM and WDM. FWM (Four-Wave Mixing) effects and  
SC( Supercontinuum) phenomenon in fibers are used in the design of broad-
band sources. The spectral slicing of the broadband spectra has been proposed 
in literature as a simple technique to create multi-wavelength optical sources for 
wavelength division multiplexing applications. The objective of this work is to 
develop an accurate model for simulating FWM and SC based broadband opti-
cal spectra and compare their performances. The modeling work is carried out 
using SIMULINK in MATLAB 7.10.0(R2010a). 

Keywords: Four Wave Mixing, Supercontinuum, Non Linearity, Schrodinger 
Equation, SMF, DSF, PCF. 

1   Introduction 

FWM is a dominant non-linear effect present in wavelength division multiplexed 
(WDM) networks. The fiber non-linear effects in a single-mode fiber impose a fun-
damental limitation on the capacity of multi-channel optical communication systems. 
But due to its ability of generating new frequency components, FWM being a spectral 
broadening phenomenon and can be used in designing a source. When two or more 
wavelengths interact in a nonlinear medium, they give rise to a fourth wavelength 
which is formed by the scattering of the incident photons, producing the fourth 
photon. This phenomenon is known as four wave mixing.[8] 

Given inputs fi, fj, and fk, the nonlinear system will produce 

± fi ± fj  ± fk      (1)

Supercontinnum generation is defined as the process of generating new frequency 
components by focusing intense light in a highly non linear medium. Due to this abili-
ty SC effect proves to be advantageous to use in the design of broadband sources. 
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Fig. 5. Spectrum for h=0.1m, L=1m                  Fig. 6. Spectrum for h=10m, L=100m 

From the above simulation results it was observed that for shorter lengths of the  
fiber, the effect of FWM could not be observed. But with increase in overall length of 
the fiber along with appropriate increase in step-size additional components could be 
observed. 
 
CASE 3: Different types of fiber.  
The following results were observed with input power as 100mW and length of the 
fiber was taken 10m with step-size as 1m. 
 

  
Fig. 7. Spectrum of SMF                                  Fig. 8. Spectrum of DSF 

From the above simulation results it was observed that for different types of fiber, 
the effect of FWM differed. The non linear effect of FWM was observed to be more 
dominant in Dispersion Shifted fiber than in Single Mode fibers. 

3.4   Theoritical Analysis 

For the purpose of theoritical analysis, we consider the case were input power is taken 
to be 100mW for a length of 10m with step-size of 1m in a single mode fiber.   
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5   Performance Analysis 

The two sources designed, namely the FWM based source and SC based source were 
incorporated in a Hybrid OCDMA/WDMA network and their performance was com-
pared with a arrayed laser source. 
 

 

Fig. 12. Eye Diagram of Arrayed Laser Source 

 

Fig. 13. Eye Diagram of FWM based Source 

 

Fig. 14. Eye Diagram of SC based Source 
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Based on the eye opening width, it can be concluded that FWM based source has 
wider eye opening in comparison with that of the arrayed laser source and SC based 
source.  

6   Conclusion 

From the results obtained through simulation it was observed that the strength of 
four wave mixing components increases with the increase in input power and also 
increases with increase in the length of the optical fiber used. Also with increased 
length we can observe increase in number of components at higher lengths of the 
fiber due to the possibility of cascaded four wave mixing. The effect of four wave 
mixing is observed to be more prominent in dispersion shifted fiber than single 
mode fiber. 

In the case of the broadband source designed based on the supercontinuum pheno-
menon, the output spectrum is observed to be depended on the input power of the 
hyperbolic secant pulse and the length of the photonic crystal fiber. 

The sources designed can be each suited for a different situation. The  
FWM based source shows superior performance with respect to interference,  
whereas the SC based source provided a highly broadened spectra and can be 
ideal for the case where the optical fiber capacity needs to be utilized to the  
maximum. 

7   Future Work 

The analysis need to be extended to the case of asynchronous transmission and also 
spectral efficiency of the sources is to be studied. 
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Abstract. With the recent advances in radio technology and MEMs,
Wireless Sensor Network has got a wide gamut of applications. Many ap-
plications like monitoring, surveillance and tracking need location of the
object to carry out specified task.In this paper, we propose a distributed
approach for localization, namely, Multidimensional Scaling with refine-
ment using trilateration (MDS-DRT). The algorithm has been analyzed
for varying number of node densities, number of anchors, and radio
ranges. The simulation results show that the proposed algorithm per-
forms better than the existing algorithms in terms of accuracy with re-
duced computational complexity.

Keywords: Localization, Wireless Sensor Network, distributed, Multi-
dimensional Scaling.

1 Introduction

Wireless Sensor Network (WSN) has a very wide plethora of applications for the
real time environment. WSN is composed of tiny, spatially distributed, battery
powered nodes to observe, sense and monitor surrounding environment, event
or area of interest like fire spread in forest, chemical flume, military surveillance
etc. These nodes may be deployed in hostile environment, where they need to
operate with minimum attention. The sensed data is collected from each node
and sent to a central base station to process it locally or remotely. To identify the
place of occurrence of event, localization is required. The process of estimating
the position or spatial coordinates of sensor nodes is known as localization.

WSNs have to deal with various challenges such as scarcity of resource, com-
munication failure, dynamic network topology, heterogeneity of nodes, and scal-
ability to large scale of deployment. Due to these issues, the localization becomes
a very challenging and important area of research. In WSN, this problem is be-
ing studied from many years for various applications like battlefield monitoring
and tracking [1], building health structure monitoring [2], location aware routing
[3], indoor people tracking [4], security [5] etc. As the sensor node is resource
constrained i.e. it has limited battery power, processing speed and memory there-
fore, the localization algorithm needs to be energy efficient, robust to noise and

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 467–476.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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node failures. Also, the environment in which these nodes are deployed needs
the algorithm to maintain the network self-organized.

Earlier, we have proposed a centralized localization algorithm, namely, MDS
using refinement with trilateration (MDS-CRT) in [6]. The disadvantage of cen-
tralized algorithm is that it is prone to a single point of failure. To overcome
this limitation, in this paper we propose a distributed localization algorithm,
namely, MDS-DRT, where D stands for distributed localization and RT is re-
finement with trilateration. For the development of the algorithm it is assumed
that the complete sensor network is divided into clusters (sub-network) and the
localization is performed on individual clusters in the network.

The rest of the paper is organized as follows. Section 2 deals with litera-
ture survey and related work. Section 3 describes the proposed approach. The
performance analysis is discussed in section 4, and conclusion is presented in
section 5.

2 Related Work

The communication in WSN depends on the radio range of the node. Nodes
in the vicinity of in-range-nodes can communicate with each other. The inter-
node distances are required for localization. Depending on distance measurement
techniques, the localization algorithms are broadly classified as range based and
range free. The former one uses techniques such as received signal strength (RSS)
[7], time of flight (TOF)/time difference of arrival (TDOA) [8], angle of arrival
(AOA) [9], and latter one uses only the connectivity information of who is in
vicinity of whom [10]. Range based techniques except RSS require specific hard-
ware mounted on the node. The use of specific hardware with node not only
increases the cost but also increases the power consumption. Due to this, most
of the algorithms obtain the range information using RSS as a distance mea-
sure. However, the radio signal is sensitive to channel noise, interference, and
reflections [11]. This makes a significant impact on signal amplitude, and un-
certainty in the process of estimating locations, which makes localization more
challenging.

Depending on the type of computation performed, the localization algorithms
are classified as centralized or distributed. Thus, centralized and distributed al-
gorithms may be range free or range based. Range-free distributed localization
algorithms have been proposed in [12,13,14], whereas the range based distributed
algorithms are reported in [15,16,17]. Multidimensional scaling (MDS)[18] based
methods are also being exploited in localization techniques, for example the work
reported in [19,20,21,22,23] have different localization techniques with its vari-
ants. MDS based algorithms are further classified as metric or classical MDS [19]
and non-metric [23] MDS methods. It is possible to use classsical MDS (CMDS)
algorithm for both range-aware and range-free localization. For range based dis-
tributed localization a metric MDS based algorithm, namely, MDS-MAP(P,R),
has been proposed in [19]. In [21], a metric MDS based algorithm has been pro-
posed for range based localization. However, these algorithms work based on
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local convergence property and hence, it implies poor localization performance
if a good initialization is not available. A non-anchor based localization algo-
rithm is introduced in [17], namely, simple hybrid absolute relative positioning
(SHARP). This hybrid algorithm uses MDS and adhoc positioning system (APS)
for localization. The process of localization consists of three phases. In the first
phase, randomly a set of reference nodes are selected. In the second phase, CMDS
is applied on these reference nodes. In third phase, an absolute localization is
performed using APS. However, SHARP gives poor performance for anisotropic
networks. Another hybrid approach is presented towards reducing complexity of
MDS based algorithms in [24]. Here authors use MDS and proximity-distance
map (PDM), in a phased manner. The phased approach yields comparable com-
plexity to PDM which is less than MDS. However, performance of the algorithm
degrades with reduction in anchors.

In all the MDS based algorithms, it is observed that, MDS-MAP(P,R) is
best as it has the ability to localize isotropic, and anisotropic networks. MDS-
MAP(P,R) algorithm works in three stages. First, the local maps are formed from
distance matrix using CMDS. These maps are patched together one by one and
affine transformation is applied on this stitched map in second stage. Thus, in
this step local map is converted to global map to perform localization. The third
stage refines these locations of the map using optimization. The initial maps are
patched to form a global map and refined centrally. Though, the relative locations
of local maps are estimated in distributed manner, these are required to be
patched together to apply affine transformation with anchor nodes which requires
centralized computation. The main disadvantage of centralized algorithms is
that the node which performs the centralized computations is heavily loaded
and these algorithms are prone to a single point of failure. When the energy
of controlling node gets exhausted, complete network fails. In this paper we
propose a distributed algorithm (MDS-DRT) and compare the performance of
this algorithm with MDS-MAP(P,R) [19].

3 Proposed MDS-DRT Algorithm

The proposed algorithm is divided into two phases. The first phase consists of
clustering and computing local maps. Clustering is used for dividing the whole
topology into small networks. Nodes are clustered according to degree of con-
nectivity, and a node with highest connectivity becomes the cluster head (CH).
The CMDS is applied on these small clusters and their first estimate i.e. relative
map of locations is obtained by CH. With the help of anchor nodes this rela-
tive map is converted to global map which yields locations of non anchor nodes
in the network. In the second phase, these locations are further refined using
the optimization technique, trilateration by adjustment (TBA). Figure 1, shows
randomly spread anchor and non-anchor nodes. The nodes with IDs 1, 3 and 6
are anchors. Let the proximity between two points (i, j) is be given by Euclidean
distance as expressed in equation 1.
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Fig. 1. The network of randomly spread nodes

dij =
√
(Xj −Xi)2 + (Yj − Yi)2 (1)

Thus, all the nodes gather the single hop neighbour distances. Each node main-
tains an information table as shown in table 1 for node ID [1]. Communication is
started by first anchor node by sending hello packet and its own location. Each
single hop neighbour node will respond to the hello packet with its ID. After
receiving all responses, the cluster head (CH) updates distance information in
the information table. The anchor node having greater degree of connectivity be-
comes the first CH and is responsible for final location estimation of its cluster
members which is described in the following section.

The cluster localization consists of two phases. During the formation of initial
cluster it may be the case where it is not possible to have three anchors, and in
such cluster it is not possible to run first phase of localization algorithm. Here it
is assumed that at least three anchor nodes are in range of each other. Hence, the
cluster having only three anchor nodes run the proposed algorithm and estimate
the locations for the cluster members, which are called as initial locations in
the table 1. It is important to note that, the estimated locations are not final
one and needs to be refined using optimization technique which is described
in second phase. After refinement performed by CH, these nodes will receive
the final coordinates. Now, these cluster members will be able to act as anchor
nodes and we call them as pseudo-anchor nodes as these are other than original
anchor nodes. Using these pseudo anchor nodes new clusters are formed, this
will ensure that cluster now may have three anchor nodes and hence, first phase
can be repeated for the cluster members whose locations are not yet estimated.

Table 1. Information Table of a node with ID [1]

Node-ID Distance Initial-location Final-Location

(1,6) 2.1596 [5.99,8.00] [5.93,7.91]
(1,8) 1.9124 [5.47,8.36] [5.34,8.31]
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The distributed localization algorithm is described as below. The following three
steps are executed by CH:

1. Form single hop neighbours cluster including minimum three anchors.

– Phase I:

• Obtain distance matrix for all cluster members. Complete the squared
distance matrix D2.

• Estimate the double centered matrix B = C D2 C; where C is the
centering matrix expressed as C = I − n−111′ Here I is Identity ma-
trix of nxn size, for n number of nodes and 1 is vector of n ones,

• Compute singular value decomposition (SVD) of B as shown in
equation 2

SV D(B) = QΛQ′ (2)

where Λ is diag(λ1, λ2, . . . , λn), the diagonal matrix of Eigen values
and Q is the matrix of corresponding eigenvectors.

• Modify SVD output of matrix B according to dimensions (here two
dimension). A reformed matrix is obtained for B, expressed as in
equation 3.

SVD(B+) = Q+Λ+Q
′
+ (3)

• Obtain coordinates from matrix B using following equation.

X = Q+

√
Λ+ (4)

• Transform relative map to absolute map using anchor nodes.

– Phase II: In this phase, the estimate of locations obtained in phase I will
be refined using optimization technique. In our proposed algorithm we
use trilateration by adjustment (TBA) method for optimization. TBA
uses the estimate of locations obtained in phase I as an initial estimate
and are further refined during each iteration. For trilateration, three
anchors (A, B, C) and one non-anchor node (D) is required. The objective
function for this technique can be written as-

f(dij) = dij −
√
(Xj −Xi)2 + (Yj − Yi)2 = 0 (5)

Where d is the distance between ith and jth node.

• Estimate weights from uncertainty of each link.

Wj =
σ2
0

σ2
j

(6)

Where σ0 is the variance of unit weight and σj is the variance of jth

link
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Fig. 2. A cluster of four nodes

• Evaluate values of objective functions F1, F2, F3 atXD and YD using
equation 5 and estimate the following vector.

f = −
⎡
⎣F1(XD, YD)
F2(XD, YD)
F3(XD, YD)

⎤
⎦

• Estimate correction in distances (dij), coordinates of unknown node
and the precision of every node after every adjustment. Repeat above
step until estimation of position error satisfies the predefined preci-
sion requirement or reaches the final count of iterations

2. Update the location information received from CH and if >3 locations are
received, respond with candidature hello packet and wait for the response of
current CH to become next CH.

3. Now, the newly formed CH node sends another hello packet to its single
hop neighbour to collect the distance information. Steps enumerated in 1
are followed to estimate locations.

4. Steps 1-3 are repeated till all the nodes in the network are localized.

In this algorithm, initially clusters are formed and are localized with CMDS.
The complexity of this step is O(n3) for n number of nodes in a cluster. The
refinement step of trilateration on local map takes O(m2), where m are non
anchor nodes. For k number of local maps which are stitched together, it becomes
kO(n3).

4 Performance Results

The performance of proposed algorithm has been examined for various radio
ranges, anchors and node densities. To introduce error in radio link, the radio
range is blurred with Gaussian noise. The performance measure used for evalu-
ation is root mean square error (RMSE). We have performed simulations for 30
to 100 nodes with number of anchors varying from 3 to 5. Here we are present-
ing results of 50 and 100 nodes for 3,4 numbers of anchors; with and without
noise. We have compared performance of our proposed algorithm with distribute
localization algorithm MDS-MAP(P,R).
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Fig. 3. Connectivity of nodes at radio range of 2m in Isotropic Network
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Fig. 4. Localization with MDS-DRT at 5% range error

Figure 3 shows an isotropic network of 100 nodes placed randomly in 10mx10m
square unit area. The lines joining nodes are radio links. This configuration is
obtained at radio range of 2m with range error of 5% and connectivity of 13.
Here, connectivity represents the average number of nodes connected with each
other in the network.

Figure 4 shows scatter plot of nodes with original and estimated locations.
The symbol ◦ shows original, * is estimated, and diamonds are anchor locations.
This configuration is obtained at radio range of 2 with 5% range error in presence
of 4 anchor nodes. Figure 44(a), and 44(b) shows localization without and with
TBA refinement. An average RMSE with MDS-DRT in this case is 2.15, and
0.0537 respectively. The simulation has been performed for node density of 50,
with range error of 0% and 5% at the connectivity level of 12.

The table 2 shows performance comparison of existing and proposed approach.
The localization is performed with 50 number of nodes using 3 and 4 anchors.
The RMSE is obtained with and without adding the range error of 5%. The
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Table 2. Performance comparison of algorithms for density of 50 nodes

Anchors Density Connectivity MDS-MAP (PR) MDS-DRT
Level [RMSE %] [RMSE %]

3 50 (RE-0%) 12 35.65 29.32
50 (RE-5%) 12 37.34 31.75

4 50 (RE-0%) 12 30.54 27.59
50 (RE-5%) 12 32.01 28.54

Table 3. Performance comparison of algorithms for density of 100 nodes

Anchors Density Connectivity MDS-MAP (PR) MDS-DRT
Level [RMSE %] [RMSE %]

3 100 (RE-0%) 11 13.5 12.08
100 (RE-5%) 11 16.43 14.65

4 100 (RE-0%) 11 13.00 11.73
100 (RE-5%) 11 16.02 13.87

normalized values of RMSE are shown in the table 2. Table 3 shows the perfor-
mance of algorithm for node density of 100 and connectivity level of 11 with 0%
and 5% range error. The results of Table 2, and Table 3 very clearly show that
MDS-DRT outperforms the MDS-MAP(P,R).

5 Conclusion

MDS-MAP is one of the pioneering algorithms in localization based on CMDS.
However, the high computational complexity of algorithm increases the energy
consumption of power constrained sensor node, reducing the network lifetime.
We have proposed a distributed localization algorithm namely, MDS-DRT, with
reduced complexity. Simulations have been performed with 50 to 100 numbers
of nodes by varying number of anchors and connectivity. The algorithm per-
formance is analysed in presence of noise. From the results it is evident that
the algorithm is not only computationally less expensive but also performs bet-
ter than existing algorithms. In future we shall perform energy analysis of the
algorithm for varying node density, number of anchors, and range errors.
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Abstract. This paper is based on e-commerce web sites how to use web mining 
technology for providing security on e-commerce web sites. The connection be-
tween web mining ,security and e-commerce analyzed based  on user behavior 
on web. Different web mining algorithms and security algorithm   are used to 
provided security on e-commerce web sites. Based on customer behavior differ-
ent web mining algorithms like page rank algorithm and trust rank algorithm is 
used for developing web mining framework in e-commerce web sites. We have 
developed false hit database algorithm and nearest neighbor algorithm to pro-
vide security on e-commerce web site. In existing web mining framework is 
based on only web content mining, We have proposed Web mining framework 
system  which  is based on web structure  mining analysis,  Web  Content  Min-
ing  analysis, decision analysis and security analysis. 

Keywords: Web mining, Security, E- commerce, Web usage mining. 

1   Introduction 

Web mining is a rapid growing research area. It consists of Web usage mining, Web 
structure mining, and Web content mining. Web usage mining refers to the discovery 
of user access patterns from Web usage logs. Web structure mining tries to discover 
useful knowledge from the structure of hyperlinks. Web content mining aims to ex-
tract/mine useful information or knowledge from web page contents. Web content 
mining is related to data mining because many data mining techniques can be applied 
in Web content mining. It is also quite different from data mining because Web data 
are mainly semi-structured and/or unstructured, while data mining deals primarily 
with structured data. In the past few years, there was a rapid expansion of activities in 
the Web content mining area. However, due to the heterogeneity and the lack of struc-
ture of Web data, automated discovery of targeted or unexpected knowledge informa-
tion still present many challenging research problems [1].  

The rest of the paper is organized as follows. Section 2 deals with Web Mining 
Framework System Section 3 deals with Web structure mining analysis, Section 4 deals 
with Web content mining, Section 5 gives Decision analysis, section 6 gives Security 
analysis and Section 7 conclude the paper.  
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2   Web Mining Framework System 

Web mining is the use of data mining techniques to automatically discover and ex-
tract knowledge from web documents.web mining is the information service centre 
for news, e-commerce, and advertisement, government, education, financial manage-
ment, education, etc[2]. We have developed Web mining  framework for  evaluating 
ecommerce web  sites .In general web mining task can be classified into web content 
mining, web structure mining and web usage mining. Some of the well-known classi-
fication techniques for web mining such as like, page rank algorithm and trust rank 
algorithm is used in this paper. Our proposed web mining framework consists of four 
phase’s web structure mining analysis, Web Content Mining analysis, decision 
analysis and security analysis[3]. 

3   Web Structure Mining Analysis 

This phase analyses a web site by using both page rank algorithm and trust rank   al-
gorithm[4]. The ranking of a page is determined by its link structure instead of its con-
tent. The trust rank algorithm is procedure to rate the quality of web sites. The output is 
quality based score which correspond to trust assessment level of the web site. The in-
itial step is collects information from web sites and stores those web pages into 
web repository[5]. 

 

A. Page Rank Algorithm 

Page Rank algorithm used by search engine .We have computed page rank of 
web sites by parse web pages for links, iteratively compute the  page rank and 
sort the documents by page rank engine[6] .Page Rank algorithm is in fact cal-
culated as follows 

 

PAR(A)=(1-d)+d(PAR(T1)/OG(T1)+….+PAR(TN)/OG(TN) Where PAR(A) 

is the PageRank of page A 

0G(T1) is the number of outgoing links from page T1 
 

d is a damping factor in the range 0<d<1 ,usually set to 0.85 
 

The PageRank of web page is calculated as sum of the PageRank of all pages 
linking to its divided by the number of links on each of those pages its outgoing 
links. 

  B.   Trust Rank Algorithm 

The trust rank algorithm is procedure to rate the quality of web sites. Taking the 
linking structure to generate a measure for quality of a page.  

Steps of Trust Rank algorithm. 
 

1-The starting point of the algorithm is the selection of trusted web pages. 
 
2-Trust can be transferred to other page by linking to them. 
 
3-Trust is propagating in the same was as Page Rank 
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4-The negative measure is propagating backwards and is a measure of bad 
pages 

 
5-For the ranking algorithm both measures can be taken into account. 
 

Trust Rank algorithm is in fact calculated as follows 
 

Trust Rank=M*x 
 

Where the matrix m is given by 
 

M=1-dt 
With Tij=1/cj(if page j is linking to page i) Tij=0 otherwise 

d is damping factor and x is the source vector of the trust 
 

The invrse PageRank is given by Minv*xinv 
 

With Minv=1-dinvTinv 
 

The inverse transition matrix Tinv is definied by 
 

Tij=1/nj(if page i is linking to page 

Tij =0 otherwise 
d is damping factor and xinv is  the source vector of the bad pages and n is 

number of incoming links on page j.Minv is nether the transparent nor the inverse 
matrix of M. From this we can say that pages are bad which are linking to bad 
pages. While pages are good which are linking good pages. 

4   Web Content Mining Analysis 

Web content mining is defined as searching of new information from web data. Data 
is retrieved for desired topic by user[7]. In Web content mining analysis we have  
taken example job categories and the associated skills needs prevalent in the compu-
ting professions. We performed a cluster analysis on the ads in two phases. Hierar-
chical agglomerative clustering is the first step to identify unique skill set clusters. 
The classification of ads is validated into clusters by performing k-means cluster anal-
ysis[8]. Module1: User Identification, Module2: Job Definition, Module3: Data Col-
lection, Module4: Data Analysis. 

 

 
 

Fig. 1. Module Diagram 
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A. Hierarchical Agglomerative Clustering 

Agglomerative hierarchical clustering is a bottom-up clustering method where clusters 
have sub-clusters, which in turn  have  sub-clusters, etc.  The  classic  example  of  
this  is species taxonomy. Gene expression data might also exhibit this hierarchical 
quality (e.g. neurotransmitter gene families). Agglomerative hierarchical clustering 
starts with every single object  (gene or  sample) in  a  single  cluster. Then,  in  each 
successive iteration, it agglomerates (merges) the closest pair of clusters by satisfy-
ing some similarity criteria, until all of the data is in one cluster[9]. The hierarchy 
within the final cluster has the following properties: Clusters generated in early stages 
are nested in those generated in later stages. Clusters with different sizes in the tree 
can be valuable for discovery. A Matrix Tree Plot  visually  demonstrates  the  hie-
rarchy  within  the  final cluster, where each merger is represented by a binary tree. 
Process: Assign each object to a separate cluster. Evaluate all pair-wise distances be-
tween clusters[10]. Construct a distance matrix using the distance values.  Look for 
the pair of clusters with the shortest distance.  Remove the pair from the matrix and 
merge them. Evaluate all distances from this new cluster to all other clusters, and 
update the matrix.  Repeat until the distance matrix is reduced to a single element. 
Advantages: It can produce an ordering of the objects, which may be informative for 
data display. Smaller clusters are generated, which may be helpful for discovery [11]. 

B. K-Means Cluster Analysis 

In statistics and machine learning, k-means clustering  is a method of  cluster  analysis  
which  aims  to partition n observations into k clusters in which each observation be-
longs to the cluster with the nearest mean[12]. It is similar to the expectation-
maximization algorithm for mixtures of Gaussians in that they both attempt to find the 
centers of natural clusters in the data as well as in the iterative refinement approach 
employed by both algorithms. Process: The dataset is partitioned into K clusters and 
the data points are randomly assigned to the clusters resulting in clusters that have 
roughly the same number of data points. For each data point: Calculate the distance 
from the data point to each cluster. If the data point is closest to its own cluster, leave it 
where it is. If the data point is not closest to its own cluster, move it into the closest 
cluster. Repeat the above step until a complete pass through all the data points results 
in no data point moving from one cluster to another. At this point the clusters are sta-
ble and the clustering process ends. The choice of initial partition can greatly affect 
the final clusters that result, in terms of inter-cluster and intra cluster distances and 
cohesion. Advantages: With a large number of variables, K-Means may be computa-
tionally faster than hierarchical clustering (if K is small).K-Means may produce tigh-
ter clusters than hierarchical clustering, especially if the clusters are globular. 

C. Module1: User Identification 

Users are of different categories. New Users will get registered  in  the  system.  Ex-
isting users  can  logon to  their account. Administrator has the highest priority. Gen-
erate user profiles based on their access patterns. Cluster users based on frequently 
accessed URLs. Use classifier to generate a profile for each cluster. We have devel-
oped the web site using dot net as front end and sql as back end. 
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D. Module2: Job Definition 

In this module we have authenticated users can proceed with the features provided by 
the web based learning site[13].  The materials based on few subjects are given in the 
site and the users can utilize it. 

E. Module3: Data Collection 

Collecting the job definitions based on grouping .Collecting the values of job title, job 
description and the skills required by the company of the candidate. The job defini-
tions is being clustered based on the job title[14]. 

 
F. Module4:Data Analysis Module 

The data are analyzed based on the Data Collection Module. Dagger (†), Asterisk 
(*).The data is mined based on the previous modules. 

 

 
 

Fig. 2. Skills Frequency 
 

G. Results 

Using a Web content data mining application, few unique IT job descriptions  from 
various job search engines are extracted and distilled each to its required skill  
sets. We examined these, revealing few clusters of similar skill sets that map to spe-
cific job definitions. It makes job search faster and gives the results according to user 
preference. 

 

 
Fig. 3. Matching job 
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H. Performance analysis 
We propose a system in which all the Information about the system can be  logged 
for future reference. Analysis of the student’s and the fresher’s performance mea-
surements could be done. Graduates can get an exact job and the fresher’s can meas-
ure their gap in the industry and learn accordingly. 

5   Decision Analysis 

This phase uses the total trust of web page generated from Web structure mining 
analysis phase. Two processes are performed (a)Trust calculation of web site and 
(b) Application of suitable statistical techniques to analyses the result of the evalua-
tion We consider three trust levels 

 
A.   Trust calculation of web site 

 

The value of the trust value variable has converted into degrees of membership fuc-
tion defined  on variable Let as consider Trust Value :0.11 

 

Un trust Web sites:0.78 
 

Moderate Trust Web sites:0.22 
 

High Trust Web sites:0.00 
 

We can say that 
 

If trust value is un trust web sites then trust level is none. If trust  value  is  Moderate 
Trust  web  sites  then  trust  level  is limited. If trust value is High Trust web sites 
then trust level is full. From the above method we can calculate trust of the web site 

 

B.  Application of suitable statistical techniques to analyses the result of the  
evaluation 

Analyzing information from website is important. Using statistics, we can able to eva-
luate your website. Descriptive Statistics is mainly used to describe populations using 
random samples of Web data collected from web sites. It provides a statistical sum-
mary of the web data with a view to understand the population that sample represent. 
Central Tendency and dispersion measures are used in descriptive statistics. Measures 
of central tendencies describe the central values of a collected sample  of  web  data.  
For  an  ungrouped  set  of  web  data measures are mean, median and mode. Pareto 
principal -The first 50% of un trusted web site is banned, next 25%  of the un trusted 
web site is banned, next 12.5% takes same effort and so on..By application of suitable 
statistical techniques we can evaluate results[15]. 

6   Security Analysis 

We perform complete security analysis in this phase. 89% of web development com-
panies has not follow industry standard in developing and hosting the websites  
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they make[16]. The customers who use the web sites do know the difference between 
a secure website and insecure website. We have developed trust path intermediaries 
building algorithm, false hit database algorithm and nearest neighbor algorithm to 
provide security on e-commerce web site[17]. Multi-step processing is used for  near-
est  neighbor and  similarity search in  application involving web data and/or costly 
distance computations. C AMNC-to reduce the size of False Hit database. The query 
is authenticated.  A server maintains dataset database signed by trusted authority False 
hit Database to reduce hang or lag in the server[18]. Provides accurate data as well 
as NN result-set. We have developed following modules for providing  security on e- 
commerce web  sites. Module 1:  Authentication, Module 2: Query processing, 
Module 3: Similarity search and Module 4: False hit reduction [19]. 
 
A.   Module 1: Authentication 

In authentication module Member or user access the search facility and admin check 
false hits and updates the database. 

 

 
 

Fig. 4. Webwise search web site 

 
B.   Module 2: Query processing: 

This module describes the server and user communication process where the client 
posts the query and the server delivers the result based on the criteria. 

 
C.   Module 3: Similarity search 

The similarity search proposes the criteria of retrieving the relevant information from 
the database based on similar keyword. 

 
D.   Module 4: False hit reduction: 

Admin checks the false hits recorded. He then posts the necessary responses to the 
search database for future verification. 

 

 



484 S. Mohammed Atiq, D. Ingle, and B.B. Meshram 

                              Module diagram 

 
 

Fig. 5. Module Diagram 

 
Working (Default) 
 

User enters the search keyword in the web site. Admin checks the false hits record-
ed. He then posts the necessary responses to the search database for future verification. 

 

 
 

Fig. 6. Working 

 
Case 1 
 

If the search keyword is not present ,search keyword is updated in the false hit  
database. 

 
 

 
 

Fig. 7. Keyword is not present false hit is updated 
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Case 2: 
 

If the search keyword is present then posts the necessary responses to the search  
database for future verification. 

 

 
 

Fig. 8. Keyword is present post the response 

 
Admin Updates the Database 
 

User access the search facility and admin check false hits and updates the database. 

 

 
 

Fig. 9. Admin Updates the Database 

 
The importance of authenticated query processing increases with the amount of in-

formation available at source that are untrustworthy, unreliable, or simply unfamiliar. 
This is the first work addressing authenticated Similarity retrieval from such sources 
using the multistep NN framework. We show that a direct integration of optimal NN 
search with an authenticated data structure incurs excessive communication overhead.  
From security module we provide security to web site. 

7   Conclusion 

In this paper we have proposed web mining framework for e-commerce web sites. In 
web mining framework we have developed four phases’ web structure mining analy-
sis, Web Content Mining analysis, decision analysis and security analysis. In web 
structure mining analysis we have used page rank algorithm and trust rank algorithm. 
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In Web Content Mining analysis we have used Hierarchical agglomerative clustering 
and k-means cluster analysis. In decision analysis we have used trust calculation of web 
site and statistical techniques to analyses the result of the evaluation. In security anal-
ysis we developed trust path intermediaries building algorithm, false hit database algo-
rithm and nearest neighbor algorithm to provide security on e-commerce web site. 
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Abstract. MIMO systems  provide with the advantages of diversity and capacity. 
If the information regarding the channel is known to the transmitter, then the 
transmitter  can accordingly weigh and transmit the data to achieve better perfor-
mance. Receiver can estimate the channel conditions and the information can be 
sent to the transmitter through the control channel.  But the bandwidth of the con-
trol channel is limited. The main aim of this paper is to improve the performance 
of the MIMO systems while employing lesser number of feedback bits. In  this 
paper, the rotating mixed codebook technique is presented which helps in attain-
ing the goal. Simulation results are also presented to show the gain achieved. 

Keywords: MIMO precoding, Limited feedback precoding. 

1   Introduction 

Multiple input multiple output systems provide performance benefits as against the 
conventional systems in terms of diversity and capacity. These performance benefits can 
be still more improved or enhanced if the transmitter has knowledge about the channel. 
The receiver obviously should know about the channel statistics in the MIMO systems. 
And this information can be fedback to the transmitter through the control channel. But 
the bandwidth of the control channel through which this information is sent is limited. 
Also the overhead  which increases linearly with the product of number of antennas, the 
frequency selectivity and the feedback frequency can be very large [6]. 

The information regarding the channel  may be instantaneous CSI. However the 
partial CSI, that is certain statistics like the channel mean or channel covariance[7] 
can also be sent. But these methods do not perform well like the instantaneous feed-
back because they do not track the rapid fluctuations in the channels. This method of 
sending the instantaneous information regarding the channel to the transmitter  is 
called as limited feedback precoding. Many works are available in literature[8],[9] 
regarding the limited feedback precoding. 

The basic idea of limited feedback precoding can be explained as: Codebooks are 
generated and are made available at both the transmitter and the receiver. Receiver 
with the channel knowledge will choose particular precoder using a selection criteria. 
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K different but equivalent codebooks of size  2L are generated. One out of the K co-
debooks should be selected at a time for use. And this is accomplished by sequence ,  s 
= n mod K; 0≤ s ≤K-1, at time t= nT. This scheme actually gives a chance to use more 
precoder matrices when compared to the single codebook scheme. But the number of 
feedback bits used is the same. 

Using this rotating codebook scheme, virtually the size of the codebook is in-
creased. But the number of feedback bits is the same. To make this scheme more ef-
fective, the default precoding matrix scheme is used.The default precoding matrix 
scheme reserves an index ˜i  ∈ {0, . . . , 2L − 1} to serve as an indication to the  
transmitter that the default precoding matrix (i.e., the precoding matrix used in the 
previous transmission, which is a matrix optimized through the previous precoding 
matrix selection process) should be used for current transmission. This allows the 
optimization results from the previous codebooks to be used in the optimization 
process within the current codebook. 

Simulations were performed for a 2 × 1 alamouti scheme. The symbols were QAM 
modulated. A slow, non frequency selective channel was considered. It is assumed 
that the channel conditions are perfectly known at the receiver. The codebooks were 
designed using Grassmannian packing criteria. For simulation, the Sloane packings 
[5] are considered and 16 codebooks are taken. The results obtained is tabulated in 
Table1. It could be observed that the rotating codebook scheme with 16 codebooks 
performs well when compared to the conventional scheme, while both the schemes 
use only 3 feedback bits. 

Table 1. SNR Values To Achieve Ber Of 10-3   (averaged over 20 iterations) 

 Single  codebook scheme Rotating codebook scheme,             
16 sloane codebooks 

10.2 dB 8.3 dB 

4   Rotating Mixed Codebook Scheme 

The rotating codebook scheme performs well in MIMO systems, and this has moti-
vated to study the effect of using different combinations of codebooks for the rotating 
scheme. For the rotating mixed codebook scheme, the following types of codebooks 
are considered:  

• Codebook based on Grassmannian packings 

(1)  Sloane packings[5] 
(2) Ideal Grassmannian packings[5] 
(3) Nearly Grassmannian packings [2] 

•  DFT codebook [10] 
• Kerdock codebooks [1] based on Sylvester Hadamard matrix  
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The packings provided by Sloane and Grassmann are considered as codebooks for 
the rotating mixed codebook scheme. A numerical method  is described in [2] for 
generating nearly Grassmannian matrices. 

4.2   DFT Codebook 

Solving the Grassmannian packing problem for arbitrary NT, codeword length M, and 
codebook size L is quite time-consuming and not straightforward. Instead ,  a subop-
timal yet practical design method is considered. One particular design method is to 
use DFT matrices  [10] given as  

F={ WDFT, Ɵ WDFT,…… ƟL-1 WDFT }                                    (6) 

The first codeword WDFT is obtained by selecting M columns of NT   X  NT DFT ma-

trix, of which the (k,l)th entry is given as e j2π(k-1)(l-1)/N
T/ NT , k,l =1,2,….NT.  Ɵ is the 

diagonal matrix  given as 

Ɵ= diag([ ej2πu
1
/N

T  e
j2πu

2
/N

T …… e
j2πu

NT
/N

T ] )                               (7) 

The free variables ui , i=1,2,….NT  should be determined such that the minimum 
chordal distance  between the codewords must be maximised. 

4.3   Kerdock Codebooks 

The procedure  [1] for generating the Kerdock codebooks is as follows: 

 
Let ^H2 denote the Hadamard matrix and is given by, 

 ^H2 = 
1 11 1  

Let ^HN  denote the size Nt  X Nt Sylvester-Hadamard matrix . And is given by 
 

^HN  =  ^H2       
^ H2 ;                                                  (8) 

for B times, where B is the number of feedback bits. 

 
Construct the diagonal matrices Dn  for n=0, ……Nt-1.These are called the generator 
matrices.  

Each base is constructed by    

Sn =  (1  )Dn 
^ HN                                            (9) 

The codebook F is given by  

F=[ S0   S1   SN  1].                                          (10)  
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5   Simulation Results 

Simulations were performed to study the performance of individual codebooks.  
Table 2 shows the SNR (in dB) values required for BER of 10-3 for various types of 
codebooks when a single codebook was used (not rotating case).And table 3 compares 
the SNR values required to achieve BER of 10-3 in the single and rotating codebook 
scheme. For not rotating scheme, a single sloane codebook is considered.For rotating 
scheme, 16 sloane codebooks  were considered. 

Table 2. SNR values required to achieve a particular  BER for different codebooks (single 
codebook case) 

Codebooks  10-3  

DFT  11.189dB  

Sloane  10.1535dB  

Ideal 
grassmannian  

9.73965 dB  

Nearly 
grassmannian  

10.60 dB  

Grass_4_2_4  10.47 dB  

Grass_6_3_6 12.1553 dB 

Kerdock 9.8147 dB  

Table 3. Comparison of rotating and not rotating (i.e) single codebook scheme 

Not rotating 
scheme 

Rotating Scheme 

10.2 dB 8.36 dB  

 
Table 4 gives the values of SNR required to achieve a BER of  10-3 for rotating and 

rotating mixed schemes. For rotating scheme, the sloane codebook is consi-
dered.However for mixed codebook scheme, codebooks discussed in section 4 were 
used. It is found that the rotating mixed codebook scheme performs well when com-
pared to the rotating scheme.But the number of feedback bits is same for both the cases. 

Table 4. Comparison of rotating and rotating mixed codebook schemes(averaged over 10 
iterations) 

Rotating codebook 
scheme 

Rotating mixed codebook 
scheme 

9.3604 dB 7.0933 dB 
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6   Conclusion 

Feedback of CSI to the transmitter can enable the transmitter to better exploit channel 
conditions to improve MIMO performance. However, the amount of channel informa-
tion fed back to the transmitter is limited by the feedback control channel bandwidth 
gain. By using rotating codebook precoding approach the effective size of the code-
book is expanded without the need to increase the number of feedback bits. By using 
the rotating mixed codebook  scheme proposed in this work,  the performance is 
shown to further improve  without the need to increase the storage capacity at the 
transceivers and also without the need to increase the number of feedback bits. 
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Abstract. The Advanced Encryption Standard, AES, is commonly used to pro-
vide data confidentiality and authentication in several security systems. Design-
ing efficient hardware architecture with small hardware resource usage is a 
challenge. In this paper, a new technique for the FPGA implementation of the 
Subbyte and MixColumn transformations, an important part of AES, is intro-
duced. Sub-byte transformation in AES is operated using S-box for each byte. 
The hardware complexity in AES is dominated by AES substitution box (S-
box). S-box is considered as one of the most complicated and costly part of the 
system due to its non-linear structure. It has high power consumption and high 
design complexity. In this paper, S-box is optimized by using multiplexer logic 
design. It is compared to the typical ROM based lookup table and the combina-
tional logic designs. The MixColumn is also optimised by shifting the bytes and 
reusing the resources. This is also done using the multiplexer logic. 

Keywords: AES, S-box, LUT, MixColumn Transformations. 

1   Introduction 

The Advanced Encryption Standard (AES) can be used to provide security services 
such as data confidentiality or authentication. Data confidentiality provides protection 
of data from being disclosed to unauthorized parties. Data authentication is the assur-
ance that the received data has not been replayed or affected by modification, inser-
tion, or deletion, and also the sender is authenticated. AES was standardized by the 
National Institute of Standards and Technology (NIST) in 2001[1]. NIST selected 
Rijndael as the proposed AES algorithm. Rijndael has many advantages. Hardware 
implementation has high speed. AES has a wide range of applications in realtime, 
which requires confidentiality of data transferred. AES is a symmetric block cipher 
which uses same key for encryption and decryption.  The specification of the AES 
block cipher, defines two functions: encryption that generates ciphertext and decryp-
tion that produces plaintext. The AES has a block length of 128 bits and key length of 
128,192 or 256 bits. The basic unit of processing in the AES algorithm is a byte. The 
AES operates on a 4x4 array of bytes which is called a state. The state undergoes 4 
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transformations, namely the AddRoundKey, SubByte, ShiftRow and MixColumn 
transformation.  

In AES, the two expensive transformations in terms of computational resources are 
MixColumns and SubBytes transformations. This paper discuss few techniques to op-
timize these transformations and hence the algorithm.  

2   An Introduction to AES  

The AES algorithm operates on 128 bits of data and generates 128 bits of output. The 
length of the key used to encrypt this input data can be 128, 192 or 256 bits. In this 
paper, 128 bits of data and key are used. Nb which defines the number of columns of 
32 bits is, Nb =128/32=4. Similarly Nk which defines the number of columns of 32 
bits of key is, Nk =128/32= 4. The number of rounds Nr =10 when Nk= 4.  

The AES algorithm basically consists of four byte oriented transformation and a 
key expansion block. The blocks are repeated for 10 rounds by applying the inputs to 
produce cipher text block. For the first nine rounds all four blocks are repeated but for 
the final round the MixColumns block is excluded. The basic building block of AES, 
SubBytes, ShiftRows, MixColumns and AddRoundKey are shown in Fig. 1. 

 

 
 

Fig. 1. Basic building block of AES  

3   Individual Block Description 

3.1   SubBytes 

AES defines a 16×16 matrix of byte values, called an S-box [1]. SubByte transforma-
tion is a nonlinear substitution that operates on individual bytes using a substitution 
table (S-Box), which contains a permutation of all 256 possible 8-bit values. S-Box is 
also defined as the multiplicative inverse in the finite field GF(28) with the irreducible 
polynomial m(x)=x8+x4+x3+x+1 followed by an affine transformation.  
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3.2   ShiftRows 

ShiftRows essentially consists of shifting the bytes in the row. It is a transposition 
step on the row of the state where each row of the state is shifted cyclically by certain 
number of steps. The first row (row 0) is unaltered. The second row (row 1) is shifted 
by one byte, the third row is shifted by two bytes and final row is shifted three bytes. 
It also ensures that each byte in each row does not interact solely with their corres-
ponding bytes. The transformation is shown in Fig.2. 

 

 
 

Fig. 2. Row transformation 
 

3.3   MixColumns 

The MixColumns function takes four bytes as input and outputs four bytes, where 
each input byte affects all four output bytes. Together with ShiftRows, MixColumns 
provides diffusion in the cipher. Each column is treated as a polynomial over GF (28) 
and is then multiplied modulo x4 + 1 with a fixed polynomial c(x) = {03}x3 +{01}  
x2 +{01} x +{02}.  

3.4   AddRoundKey 

In the AddRoundKey transformation, a Round Key is added to the State by a simple 
bit wise XOR operation. Each Round Key consists of words from the key schedule. 
Those words are added into the columns of the state. 

3.5   KeyExpansion 

KeyExpansion generates a total of Nb(Nr + 1) words. The algorithm requires an initial 
set of Nb words, and each of the Nr rounds requires Nb words of key data. The result-
ing key schedule consists of a linear array of 4-byte words, denoted [wi], with i in the 
range 0 ≤ i < Nb(Nr+1).   

The KeyExpansion has three steps: Byte Substitution subword( ), Rotation rotword 
( ) and XOR with RCON (round constant). The subword ( ) function takes a four byte 
input and applies the byte substitution operation and produces an output word. The 
rotword ( ) takes a word [w0,w1,w2,w3] as input and performs a cyclic permutation to 
produce [w1,w2,w3,w0] as output word. SubWord(RotWord(temp)) is XORed with 
Rcon[j] – the round constant. The round constant is a word in which the three 
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rightmost bytes are zero. It is different for each round and defined as:   Rcon[j] = 
(RC[j], 0,0,0), where RC[1] = 1, RC[j] = 2 * RC[j-1]. Multiplication is defined over 
GF (2^8). The structure of key expansion is shown in Fig.3 [2]. 

 
    w0                      w1                 w2                  w3

w4                       w5                   w6              w7                  Round 1 

                          

     w8         w9                w10                w11                   Round 2  

     w40                   w41                w42            w43                         Round 10   

                            y                                                   y 

            x                                              x       x 

x  SubWord(RotWord(y) Rcon[j]                   x y  
 

Fig. 3. Data path for key expansion 

 
The first Nk words of the expanded key are filled with the input key. With the help 

of these initial words rest the words are generated iteratively. Each round key has 128 
bits, and is formed by concatenating four words. 

4   Related Work  

S-box is implemented by different ways. Traditionally, it was implemented by look 
up tables (LUT) [3] which store all 256 it predefined values of S-box in a ROM. The 
advantage of LUT is it offers a shorter critical path. But, it requires larger area to  
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implement. Another way is to design the S-box circuit using combinational logic [4]. 
It will be explained in section 5. It has less number of transistors and smaller area than 
ROM based implementation. It also has shorter critical path and is more flexible for 
speed optimization. 

There are many ways to implement the MixColumns also. An originally proposed 
one in the AES takes the form of xtime. Another method was using the counter for 
shifting the bytes. These methods will be explained in section 6. 

5   Implementation of S-Box 

The major factors that influence the implementation techniques are speed and area 
cost. The efficiency of AES hardware implementation in terms of size, speed, security 
and power consumption depends mainly on the AES architecture. As S-Box is consi-
dered as a full complexity design and causes high power dissipation in AES, this  
paper is focused on the way to implement it efficiently. Out of four transformation  
S-box consumes more power.  

The S-Box design uses combinational logic [4] to solve the unbreakable delay in 
look-up table. The S-box has 8 bit input and 8 bit output. It has 256 bit vectors. The 
logic function to realize each byte is derived from the Boolean expression using k-
map. Each input byte is represented as a,b,c,d,e,f,g and h. The expressions are derived 
based on the 8-bits in previous work [5]. The 4 bit data input of least significant bit 
(LSB) will be the input of the sixteen module logic function (M1, M2, M3… M16) 
derived using Boolean simplification based on Karnaugh map. Another 4 bit data of 
most significant bit (MSB) will be the selection input of 16 to 1 multiplexer that will 
derive the output for S-box. Based on the MSB bits each module is selected. Each 
module in the architecture implies the rows in the sbox. The Boolean equation is de-
rived for each row by taking the 4bit LSB as variables. This architecture can be used 
for SubByte Transformation. The S-Box architecture is shown in Fig.4. 

 

 
 

Fig. 4. Sbox architecture using combinational logic 

 
In the proposed technique 16×16 S-box is divided into four blocks. Each block 

consists of 8×8 S-box with 64 values in each blocks. The blocks are selected using a 
4:1 multiplexer. In S-box the 4-bit MSB is represented as row and 4-bit LSB is 
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represented as column. To select each block, the first MSB bit and first LSB bit is 
taken. These bits are given as select line input to the multiplexer. If the select line is 
00, the left half of the upper part of the S-box is selected. The right half is selected 
when the select line is 01. Similarly, the lower left and right part is selected when the 
select line is 10 and 11 respectively. The structure for this method is shown in Fig.5. 
The number of input bits to the LUT is be minimized by using a demultiplexer. So 
that the area is minimized compared to the basic implementation. 

 

Input                                                                                                             Output MUX DEMUX 

LUT1

LUT2

LUT3

LUT4
 

 
Fig. 5. Structure of S-box using MUX 

6   Implementation of MixColumns 

In the AES algorithm, the MixColumns are hardware demanding operations. Various 
architectures have been proposed for the implementation of the MixColumns trans-
formation. By analyzing the basic operations employed in MixColumns, it is found 
that the modular multiplier is the vital calculation module.  

The matrix multiplication of MixColumn could be represented as shown in Equa-
tion.1 [6]. The function xtime is used to represent the multiplication with ‘02’, modulo 
the irreducible polynomial m(x)= x8 + x4 + x3 + x + 1. Implementation of function 
xtime() includes shifting and conditional XOR with ‘11B’. 

 
                        b0= xtime (a0 a1) ( a0 a1  a2 a3)  a0 

                        b1= xtime (a1 a2) ( a0 a1  a2 a3)  a1                                           (1) 

                        b2= xtime (a2 a3) ( a0 a1  a2 a3)  a2 

                        b3= xtime (a3 a0) ( a0 a1  a2 a3)  a3 
 

From above representations, the MixColumn could be designed easily using just one 
basic module which imposes one xtime block, two or three byte-XOR logics and addi-
tional data path selector. This idea is depicted in Fig.6 [7]. The basic module of Mix-
Column is represented by the dashed line box in Fig.6. 
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Fig. 6. MixColumns and its basic module 

Another method used for implementing MixColumn is by counter for shift opera-
tion. By using the counter the bytes of each column are shifted in each clock cycle. 
The structure is shown in Fig.7 [8]. 

 

    S’0,c

S0,c S1,c S2,c S3,c

*2 *3 *1 *1

COUNTER

 
 

Fig. 7. Structure of MixColumns using counter 

 
Si,c are byte-format and assumed to be loaded into the multiplication register either 

in parallel or serial manner before the computation starts. Data path is 8 bits wide. 
The computation of each transformed component takes one clock cycle. The next 
component can be computed with same set of data and multipliers, after the cyclic 
shift of Si,c, i.e., Si+1,c.  As a result, the computation is a word-serial scheme. One  
column transform takes 4 clock cycles. The next data set will implement Si,c+1.  
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In the proposed method, the MixColumn is implemented using multiplexer based 
on the matrix form. The structure is used for four columns operation for 128 bit input. 
Five 4:1 multiplexer is used in this structure. This is used to shift the bytes in each 
column. By shifting the bytes in each column the multiplication with values 2 and 3 in 
the matrix can be reused. So that the area can be optimised. The structure using mul-
tiplexer for MixColumn is shown in Fig.8. In the MixColumn transformation each 
byte from the multiplexer will be multiplied with 2,3 or 1 respectively based on the 
matrix given in Equation.2. 

 
      32                 32                            32                        32 

32 

     

                 8 

MUX

MUX MUX MUX MUX

*2 *1 *1*3

 
Fig. 8. Structure using MUX for MixColumn 

 

      S'0,c                   S0,c    S1,c     S2,c    S3,c            2      

     S'1,c         =           S1,c    S2,c     S3,c    S0,c            3      

     S'2,c                         S2,c    S3,c     S0,c    S1,c           1  

     S'3,c                          S3,c    S0,c     S1,c    S2,c           1         
 

                         (2) 

Based on the select lines the multiplexer select each word. When the select line is 
{00}, the MUX selects {S0,c, S1,c, S2,c, S3,c} and it will multiplied by the corresponding 
coefficient. When the select line {S0,S1}is {01} the word will be shifted by one byte, 
{S1,c, S2,c, S3,c, S0,c}. The operation thus continues for other select lines. By shifting 
the bytes in each column the multiplication with values 2 and 3 in the matrix can be 
reused. Because the state of AES algorithm consist byte of arrays, the most operations 
could be processed by unit of byte. In the MixColumn transformation each byte from 
the multiplexer will be multiplied with 2, 3 or 1 respectively based on the matrix. 



 Efficient Techniques for the Implementation of AES Subbyte 505 

7   Results and Discussion 

The design of S-box and MixColumn implementation is done in Verilog code. The 
power and area are found using Synopsys tool. Reducing the usage of hardware re-
sources results in a smaller device. For instance, using a smaller device can be an im-
portant factor in reducing the hardware cost. In application, such as space application, 
that have low power requirements, a smaller device size decrease the overall power 
consumption. 

7.1   Results for S-Box Implementation 

The power and area can be found using Synopsys tool. The results are shown in  
Table.1. In the table, S-box designed LUT, combinational logic and multiplexer are 
compared. The area can be reduced by combinational method compared to the other 
technique. It is clear that the multiplexer logic has less power consumption and com-
binational logic requires less area but has very high power consumption. 

Table 1. Results for Subbyte  

Type Area 
(µm2) 

Power 
(µW) 

LUT 2146 57.21 

Combinational 
logic 

728 121.8 

MUX 848 54.81 
 

7.2   Results for MixColumns Implementation 

The Synopsys results are given in Table.2. The proposed design is compared with 
other methods.  

Table 2. Results for MixColumn on Synopsys 

Type Area 
(µm2) 

Power 
(µW) 

Matrix 1296 225.5 

Equation 1399 315.43 

Counter 1168 123.6 

MUX 879 32.29 

 

In the multiplexer method of MixColumn, an FPGA design is proposed which uses 
less hardware compared to previous work. The MixColumn with multiplexer is hav-
ing less area and low power consumption.  
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8   Conclusions 

In this paper, an FPGA implementation of S-box and MixColumns transformation 
was proposed with less hardware utilization. Due to more efficient resource sharing, 
the proposed design for S-box and MixColumns transformation provide the smallest 
hardware usage on an FPGA. Thus a design with minimum area and low power re-
quirement was designed. The S-box implementation with the multiplexer and MixCo-
lumns implementation with the multiplexer method is found to be optimized. With 
these optimised techniques a compact AES architecture can be developed. Thus the 
overall AES encryption implementation with the proposed architecture reduces usage 
of hardware resources. The proposed design can be used to provide security services 
such as confidentiality or authentication. 
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Abstract. In recent years ad hoc networks have become very attractive for many
applications such as tactical and disaster recovery operations. However they are
vulnerable to many attacks. The vulnerabilities of wired networks such as denial
of service (DoS), eavesdropping, spoofing and the like, becomes more acute in
these networks. Especially it is hard to differentiate DoS attacks in these highly
dynamic systems. In this research, we design an intrusion detection model using
Support Vector Machines (SVM) in order to detect a popular DoS attacks on
these networks, namely ad hoc flooding attacks. We evaluate its performance
on simulated networks with varying traffic and mobility patterns. Furthermore
we investigate to choose the relevant features using Genetic Algorithms (GA) in
order to increase SVM performance on detection of these attacks.

1 Introduction

Mobile ad hoc networks are one of the fastest growing areas of research. This new type
of self-organizing network combines wireless communication with a high degree node
mobility. They do not have any fixed infrastructure such as base stations or central-
ized management points as in conventional networks. The nodes cooperate with each
other to provide basic functionality such as routing in a network, independent of any
fixed infrastructure or centralized management. This flexibility makes them attractive
for many applications such as military applications, disaster recovery operations, and
virtual conferences.

These networks have different properties than conventional networks such as lack of
central points, dynamic topology, resource-constraints and the like. This new network-
ing is by its very nature more vulnerable to attacks than wired networks. Furthermore
their specific features present a challenge for security solutions such as intrusion de-
tection systems. Especially the impact of mobility on intrusion detection is a complex
matter. It has both positive and negative impacts on security. On one hand, mobility
helps security that victims could receive (direct or promiscuously) only parts of the fal-
sified packets due to link breakages caused by mobility. So, the attacker might partially
achieve his goal. On the other hand, the attacker hides himself from the detection sys-
tem under high mobility which makes it difficult to differentiate normal behaviour of
the network from anomaly behaviour in this environment. We particularly focus on ad
hoc flooding attacks in the second group. These highly mobile, complex systems should
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be modelled in order to detect attacks against them. In this research we employ SVM
algorithms to achieve that. We evaluate our model created by SVM on networks with
varying traffic and mobility patterns. Moreover, we investigate the selection of relevant
features by using GA in order to model these complex systems better. We know of no
other proposed approach in the literature on selecting features for intrusion detection in
these networks.

2 Related Work

The specific features of ad hoc network make application of existing intrusion detection
approach to this environment problematic. Therefore researchers have been working on
new approaches or adaptation of existing approaches to ad hoc networks.

One of the most commonly proposed techniques on these networks is specification-
based intrusion detection. This technique has been applied to a variety of routing proto-
cols on ad hoc networks [1][2]. A few signature-based IDSs have also been proposed. In
[3], an approach is proposed based on a stateful misuse detection technique which de-
fines state transition machines for detecting known attacks on AODV [4]. In [5], an IDS
is proposed which uses a specification-based technique for attacks that violate the spec-
ifications of AODV directly and an anomaly-based technique for other kinds of attacks
such as DoS. Since wireless nodes can overhear traffic in their communication range,
promiscuous monitoring can also be used to detect attacks such as dropping and modi-
fication. Mobile agents have been suggested as another way to provide communication
between IDS agents.

Few artificial intelligence based intrusion detection systems have been proposed to
explore the complex behavioural space of ad hoc networks. In the first proposed in-
trusion detection systems for these networks [6], statistical anomaly-based detection is
chosen over misuse-based detection, so unknown attacks could be detected. The SVM
Light and RIPPER classifiers are employed and compared in that research. In [7] a
Markov-chain based local anomaly detection model is proposed for a Zone-Based IDS
architecture. The network is partitioned into zones based on geographic location. An-
other approach which constructs an anomaly-detection model automatically by extract-
ing the correlations among monitored features is proposed in [8]. Furthermore, they
introduce simple rules to determine attack types and sometimes attackers after detect-
ing an attack using cross-feature analysis. In [9], an approach which takes into account
limited power issues of nodes by using multi-objective evolutionary computation tech-
niques is proposed. In [10], four classification algorithms are applied for intrusion de-
tection in ad hoc networks and compared.

SVM has been applied to ad hoc networks in order to detect known attacks [6][10].
In [6], while SVM shows a good performance on the routing protocol DSR, its per-
formance on distance-vector routing protocols such as DSDV and AODV is poorer. In
[10], SVM is shown to be the best algorithm among four classification methods on de-
tection of some known attacks against AODV (average detection rate: %77, average
false positive rate: %0.97). In this research we aim to investigate if we could achieve a
good performance with SVM by using an expanded feature set.
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3 Intrusion Detection by Using Support Vector Machines

Support Vector Machines (SVM) is a supervised learning algorithm used mainly for
classification and regression analysis. It is one of the popular techniques for intrusion
detection in conventional networks due to their good performance both in unbalanced
and balanced datasets. In this research, we employ this promising technique to ad hoc
networks environment.

3.1 Support Vector Machines (SVM) Model

SVM algorithm basically constructs a hyperplane or a set of hyperplanes. In order to
have a good separation, the hyperplane’s distance to the nearest training point of any
class should be maximized. The larger the distance the better classification is achieved.
In our experiments, we use libSVM library [11].

In this research the networks are simulated by ns-2 [12]. Mobility patterns of the
nodes are simulated by the Random Waypoint model which is created using BonnMo-
tion [13]. Different network scenarios are created with different mobility levels and
traffic loads. 50 nodes are placed in a topology of 1000 m by 500 m. TCP traffic is
used for communication. The maximum number of connections is set to 20 and 30
to simulate different traffic loads. The maximum speed of nodes is set to 20 m/s and
the pause time between movements is set to 40, 20, and 5 s to simulate low, medium,
and high mobility respectively. AODV periodic hello messages are used for local link
connectivity. The simulations run 5000 s for training and 2000 s for testing.

Table 1 shows the features maintained at each node. This feature set is wider than
other approaches which use SVM for intrusion detection in ad hoc networks [6][10].
The features can be categorised into two main groups: mobility-related and packet-
related features. Mobility-related features help reflect the mobility model of a node or
the network. Some of the mobility features give information about mobility directly
such as changes in the number of neighbours. Others can be the results of mobility such
as changes in the routing table (e.g. number of new routes, number of invalidated routes)
in a time interval. Packet-related features include information about the frequency of the
routing protocol control packets (RREQ, RREP, RERR) sent, received, or forwarded in
a time interval. All features are local to a node, so no communication with other nodes
is needed to gather them.

In order to evaluate our model, we focus on two metrics: detection rate and false
positive rate. The detection rate (DR) shows the ratio of correctly detected intrusions
to the total intrusions on the network. The false positive rate (FPR) shows the ratio of
normal activities that are incorrectly marked as intrusions to the total normal activities
on the network. An acceptable low rate of false alarms is as important as a high detection
rate.

For training we use a dataset obtained from a network under medium mobility and
traffic. It is an unbalanced dataset where normal cases are much more than abnormal
cases. That is the reason we use weight parameter during the construction of our model.
We try different weight parameters empirically and obtain different trade-offs between
detection rate and false positive rate. Based on that, we choose the following weight
parameters: 0.005 for normal cases, 0.1 for abnormal cases. We use C-SVC algorithm
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Table 1. Features

Features (of a node)

1 no. of neighbours
2 no. of added neighbours
3 no. of removed neighbours
4 no. of active routes
5 no. of routes under repair
6 no. of invalidated routes
7 no. of added routes by route discovery mechanism
8 no. of added routes by overhearing
9 no. of updated routes (modifying hop count, sequence number)
10 no. of added routes under repair
11 no. of invalidated routes due to expiry
12 no. of invalidated routes due to other reasons
13 no. of received route request packets destined to this node
14 no. of received route request packets to be forwarded by this node
15 no. of broadcasted route request packets from this node
16 no. of forwarded route request packets from this node
17 no. of received route reply packets destined to this node
18 no. of received route reply packets to be forwarded by this node
19 no. of initiated route reply packets from this node
20 no. of forwarded route reply packets from this node
21 no. of received broadcast route error packets (to be forwarded or not)
22 no. of broadcasted route error packets from this node
23 no. of received total routing protocol packets
24 no. of received total routing protocol packets to be forwarded
25 no. of initiated total routing protocol packets from this node
26 no. of forwarded total routing protocol packets by this node

which is the default algorithm in libSVM. The cost parameter between 5 and 50 is
evaluated, and is chose to be 5. The model trained with these parameters which happens
to be the optimal model considering trade-offs between detection rate and false positive
rate is chose empirically.

3.2 Experimental Results

We evaluate our model on six networks under varying mobility and traffic levels and the
results are demonstrated in Table 2. SVM shows a good performance on detection of ad
hoc flooding attacks. As it is shown clearly, detection rate decreases and false positive
rate increases under high traffic. It is the traffic level which affects the performance of
the model much more than mobility.
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Table 2. SVM Performance on Detection of Ad Hoc Flooding Attacks

Simulations Detection Rate False Positive Rate

low mobility, medium traffic 97.03% 0.83%
low mobility, high traffic 94.17% 2.10%
medium mobility, medium traffic 97.86% 0.76%
medium mobility, high traffic 96.20% 1.70%
high mobility, medium traffic 97.40% 0.95%
high mobility, high traffic 90.02% 1.83%

As it is stated before, SVM is one of the most promising techniques used for intrusion
detection in wired networks. That is the reason we aim to increase its performance for
ad hoc networks successfully in this research. Since the right choice of features is much
important for any machine learning method, we mainly focus on reducing the features
given in Table 1 for a better performance by using genetic algorithms.

4 Selection of Features by Using Genetic Algorithms

The choice of which network characteristics can be used for machine learning is very
important. They must contain sufficient information to allow the fundamentals to be
developed. However irrelevant and too many features could degrade the performance
of the learning algorithms. In this research, we investigate if we could increase the
performance of our model with the selection of right features for training.

Since ad hoc networks have complex properties, we use all possible features which
could represent its behaviour at the routing level as given in Table 1. However some
of these features could not be representative for detecting ad hoc floodding attacks.
Genetic algorithms have been used for selection and reduction of features in many areas
successfully [14,15,16,17], that’s why we use this technique to increase the performance
of our model by using the relevant features.

4.1 Genetic Algorithms (GA)

Genetic Algorithms is an evolutionary computation technique inspired from biological
evolution. The algorithm starts with creating individuals (generally randomly) which
are the candidates solutions for the problem. Traditionally, individuals are represented
in binary as strings of 0s and 1s. Each individual is assigned a fitness value which
shows how the individual solves or comes close to the solution. Some genetic operators
(selection, crossover, mutation, reproduction and etc.) are applied on individuals based
on their fitness values until the termination criteria is satisfied. The aim is to provide
better individuals in the new population.

4.2 Feature Selection

At first, random individuals are created for the solution. These individuals represent
which features are used for the SVM model, and which not. SVM algorithm is run for
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each individual and a fitness value is assigned to each individual based on the formula
below. The GA algorithm continues until a defined generation is reached.

f itness = detection rate − f alse positive rate (1)

We use ecj 20 toolkit [18] for the GA implementation in our experiments. The GA
parameters are selected as follows: 100 for population size, 100 for generation size, 0.9
for crossover probability, 0.1 for reproduction probability. Other parameters used are
the default parameters of the toolkit. At each generation 100 individual is evaluated by
creating a SVM model for each individual. Since our training dataset is huge, fitness
values might not be obtained in a reasonable time. That’s the reason we use a balanced
small subset of our training data and do not employ any weight parameter consequently.

4.3 Experimental Results

GA algorithm is run ten times and the feature set with the highest fitness value is se-
lected. A SVM model is run with this feature set ({1, 2, 9, 10, 16, 19, 26} in Table
1) and all training dataset, and evaluated on different network simulations again. The
results are demonstrated in Tablo 3. Both an increase in detection rate and a decrease in
false positive rate is seen in the results. The false positive rate is below 1% in most of
the cases. A noticeable performance increase is achieved by the feature reduction.

Table 3. SVM Performance after Feature Selection

Simulations Detection Rate False Positive Rate

low mobility, medium traffic 97.69% 0.23%
low mobility, high traffic 96.49% 1.29%
medium mobility, medium traffic 99.67% 0.19%
medium mobility, high traffic 97.57% 1.08%
high mobility, medium traffic 97.44% 0.39%
high mobility, high traffic 93.25% 1.00%

5 Conclusion

In this research, we aim to detect ad hoc flooding attacks. We investigate the use of
SVM in this environment and evaluate its performance on networks with varying traffic
and mobility patterns. In order to increase its performance, we explore the selection of
relevant features by using GA. It is shown that the performance of SVM has increased
with the reduced feature set obtained by GA, both an increase in detection rate and a
decrease in false positive rate is observed. As far as we know this is the first attempt on
selecting relevant features by using artificial intelligence based techniques for intrusion
detection in these networks. In this research, the parameters of SVM is chose empiri-
cally. In the future, the effects of these parameters could be investigated by using GA
as well.
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Abstract. The SCTP (Stream Control Transmission Protocol)  is relatively 
newer transport layer protocol which incorporates the core features of TCP 
(Transmission Control Protocol) and UDP (User Datagram Protocol) and also 
has many unique features like multihoming and multistreaming.  Thus it is ne-
cessary to analyze the performance of SCTP and its advantages over TCP and 
UDP.  This paper presents the performance analysis of SCTP compared to TCP 
and UDP by using two topologies with NS2 simulator. The two topologies are: 
dumb-bell topology with single home and dual home SCTP. Measured perfor-
mance parameters are  throughput, delay, jitter and packet loss.  The results in-
dicate that the throughput of SCTP is better than the throughput of TCP and 
UDP. The jitter problem is less in SCTP compared to TCP. Transmission delay 
of SCTP is more compared to TCP and UDP transmission delay. Packet loss is 
zero for all three protocols. The single home SCTP and dual home SCTP gave 
similar performance. 

Keywords: SCTP, throughput, jitter, delay, packet loss, multihoming, single 
home SCTP, dual home SCTP. 

1   Introduction 

The number of mobile devices (e.g., mobile phone) equipped with multiple network 
interfaces such as IEEE802.11, IEEE802.16, IEEE802.15, etc. are increasing and also 
demanding many multimedia streaming applications. In this context, gaining capabili-
ty to support multimedia communication in the next generation heterogeneous Inter-
net is important. The Internet Engineering Task Force (IETF) has taken initiative and  
proposed a new transport layer protocol named stream control transmission protocol 
(SCTP) [1][2]   to facilitate multimedia communication with multiple IP addresses at-
tached to ends.  

The SCTP is relatively newer protocol which incorporates the core features of TCP 
(connection oriented, reliable data transfer) and UDP (preservation of message boun-
daries) and also has many unique features like multihoming and multistreaming 
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[1][2]. Multihoming allows to attach multiple IP addresses to an end, and multi-
streaming is used to avoid head of line blocking and dynamic address reconfiguration 
(for mobile communication).  

Multihoming allows an association (connection) between two endpoints with mul-
tiple IP addresses. An example of SCTP multihoming is shown in figure 1 where both 
endpoints A and B have two interfaces bound to an SCTP association.  One of the ad-
dress is designated as a primary, while the other can be used as a backup (secondary) 
in case of failure of the primary address.  Retransmission of lost packets can also be 
done over the secondary address.   

Table 1 Shows the comparison of SCTP, TCP and UDP features [3][4]. 

   

    

                              Primary path 

    

               ---       -----------SCTP Association ------------ 

 

                             Secondary Path 

 

 

Fig. 1. Principle of multihoming 

 
Some related works are as follows. An analytic model which approximates the 

steady state throughput of an SCTP session is given in [7]. The model which establish-
es a relationship between throughput and congestion control mechanism is given in [8]. 
The comparison of SCTP and TCP in the viewpoint of the throughput performance 
over the Linux platform is given in [9]. The work given in [10] reports throughput of 
SCTP and TCP streams when they co-exist together in the same channel under self-
similar traffic environment. The Single Direction Delay Difference (S3D) method pre-
sented in [11] can bring better throughput when the send and receive direction delay 
are quite different. 

In this paper, the performance parameters throughput, jitter, delay and packet loss of 
SCTP, TCP and UDP are measured by using dumb-bell topologies with single home 
and dual home SCTP. The results indicate that the throughput of SCTP is  better than 
TCP and UDP. The SCTP is competent enough with TCP and UDP when compared to 
other performance parameters. 
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Table 1. Comparison of SCTP, TCP and UDP 

            Features SCTP TCP UDP

Full duplex data transmission yes yes Yes

Connection oriented Yes Yes No

Reliable data transfer Yes Yes No

Partially reliable data transfer Yes No No

Preservation of message bounda-
ries Yes No Yes 

Congestion and flow control Yes yes No

Ordered data delivery Yes Yes No

Unordered data delivery Yes No Yes

Protection against SYN  flood at-
tacks Yes No NA 

Multihoming Yes No No

Multistreaming Yes No No

Dynamic address configuration Yes No No

Selective acks Yes optional No

 
The rest of the paper is organized as follows. Section 2 deals with the simulation se-

tup. Section 3 explains the  performance parameters. Results and discussions are pre-
sented in section 4. Finally, conclusions are given in  section 5. 

2   Simulation Setup 

The NS2 [5] based simulation is used to plot graphs  throughput  Vs  traffic,  jitter  Vs 
traffic,  delay  Vs traffic and packet loss Vs traffic.  The SCTP, TCP and UDP perfor-
mance parameters are then compared.   

To conduct simulation experiments NS2.35 and its SCTP patch (version 3.8, Dela-
ware University) is used. We ran simulation from 0.5s to 7.5s in NS2 (i.e., for total of 
7s). The topologies used for simulation and the performance parameters measured are 
given in this section. 

We have used two topologies as given in figures 2 and 3: Single home and dual 
home SCTP.  Link bandwidth and delays used in the simulation are given in figures. 
Other parameters used in the simulation are as follows: drop tail queues, IEEE 802.3  
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MAC with MTU = 1500 bytes, duplex links, delayed acks, one stream, CBR traffic for 
UDP and TCP with ftp of packet size of 1000 bytes. We measure the performance by 
considering three types of protocols applied separately in the simulation: TCP, UDP, 
and SCTP. 

 
Sender’s side    receiver’s side  
                                                                                                       
 TCP                                                                                 TCP 
                                 100 Mbps, 25 ms
                                                                                        SCTP 
Dual home SCTP      Router1             Router2 

                                                                                                                             UDP
Links --- 100Mbps, 25msecs 

UDP  
 

Fig. 2. Topology 1- Dual home 

 
     
Sender’s side    receiver’s side 

TCP 
                                                                                         TCP    

       100 Mbps, 25 ms
                                                                                          SCTP  

Single home SCTP           Router1              Router2
                                                                                          UDP 
                                                                                   
UDP                    Links --- 100Mbps, 25msecs  

 
 

Fig. 3. Topology 2 – Single home 

3   Performance Parameters 

Throughput is measured by using the following: (N*S*8bits) / (Duration*1000000) 
Mbps, where  N – Numbers of packets received, S – Size of packets in bytes, Dura-
tion=last packet received time in second minus the first packet sent time in seconds.  

The delay is measured using difference of  packet received time at the destination 
and packet sent time from the source.  Jitter is about the different packets of data ex-
periencing different delays in the network. The jitter is computed using the following: 
Arrival interval[i] = arrival time[i+1] – arrival time[i], where i=packet number. 

The packet loss is measured by using difference of the number of packets transmit-
ted  and number of packets received. 
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4   Results and Discussion 

This section presents the results in terms of throughput, delay, jitter and packe t 
loss. The dual home topology gave zero packet loss for SCTP, TCP and UDP data 
transmission. 

4.1   Throughput 

The figure 4 shows that the throughput of SCTP is far better than UDP and TCP. The 
throughput of SCTP rises to 3.19714 Mbps and then increases and decreases between 
3.19714Mbps 5.21404Mbps. The TCP throughput increases to 1.00588Mbps (observe 
that TCP is sitting on 1.0000Mbps mark line) and stays constant. The UDP throughput 
increases to 0.914035Mbps and then stays constant.  

We have also observed that the number of packets received in dual home topology 
by SCTP receiver, TCP receiver and UDP receiver  is 2434, 865 and 866, respectively 
(even though all links are of same bandwidth (100Mbps) and same delay (25ms)). 

 

 

                                                    Traffic (No. of packets arrival) * 103 

 
Fig. 4. Throughput Vs Traffic 

4.2   Delay 

We analyze the delay for dual home topology. The figure 5 shows the SCTP  and 
UDP delay. For SCTP, delay is different for first 136 packets compared to the rest of 
the packets. The UDP delay is (shown in figure 5 along with SCTP) 0.240 ms.  The 
figure 6 shows TCP delay which is also different for first 150 packets compared to the 
rest of the packets.  
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                                                          Traffic (No. of packets arrival) 

 
Fig. 5. Delay Vs traffic 

 

 
                     Traffic (No. of  packets arrival) 

 
Fig. 6. TCP delay Vs Traffic 

 
The delay characteristic of SCTP and TCP which is different for first 150 packets 

is shown in figure 7. Figure 8 shows the comparison of SCTP, TCP, and UDP delay. 
The delay experienced by TCP packets is less than (for almost all packets) the delay 
experienced by SCTP packets. The delay experienced by UDP is less compared to 
TCP and SCTP delay. 
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Fig. 7. First 150 packets delay characteristic 
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Fig. 8. Comparing SCTP, TCP & UDP delay 
 
 
 

 
 



522 Nagesha and S.S. Manvi 

4.3   Jitter 

The jitter of SCTP, TCP and UDP are shown in the figure 9 for dual home topolo-
gy. The time gap between successive packets (for most of the packets) of SCTP is 
0.000125s, TCP is 0.000323s and UDP is 0.008s. But we can see the spikes (rise in 
time gap between arrival of successive packets)  in case of SCTP and TCP for 
some packets. But we can also observe that more number of spikes in TCP trans-
mission compared to SCTP data transmission. UDP is not experiencing jitter prob-
lem but time gap between successive packets is more (8ms) compared to SCTP and 
TCP. 

 
 

 
                                                 Traffic (No. of  packets arrival) 

 
Fig. 9. Jitter of SCTP, TCP & UDP 

 

4.4   SCTP Single Home and Dual Home SCTP Comparison 

Fig. 10 shows the throughput of SCTP, TCP and UDP when single home SCTP (Fig. 
3) is used. Comparison of fig.10 with fig.4 (dual home SCTP throughput) reveals 
that the single home SCTP throughput is exactly same as (even numeric values 
match) dual home SCTP throughput. The TCP and UDP throughput also remains 
same. Fig.11 shows the delay of SCTP, TCP and UDP when single home SCTP 
(fig.3) is used. Comparison of fig.11 with fig.5 (dual home SCTP delay) reveals that 
the single home SCTP delay is exactly same as dual home SCTP delay. The TCP and 
UDP delay also remains same. Similarly, jitter also follows the similar pattern of  
results.  
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                                          Traffic (No. of packets arrival) * 103 

 
Fig. 10. Single home SCTP: Throughput Vs Traffic   

 
   Secs 

 
         Traffic ( no. of packets arrival)   

 
Fig. 11. Single home SCTP: Delay Vs traffic 

 
Thus single home SCTP performance results are same as dual home SCTP perfor-

mance results. In other words, the multihoming feature of SCTP is not degrading its 
performance. Also in the network it is not affecting the performance of either TCP or 
UDP. 
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5   Conclusions 

The performance parameters throughput, jitter, delay and packet loss are measured for 
SCTP, UDP and TCP data transmission and then the parameters are compared. The 
SCTP is far better than UDP and TCP in throughput. The SCTP is also better in jitter 
when compared to TCP. The UDP is not experiencing any jitter. The delay is more in 
both cases of SCTP and TCP initially and later settles down to little above total link 
delays in the network. The delay is more in SCTP compared to TCP and UDP. The 
UDP delay is constant from first packet to last packet which is just above total link 
dealys. The packet loss is zero for all three protocols. The performance of single home 
SCTP and dual home SCTP is also compared. They gave exactly the same perfor-
mance results. 
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Abstract. Cloud computing represents the latest phase in the evolution of 
Internet-based computing.  In spite of the attractive properties it provides, 
security and privacy issues loom large for cloud computing. In this paper, we 
concentrate on the security threats involved in cloud by providing an 
Authenticated Key Exchange Protocol (AKExP). In this protocol, we make use 
of the identity management scheme and symmetric key encryption algorithm so 
that unauthorized users cannot get access to the sensitive data stored in the 
cloud. This proposed approach minimizes the computation cost and 
communication cost when compared with another authentication protocol, 
Identity-based Authentication Protocol. This paper provides an efficient and 
secure way to authenticate the user in the cloud both by the owner and cloud 
service provider.  

Keywords: Cloud Request Dispatcher, Symmetric Encryption, Key Exchange, 
Cloud Security. 

1   Introduction 

Cloud computing is a class of next generation highly scalable distributed computing 
platform in which computing resources are offered 'as a service' leveraging 
virtualization and Internet technologies. Cloud computing represents a significant 
opportunity for service providers and enterprises. Cloud-based services include 
Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Software-as-a-
Service (SaaS). Relying on cloud computing, enterprises can achieve cost savings, 
flexibility, and choice for computing resources. Because of these advanced features 
users are looking up to cloud computing to expand their on-premise infrastructure, by 
adding capacity on demand. Now, recession-hit companies are increasingly realizing 
that simply by tapping into the cloud they can gain fast access to best-of-breed 
business applications or drastically boost their infrastructure resources, all at 
negligible cost. Amazon's Elastic Compute Cloud (EC2) [3] and IBM’s Blue Cloud 
[4] are examples of cloud computing services. These cloud service providers allow 
users to instantiate cloud services on demand and thus purchase precisely the capacity 
they require when they require based on pay-per-use or subscription-based model. 
Although cloud computing provides a number of advantages that include economies 
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of scale, dynamic provisioning, increased flexibility and low capital expenditures, it 
also introduces a range of new security risks [5]. As more and more in sequence on 
those issues and companies info placed in the cloud, concerns are commencement to 
grow about just how safe a cloud environment is. We are able to identify the 
following threats in cloud environment 

i. Maltreatment and despicable Use of Cloud Computing 
ii. lacking confidence Application Programming Interfaces 
iii. Malevolent Insiders 
iv. Shared Technology Vulnerabilities 
v. Data Loss/Leakage 
vi. Account, Service & Traffic Hijacking 

In cloud computing, the security is the main issue that catches the attention of many 
researchers. So that new models are developed in order to reduce the vulnerabilities in 
cloud. Cloud contains large amount of sensitive information which the malicious 
users and hackers wants their hands on it. Our proposed model provides a mechanism 
which allows only the authenticated user can gain access to the sensitive information 
stored in the cloud. We make use of the identity management schemes to provide 
unique identity to the users and owners. The owner authenticates the user before 
granting permission to access the data. The computation which is done on the owner 
part is negligible because it is a onetime process. Hence our model drastically 
minimizes the computational cost and the communication cost. The rest of the paper 
is organized as follows: Section 2 discusses the related work. Section 3 presents the 
proposed model. In Section 4 we will discuss the merit of our approach and in Section 
5 we will conclude the paper. 

2   Related Work 

Identity Based Authentication for cloud computing [1] proposes an identity based 
authentication model for cloud computing (IBHMCC) and present a new identity 
based authentication protocol for cloud that provides authentication for the user by 
making use of encryption and signature schemes. Identity based Cryptography for 
Cloud Security the same applies to the work of Crampton et al.  [3] who examine  
how  identity-based cryptography  can  be  used  to  secure Web  services  in  general. 
Lishan Kang et al [6] improved the authentication method by placing the trust 
authentication component on the cloud end. This system will also produce hindrance 
if the service provider is not trusted. Qin Liu et al [7] provide secure means of sharing 
the data in cloud by making use of the hierarchical identity based encryption 
algorithm. Using their scheme, user needs to encrypt the file only once and store the 
corresponding cipher text in a cloud. Our paper overcomes the drawbacks that are 
present in the prior research work and provide security with minimal computation 
cost. 
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3   Proposed Model and Its Approach 

3.1   Cloud Request Dispatch Manager 

The sole purpose of this approach is to provide authentication to the authorized user, 
so that malicious user do not gain access to the sensitive information stored in the 
cloud. Our proposed model is composed of three entities: cloud service provider 
(CSP), the owner and the user as shown in  
 

 
 

Fig. 1. The user is the one who request authentication for accessing data in the cloud. 
The cloud service provider stores all the information which the user is trying to get 
access to. The owner processes the request to provide authentication for the data the 
user wants to gain access. Our model comprises of two phases: 

1. Authenticated Key Exchange Phase. 
2. Key Verification Phase 

Preliminaries 
 

Cpu – Cloud Service Provider’s Public Key. 
Cpr – Cloud Service Provider’s Private Key. 
UID – User Unique Identity. 
OID – Owner Unique Identity. 
H1 – User’s Hash Function. 
 
H2 – Owner’s Hash Function. 
AKey.ID – Access Key of the User. 
PID – Access Privilege of the User. 
TID – Identity Table maintained by the Owner. 
TA – Access Table maintained by the User. 
 
KGA – Key Generation Algorithm.  
Sk – Symmetric Key Encryption. 
DK – Decryption Key of the user. 
Req – Requesting permission to access the data. 

RScmp = (RS1 + RS2 … + RSn)/Sn 

RScmp  Resource computing from global 
source 

{RS1, RS2, RSn}  Retrieved Resources after 
computing 
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3.2   Authenticated Key Exchange Phase 

3.2.1   Key Request Phase 
In this phase, the user sends request the CSP to access the data stored in it. The 
request message consist of the hashed unique identity H1(UID) and the corresponding 
owner identity OID. The UID and the OID are the key entities which uniquely identifies 
each user and the corresponding owners in the cloud. The H1 (UID) and OID are 
encrypted by using the public key of the accessing CSP. The CSP receives the 
encrypted request message and decrypts it using the private key. The CSP checks the 
owner’s identity OID and instructs the request dispatch manager to send the hashed 
unique identity H1 (UID) of the user to the corresponding owner. 

 
 

Fig. 1. Authenticated Key Exchange Protocol for Cloud 
 

3.3   Request Message 

 

Cpub((H1(UID),OID)) (1) encrypted 
message 
 
Cpr(Cpub((H1(UID),OID)))  (2) 
 
H1 (UID), OID)    (3) decrypted 

message 
 
OID=H1 (UID)    (4) 
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3.4   Key Generation Phase 

The owner after receiving the hashed value maps this value with the identity table 
which consists of all the hashed value of its users and their corresponding access 
privileges. If the hashed value of the user matches with any of the hashed value 
present in the table, then the owner runs a key generation algorithm to generate the 
access key for the user AKey.ID. The owner performs two operations with the generated 
access key. First, the owner encrypts the access key AKey.ID along with the privilege 
assigned to the user using the symmetric encryption algorithm AES and then performs 
a hash operation on the access key H2 (AKey.ID). The owner encrypts the hashed access 
key H2 (AKey.ID) and the privilege assigned to that user PID by using the CSP’s public 
key. 

3.5   Generation of Access Key 

 

3.6   Key Acknowledgement Phase 

The owner then sends the encrypted message CPub (H2 (AKey.ID), PID) and the SK 
(Akey.ID, PID) to the CSP. The CSP decrypts the message using its private key and 
stores the hash value and the corresponding privilege of the user on the access table. 
The CSP sends the encrypted access key and the user access privileges to the 
requested user by the request dispatch manager. The user UID is used for decrypting 
the encrypted message send by the request dispatch manager. Acknowledgement: 

 

User 
DK (SK(AKey.ID, PID)) 

AKey.ID, PID – is user access key and access privileges. 

3.7   Key Verification Phase 

This is the final phase, the user receives the access key and the privilege required to 
access the data in the cloud. The key exchange operation performed by the owner  
 

If H (TID) == H1 (UID) (5)
 
Then Identify ID 
 
AKey.ID=KGA    (6) 

Cpu(H2(AKey.ID), PID, Sk(AKey.ID, PID)) (10) 

Cpr(H2(AKey.ID), PID, Sk(AKey.ID, PID)) (11) 

H2 (AKey.ID), PID, Sk(AKey.ID, PID)  (12) 
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comes to a completion, once all the authorized users are provided with their 
respective access key and access privileges. The users who were all declared as 
authenticated can directly access the cloud by using their access keys and access 
privileges. The user receives the corresponding access key and privileges through 
which the access to the data is granted by the service provider. The message received 
from the CSP is decrypted by making use of the unique identity of the user. In order 
to access the data the user sends a request message to the service provider consisting 
of the hashed value of the access key and the access privileges. The CSP maintains an 
access table consisting of the hashed value of the access key of the users and their 
corresponding access privileges pair. The access privileges are used to efficiently map 
the users with their corresponding hashed value. The CSP receives the access request 
from the user to decrypt the message using its private key Cpr (H1 (AKey.ID), PID) and 
maps the received hashed access key and access privileges with the access table. If a 
match is found then the CSP start to process the request by retrieving the data from 
the cloud and sends the data back to the user. 

 

Consider an example where Bob is the user who is eager to access the information in 
cloud. For Bob to gain access, he must be authenticated has an authorized user. Bob 
request the owner say Alice for an access key via CSP. Suppose Bob’s secret identity 
is UBob, he request the CSP by sending a request message Cpu(H1(UBob),OAlice). The 
CSP decrypts the message using Cpr and instruct the request dispatch manager to 
redirect the request to Alice. Alice maintains an identity table TID which consist of H2 
(U1… Un), U1…Un and P1,……,Pn. Alice maps H1(UBob) with TID. If match is found, 
Alice generates a random access key ABob. Alice runs the symmetric encryption 
algorithm for ABob and PBob using UBob. Alice sends an acknowledgement message to 
the CSP which is given asCpu(H2(ABob),PBob1,SK(ABob,PBob)).The CSP decrypts the 
message and stores H2(ABob),PBob in its access table TA, then SK(ABob,PBob) is send to 
Bob. Bob decrypts it using UBob and obtains the access key ABob and PBob. Now Bob is 
proved as an authorized user. The CSP provides access to Bob only if H2(ABob)= 
H1(ABob) and PBob1= PBob. As this methodology uses symmetric key encryption, the 
computation time reduces to a considerable level. The user uses hashed user identity 
which makes it more difficult to decrypt the user identity which adds to an additional 
level of security. Even though the owner participates in authenticating the user by 
providing access key which increases the computation time, this is a onetime process 
which is negligible. 

Verification 
Cpu(Req(H1(AKey.ID),PID))  (7) 

Cpr(Req(H1(AKey.ID),PID))  (8) 

H1(AKey.ID) ==H2(AKey.ID)  (9) 
 

and PID == P’ID then Access Granted. 
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4   Advantages of the Proposed Approach 

This paper proposes an approach which is an alternate to the trusted third party’s that 
are used for key generation for the authentication of the user and it reduces the risks 
that are associated with the use of trusted third parties. The main advantage of the 
proposed approach is: 

 
1. Authentication without disclosing unencrypted data. This prevents unnecessary 

data disclosures. 
2. Protection of identity data from untrusted hosts. If the data reach an unintended 

destination, the attacker cannot retrace the identity of the user because the 
hashing function which is used is one way. 

3. Access privileges are used so that CSP can efficiently map the authorized user. 
So that access is granted with minimum time period. 

Table 1. AKExP- Authenticated Key Exchange Protocol encryption and decryption stages 

Request Message Phase-
RMP 

Key Generation Phase-
KGP 

Key Acknowledge 
Phase-KAP 

Key Verification Phase-
KVP 

RScmp = (RS1 + RS2 … + RSn)/Sn 
Encrypted Decrypted Encrypted Decrypted Encrypted Decrypted Encrypted Decrypted 
Cpub((H1(
UID),OID)) 

Cpu(Cpub(
(H1(UID),
OID))) 

OID=H1 
(UID) 

AKey.ID=
KGA 

Cpur(H2(A
Key.ID), 
PID, 
Sk(AKey.I
D, PID)) 

Cpu(H2(A
Key.ID), 
PID, 
Sk(AKey.I
D, PID)) 

Cpur(Req(H
1(AKey.ID), 
PID)) 

H1(AKey.I
D) 
==H2(AK
ey.ID) 

 
H1 (UID), 
OID) 

H(ODI) H (TID) 
== H1 
(UID) 

Akey= 
AKGP(ID, 
H1, Hn) 

DK 

(SK(AKey.ID, 
PID)) 

 

H2 
(AKey.ID), 
PID, 
Sk(AKey.I
D, PID)

Cpur(Req(H
1(AKey.ID)
,PID)) 

PID == 
P’ID 

A model of encryption and decryption format acquire in normal key exchange 
while accessing cloud information are described in Table.1 based on AKExP- 
Authenticated Key Exchange Protocol encryption and decryption technique and key 
exchanges as per cloud users and requestors input request phenomenon. 

5   Conclusion 

With the immense growth in the popularity of cloud computing, the privacy and 
security issues are the major concern for both the public and private sectors. In this 
paper, we propose an Authenticated Key Exchange Protocol (AKExP) which provides 
authenticated access to authorized user. The computation cost and the communication 
cost are drastically reduced in our proposed model. Our future work will be extending 
the proposed protocol for the hybrid cloud. 
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Abstract. The design of 2D wireless sensor network (WSN) has been
mostly considered in recent research approaches, while the case of 3D
sensor network has not been so much explored. In reality, most wireless
sensor networks operate in three-dimensions. Moreover, the 3D scenar-
ios of WSN represent more accurately the network design for real world
applications. One of the main design challenges in WSNs is energy effi-
ciency to prolong the network operable lifetime. An efficient planning of
WSN can control the energy consumption of the whole network. In this
paper, by using computational geometry theoretic, we propose a frame-
work for dynamic topology construction of 3D WSN for a given 3D space
monitoring application.

Keywords: 3D WSN, Voronoi diagram, Delaunay triangulation, cover-
age, node scheduling.

1 Introduction

Generally, it is assumed that all nodes of a network reside on a plane in 2D WSN
design of terrestrial networks. This assumption is not always valid if a network is
deployed in space or ocean, where nodes of a network are distributed over a 3D
space. For example, 2D design of underwater sensor network is not appropriate
it requires 3D design. Ocean column monitoring requires the nodes to be placed
at different depths of the water, thus creating a three-dimensional network. The
design of WSNs for application like environment monitoring also requires 3D
design rather than 2D design, where WSNs deployed on the trees of different
heights in a forest. The 3D WSN design is most suitable for monitoring cave as
compared to 2D WSN design. Similarly, 3D WSN design is the obvious choice
for monitoring railway tunnels, underground tunnels in the mine. Monitoring a
large area with WSNs requires a very large number of sensor nodes which entails
more energy consumption. One of the main design challenges in the WSNs is
energy efficiency to prolong the network operable lifetime.

Deployment of sensor nodes is one of the major issues in WSN environment.
A sensor network deployment can usually be categorized as either a dense de-
ployment or a sparse deployment [1]. A region of interest must be covered with

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 533–542.
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the deployment of sensor nodes. Thus, while planning a wireless sensor network,
coverage and connectivity are two important issues which need to be dealt with.
The coverage problem in WSN can be classified into three classes: area cover-
age, point coverage and barrier coverage [2][3]. Deployment and configuration
of sensor networks to ensure the desired level of connectivity and coverage is
fundamentally more challenging in 3D rather than 2D [4]. Energy conservation
and network performance are two other issues and probably the most critical
issues in wireless sensor networks. To increase the lifetime of the network, one
solution that has been proposed in the literature [5] is to switch set of nodes
between active and inactive states.

This paper intends to deal with the above mentioned issues while focusing on
design and planning of 3D WSNs. The specific applications which are chosen for
this work are monitoring applications for 3D space e.g., forest, cave, underground
mine tunnel, railway tunnel etc. The paper presents an algorithmic framework to
plan an energy efficient 3D WSN for the monitoring applications. The method-
ology proposed within the framework centers around dynamic activation of a
subset of sensor nodes in a densely deployed environment, thereby reducing the
initial topology and helping to conserve energy for the entire WSN. The entire
framework is built up on the basis of computational geometry algorithms.

The remainder of this paper is organized as follows. Section 2 reviews related
work. The proposed framework and methodology for planning of wireless sensor
networks are discussed in Section 3. In Section 4, we evaluate our proposal.
Concluding remarks and future research directions are given in Section 5.

2 Related Work

Several research works for minimizing energy consumption and prolonging the
network lifetime have been proposed in the literature. In this section we mention
some of the prominent proposals reported in the literature and discuss their
properties in relation to our work.

Ravelomanana [6] investigated several basic characteristics of randomly de-
ployed WSNs regarding sensing and transmission ranges for connectivity and
coverage in 3D WSNs. In [7], Huang et al. addressed the coverage problem in 3D
WSNs by reducing the geometric problem from a 3D space to a 2D space. Xing
et al. [8] discussed the dependencies between coverage and connectivity on the
basis of the relationships between the radius of the communication range and the
radius of the sensing range of the sensors. Alam and Haas proposed a solution
for the coverage and connectivity problem in a 3D underwater sensor network
in [9]. In [10], Chen et al. proposed a probability based K-coverage approach
for WSNs in the monitoring of 3D space. In [11], Ammari et al. proposed an
integrated concentric sphere model to address coverage and connectivity in 3D
WSNs using the concepts of continuum percolation.

In [4], Poduri et al. emphasize some of the challenges in designing algorithms
for 3D and discussed possible extensions of existing 2D designs for the deploy-
ment and configuration to 3D design. Andersen et al. [12] proposed a technique
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to optimize sensor deployment in the presence of constraints such as restrictions
on sensor locations and non-uniform sensing regions for the 3D WSNs.

A sponsored area algorithm is proposed in [5], which aims at providing com-
plete coverage by its off-duty eligibility rules. In [13], the authors concentrate on
the issue defined as density control which arises in high density network. Zhang et
al also prove a fundamental result, i.e., if the transmission range is at least twice
the sensing range, a complete coverage of a convex area implies connectivity of
the working nodes [13].

In our present work, the objective is to propose an algorithmic framework for
designing and planning of an energy efficient WSN for a given 3D space moni-
toring application. Tian et al. in [5] pointed out that nodes can have different
sensing ranges due to initial set up or due to effect of changes during their life-
time. In [14], the problem of selecting a minimum energy-cost connected sensor
cover, when each sensor node can vary its sensing and transmission radius is dis-
cussed. Although, our work has been inspired from these research works, unlike
the previous works, in our proposed methodology, each sensor node is deployed
in 3D space and can dynamically change its sensing range and transmission
range. Computational geometry based techniques are used to compute sensing
and transmission ranges of sensor nodes. Initially sensor nodes are randomly
deployed in the 3D space. Thus, the deployment is dense in nature. Sensing
and transmission ranges are adjusted dynamically and then a subset of sensors
is selected to be active so that the given region is covered and the selected
set of sensors form a connected communication graph. The initial topology is
thus reduced to control the energy consumption of the whole network subject
to maintaining the network performance. This is in contrast with the works of
other researchers [15] where each sensor node is statically assumed to be either
in active (powered on) or in inactive state.

Thus, starting from an initial topology, we propose to reduce the topology by
separating the nodes into an active and an inactive sets with a goal that the
region of interest is fully covered while keeping the energy consumption as low
as possible. The energy costs due to sensing and transmission activities of all the
active sensor nodes in the network are considered here. The proposed framework
also identifies a region within the area of interest, where more sensors need
to be deployed. To deal with above mentioned issues, computational geometry
techniques are applied. Thus, in this paper, we will focus on the sensing and
transmission ranges of sensor nodes when discussing deployment issues in 3D
WSN.

3 Proposed Framework

Let us consider a set of sensors, S = {s1, s2, ..., sn} which are randomly dis-
tributed in a 3-dimensional space to monitor a desired area. The wireless sensor
network is modeled as a graph G(S,E), where S represents a set of sensor nodes
(vertices) and E is a set of links (edges) between sensor nodes. The sensor den-
sity should be high enough so that any point can be monitored by at least one
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sensor. The sensing and transmission areas of the sensors are modeled as sphere
and radii of such sphere are different (non unit sphere) for different sensors. It
has been already mentioned that the objective of the framework proposed in
this paper is to dynamically control the sensing range and transmission range
in order to reduce the energy consumption of the entire network. The sensing
range of a sensor si is modeled by a sphere of radius sri. The transmission range
of sensor si is modeled by a sphere of radius tri. The transmission range can be
adjusted by changing the transmission power of the radio transceiver. The pro-
posed framework consists of two main processes namely topology construction
and topology control.

Topology construction process aims at building a reduced topology in order
to save energy while preserving network connectivity and area coverage. Once
the initial reduced topology is created, the network starts performing the tasks
for which it has been designed. In the proposed approach, each sensor node
autonomously and periodically can change its sensing range and transmission
range. In such a dynamic environment Voronoi diagram [16] is used to determine
the sensing range of sensor nodes and the concept of Delaunay triangulation
[16] is used to determine the transmission range of sensor nodes. K-coverage
algorithm is used to identify extra nodes in the initial random deployment. The
initial topology is reduced and the selected sensor nodes are scheduled according
to the proposed node scheduling algorithm. Appropriate routing algorithm needs
to be designed in the next phase.

Topology control process, shares most, if not all, of the above steps that
are used for topology construction. In the topology control phase two impor-
tant activities take place - (1) Monitoring and (2) Maintenance. Monitoring
energy consumption of sensor networks is of great significance to prolong the
network lifetime and to maintain the network connectivity. The proposed frame-
work mainly considers three metrics for monitoring purpose: (1) Energy (2) Link
quality (3) Usage. Both available and consumed energy of sensor nodes need to
be monitored. Lifetime of a sensor node may be measured using these data. The
LQI (Link Quality Indicator) measurement is a characterization of the strength
or quality of a received packet by a sensor node. RSSI (Received Signal Strength
Indicator) measures the strength (power) of the signal for the packet. Topology
can be maintained in reactive or proactive manner.

This paper mainly deals with the topology construction process. Therefore,
topology control has been kept out of its scope. Nevertheless, within this frame-
work, topology control process reconstructs the WSN topology with the help of
similar algorithms that are used in the topology construction process and thereby
optimizes the performance of the network. Following subsections describe each
of the phases of topology construction process of WSN planning in detail.

3.1 Determining Sensing Range

As we have already discussed, the 3D Voronoi diagram of S i.e., V (S) decomposes
the space into regions around each point si ∈ S, such that all the points in the
region around si are closer to si than any other point in S. Thus one of the
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vertices of the convex polyhedron forming the Voronoi cell is the farthest point
from the point (sensor node) inside it. Therefore 3D Voronoi diagram can be
used in determining WSN coverage in 3D networks. We assume that srmi is
the maximum possible sensing range of the sensor. In this algorithm srvi is
computed which is the distance between si and the farthest point fsi in its
region i.e., Voronoi cell ν(si). So, the sensing range of si could not be less than
srvi, as si is responsible for monitoring any event occurrence in its region (ν(si)).
Here, srvi and srmi are two extreme points, where srvi indicates the minimum
possible range and srmi indicates the maximum possible range. Each sensor
node si is set with a sensing range sri, which is the average of these two extreme
values.

3.2 Determining Transmission Range

In [13], connectivity is trivialized by assuming that the transmission range is at
least twice of the sensing range. We focus on a more generic connectivity con-
dition that can be used even when the transmission range is less than twice the
sensing range. In this algorithm, 3D Delaunay triangulation of S i.e., D(S) is
computed. Each edge eij ∈ D(S) is assigned a weight, which is the Euclidian dis-
tance between si and sj . The 3D Delaunay triangulation,D(S) is then converted
to a weighted 3D Delaunay triangulation. The transmission range of sensor si
denoted by tri is then defined as the maximum value of all the weights those
have been assigned to the edges incident to si. Here, we assume that trmi is the
maximum possible transmission range of the sensor node si and tri < trmi, as
large number of sensor nodes are deployed in the field.

3.3 Coverage

Coverage problem in sensor networks is one of the fundamental issues, which
reveals how well a defined area is monitored by sensors. Since sensors are ran-
domly distributed, the sensing regions of some sensors overlap and holes may
also be created in some areas. The sensing ranges of sensors can be unit spheres
or non-unit spheres. In this paper, the sensing and transmission range of sensor
nodes are modeled by non unit spheres as discussed earlier. As output of the
previous steps, each sensor si, i = 1, ..., n, has a sensing range of sri, i.e., it can
monitor any event that occurs within a sphere of radius sri and centered at
si. The area monitored by sensor node si is denoted by Ai and is said to be
k-covered if it is within the sensing ranges of at least k sensors. According to
our assumption, the WSN may be overly covered by too many sensors in certain
areas. In such cases, the area Ai monitored by si can be entirely covered by its
k immediate neighbor nodes. The objective of this step is to find the value of k
for each sensor node.

3.4 Node Scheduling

As suggested in [5], if there are more sensors than necessary, we may turn off
some redundant nodes to save energy. These sensors may be turned on later



538 S. Roy and N. Mukherjee

when other sensors run out of energy. Tian and Georganas [5] proposes a node-
scheduling scheme to guarantee that the level of coverage of the network area
after turning off some redundant sensors remains the same. This paper pro-
poses a node scheduling algorithm on the basis of variable sensing and trans-
mission range as discussed earlier. Let us define the active set of sensor nodes
AS (AS ⊆ S) which contains the sensor nodes that are turned on. Similarly,
inactive set of sensor nodes contains nodes which are turned off (IS ⊆ S). After
the initial node scheduling the WSN is reduced and this reduced WSN should be
revisited to verify the connectivity. Connectivity can be assured by controlling
the transmission range of the sensor nodes from the active set and if required
selecting some nodes from the inactive set of sensor nodes and making them
partially active for transmission purpose only. Sensor nodes in partially active
set (PAS ⊆ S) are used for transmission purpose only. These sensor nodes are
not used for sensing activity. The transmission range of each sensor node from
the active set is revised. If the revised transmission range of any sensor node
si exceeds its maximum possible value (trmi), then a sensor node sk ∈ IS is
selected as a partially active sensor node (for transmission purpose only).

4 Result

The topology construction phase has been tested in a simulation environment in
order to demonstrate its functioning and its effectiveness. The simulation envi-
ronment is generated by using MATLAB version 7.11.0. Topology construction
process of WSN for a given application and the performance evaluation of the
framework are presented in the following subsections.

4.1 Topology Construction

The demonstration of the design and planning of WSN using our proposed frame-
work for an application is presented in this section. Here, we simulate the en-
vironment of a sensor network with 30 sensor nodes. Consider our deployment
area as a 10m cubic area. In our model, we initially deploy sensors randomly in
the area to be monitored.

Voronoi diagram is used for decomposing the area into 30 polyhedras i.e.,
Voronoi cells, such that each cell corresponds to one of the sites (sensor nodes).

Transmission range of a sensor node is calculated from the weighted 3D De-
launay triangulation. Here, weight indicates the distance between the sensors.
Maximum weight among the edges incident to a sensor node is assigned as the
required transmission range of that particular sensor node. For example, in the
current scenario, sensor node 5 is the farthest node from the sensor node 29,
while sensor node 17 is the farthest from the sensor node 5. So, the transmission
range of the sensor node 29 is the distance between sensor nodes 29 and 5, while
the transmission range of the sensor node 5 is the distance between sensor nodes
5 and 17. Transmission range of each sensor node is depicted by dotted lines in
the Figure 1 (a). Figure 1(b) shows the topology with active sensors.
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Fig. 1. (a) Transmission range using 3D Delaunay Trainagulation (b) Topology with
active sensor nodes

4.2 Performance Evaluation

In this section, we examine the performance of the proposed solution through
extensive simulations. The performance of our proposed framework in terms of
energy conservation was investigated. We consider an energy consumption model
for analysis of sensor networks as proposed in [17]. We have carried out a set of
experiments with various topologies. The key metric for evaluating the proposed
algorithms was the energy consumption used for data transmission. Simulations
are conducted with different parameter settings as described earlier to evaluate
the proposed framework. The sensor networks with 10 to 50 nodes simulating the
sensor nodes with randomly generated positions in a 10m to 50m cubic region
were considered in our experiments.

The performance of the proposed algorithm depends on various parameters:
the number of sensor nodes in a target area and the transmission range of sensor
nodes. In the simulation, we consider three ways to set transmission range of
sensor nodes.

1. As in [13], we set transmission range as twice of sensing range.
2. Transmission range is set to maximum possible range.
3. Transmission range is set using our proposed algorithm.

Performances of the following two cases are compared:

case a: All sensor nodes are active in the WSN.
case b: Only some sensor nodes are activated using our algorithm.

Energy consumption in both cases with transmission range according to our
proposed algorithm is depicted in Figure 2. These results clearly illustrate that
the sensor network with active sensor nodes consume much less energy than
the sensor network with all nodes in the network. Figure 3 shows the energy
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Fig. 2. Comparison of energy consumption in case (a) and case (b) with transmission
range using proposed algorithm

Fig. 3. Energy consumption with active sensor nodes

consumption in sensor network with active sensor nodes. Generally, energy con-
sumption depends on the power settings used for transmission, reception and
idle listening (partially active mode). In the simulation, we assume that the en-
ergy consumed during inactive mode is negligible. According to our framework,



Topology Construction of 3D Wireless Sensor Network 541

sensing ranges and transmission ranges of sensor nodes are dynamically restruc-
tured with changing topology.

Simulation results indicate that transmission ranges have great impact on
energy consumption and network lifetime. As a consequence, network lifetime
decreases with an increase of transmission range. These results clearly illustrate
that the sensor network with active sensor nodes (case b) consume much less
energy than the sensor network with all nodes (case a) in the network. The
amount of energy saved in case b is due to significant number of inactive nodes.
Note that the energy savings achieved by the proposed algorithm is always higher
than those in the other situations. From the simulation results we have observed
that how well the proposed algorithm reduces energy consumption.

5 Conclusion

In this paper, a new algorithmic framework is proposed to address the need
for an energy efficient planning mechanism for 3D wireless sensor network for
an environmental monitoring application. Topology construction and topology
control are two main processes in the framework. This paper mainly focuses on
the topology construction process. The proposed framework utilizes the proper-
ties of 3D Voronoi diagram and 3D Delaunay triangulation to limit the sensing
range and transmission range of sensor nodes. Robustness of the algorithm has
been demonstrated by simulation. Future work will aim at developing efficient
topology monitoring and maintenance schemes as a part of the topology control
process of the proposed framework. There are still many areas to be explored
within this research topic. This initial set of experiments serves to demonstrate
the fruitfulness of the concept. Future work also includes extending the frame-
work to different application scenarios and investigating the impact of different
network parameters and performance metrics in the design of 3D WSNs.
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Abstract. A dual capacitively loaded planar inverted-F antenna (C-PIFA) is 
proposed and studied.  The capacitive loading of the proposed structure reduces 
the resonant length from λ/4 to less than λ/6.  While inheriting the attractive 
features of PIFAs, such as easy fabrication and low cost, the proposed design 
exhibits desired GSM bandwidth with high gain. This antenna could be used in 
mobile devices requiring less weight and high mechanical strength. The 
proposed structure can be implemented with very thin metal sheet, which 
accounts for its less weight. 

Index Terms: Finite ground plane, MoM methods, patch antenna, GSM, PIFA. 

1   Introduction 

The need for smaller antennas with low profiles is increasing day-by-day with the 
reduction in size of the wireless sensors and communication devices. The room for 
antenna design has been marginalized. Various designs for PIFA have been discussed 
which address these demands [1]-[3]. PIFA is an electrically small antenna with 
resonant length approximately equal to λ/4. The PIFA has an omnidirectional pattern 
in the plane of the patch. The PIFA are reported to have their resonant wavelengths 
less than λ/8 [4]. 

The PIFA has been studied in detail in recent years. A lot of effort has been made 
in recent past to study the effects of various parameters on performance parameters. 
Effect of varying width of feed plate and shorting post on bandwidth has been studied 
[5] It was shown that the height [6], shorting plate width [7], and meandered shorting 
strip [8] can be used to increase the bandwidth of the Inverted F Antenna. The 
centrally fed planer inverted F-antenna (CPIFA) is derived from the PIFA. It is fed at 
the centre-line giving the antenna its name [9].  

A λ/4 x λ/4 microstrip antenna is formed by placing two shorting walls on the 
adjacent edges of a square microstrip antenna. The shape produces an antenna with 
one-fourth the area of a square patch antenna [10]. This provides a good option where 
volume is restricted. The antenna design proposed in this paper is a  λ/4 x λ/4 variant 
of the C-PIFA. The design reduces the resonant length of the antenna to less than λ/6 
preserving the square shape for efficient volume utilization. 
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Section 2 introduces the structure of the proposed antenna. The computational 
results describing the effects of various parameters are discussed in Section 3. In 
Section 4, a compact antenna design for DCS communications is presented. The 
conclusions are presented in Section 5. 

2   Structure 

The structure of the proposed antenna is shown in Fig. 1. The top plate dimensions of 
the PIFA are (lpifa, wpifa) = (45 mm, 45 mm). The height of the PIFA is hpifa = 10 mm. 
Air is taken to be the substrate. The shorting posts are centered along the edges. The 
antenna is fed along the centerline at (0, 36mm, 0) giving the antenna it’s name 
centrally fed planer inverted-F antenna. The feeding medium is taken to be coaxial 
cable with a reference impedance of 50 Ώ. The adjacent edges of the antenna are 
loaded with capacitances to maintain the symmetry of the structure. The capacitive 
loads are formed by folding the open ends of the PIFA towards the ground plane and 
adding plates parallel to ground. The length of the top plates of the capacitors lcap is 
2mm. The ground plane is taken to be square with the patch lying on its centre i.e (0, 
0, 0).This structure serves as basis for computations in next section. 
 
 

     

          (a)                                                                   (b) 
 

Fig. 1. Side views of the capacitively loaded centrally fed planar inverted F antenna. The di-
mensions of the patch used for simulation purposes in Section 3 are (lpifa, wpifa, hpifa) = (45 mm, 
45 mm, 10mm).  

Table 1. Design Parameters 

Notation Quantity 

 

 Notation Quantity 

 

wpost width of the shorting post   hpifa height of the substrate i.e. air 

 lpifa length of the rectangular patch  lcap length of the capacitance 

wpifa width of the rectangular patch  wcap width of the capacitance 

   dcap depth of the capacitance 
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3   Computational Results 

The performance parameters i.e. impedance bandwidth , gain, field patterns and input 
impedance are determined using the Method of Moments  (software FEKO) [11]. 
Theoretically, the resonant frequency is 1.66 GHz if the antenna is assumed to be a 
λ/4 patch. 

A. Shorting Post  

The ground plane dimensions are taken to be 50mm x 50mm. The capacitor depth and 
width are (dcap, wcap) = (2mm, 4mm). It can be seen from Fig. 2 that the reduction of 
the width of the shorting posts reduces the resonant frequency of  the antenna. The 
bandwidth is considerably decreased . The quality of matching is improved. The 
maximum gain remains almost the same in the  XY plane (Fig . 3). The reduction in 
the frequency is attributed to the increase in the inductance of shorting posts on 
decreasing its width [9].   

 

 
 

Fig. 2. The reflection coefficient against fre-
quency curves for different values of the 
shorting post width.  wpost is varied as a frac-
tion of the width of the PIFA, wpifa. 

Fig. 3. The far field pattern in XY plane with 
the variation of the width of the shorting post 
wpost.  wpifa/10 signifies the width of the capaci-
tor plate to be one-tenth of the patch width . 

 
B. Capacitive Loads 

The inductance introduced by the shorting posts has to be balanced out by an 
equivalent capacitance. The introduction of load capacitances at the edges opposite to 
the shorting post further reduces the operating frequency of the PIFA. 

Here, we present the effect of varying the load capacitance on antenna 
characteristics. As the capacitance, depends upon Wcap and dcap essentially the 
variation of the two parameters is discussed in this section. The variations are done 
for both the capacitances simultaneously. 
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Fig. 4. The reflection coefficient versus fre-
quency curves are plotted by varying the depth 
of the capacitor. The depth is varied as a func-
tion of the height of the substrate i.e. hpifa/3 
signifies depth of the capacitor, dcap to be one-
third of the height of substrate. 

Fig. 5. The far field radiation patterns of the 
antenna are plotted by varying the depth of 
the capacitor. The depth is varied as a func-
tion of the height of the substrate i.e. hpifa/3 
signifies depth of the capacitor, dcap to be 
one-third of the height of substrate. 
 

 
For variation of dcap , the antenna introduced in Section 2 is used with wpost = 9mm 

and wcap = 4mm. It can be seen from Fig.4 that the reduction in the depth of the 
capacitors reduces the resonant frequency of the antenna. There is a considerable 
penalty in bandwidth and matching. Maximum gain is also reduced marginally with 
reduction in capacitor depths (Fig. 5). 

 

 

Fig. 6. The reflection coefficient against the 
frequency for variation of the width of the ca-
pacitor wpifa. wpifa/10 signifies the width of the 
capacitor plate to be one-tenth of the patch 
width 

Fig. 7. The far field patterns with the variation 
of the width of the capacitor wcap. wpifa/10 sig-
nifies the width of the capacitor plate to be 
one-tenth of the patch width 
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Similarly, for variation of wcap, the antenna in section 1 is again used with wpost = 
9mm and the capacitor depth dcap = 1.11 mm. It can be seen from Fig. 6 that decreas-
ing the width of capacitor results in continuous increase in resonant frequency but  
reflection coefficient attains a constant value after a threshold width (which can be 
exploited as optimum width of capacitor). 

Correspondingly, the bandwidth is incremented with wcap (as a function of wpifa ). 
The X-Y plane field patterns for different capacitor widths are shown in Fig. 7. The 
above results validate (1). 

 
C. Finite Ground Plane 

The effects of finite ground plane on a PIFA have been studied extensively [10]-[12]. 
The antenna used in the simulations present in this section has the structure presented 
in Section 1. The width of the shorting post is fixed at 9mm and the capacitance 
parameters are (dcap, wcap) = (1.11 mm, 4.5 mm).  

 

 
 

Fig. 8. The plot of resonant frequencies with 
the variation in size of the ground plane. The 
ground plane size i.e the length and the 
width is shown as a factor of the resonant 
wavelength obtained with the ground plane 
size taken to be infinite. 

Fig. 9. The far field radiation of the antenna in 
XY plane with the variation of the size of the 
ground plane 

 
The variation of operating frequency with the change in size of the ground plane is 

shown in Fig. 8. It can be seen that for ground plane size more than that of the patch, 
the resonant frequencies remain almost constant .The corresponding X-Y field 
patterns are shown in Fig. 9. Similarly the bandwidths are plotted in Fig. 10. The 
antenna is first simulated with an infinite ground plane. The resonant wavelength 
comes out to be 23.6 mm. Fig. 8 and Fig. 10 depict the variation of the ground plane 
size as a factor of the above mentioned wavelength (i.e 23.6 mm) on their X axes.  
Fig. 8 concludes that there is no fixed pattern of operating frequency variation with  
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the ground size plane until the ground plane size reduces to a certain size, in this case 
being 0.2λ. To sum up, it can be said that the ground plane size has a significant effect 
on the radiation pattern of the antenna.  

 

 

Fig. 10. The plot of bandwidth with the variation in size of the ground plane. The ground plane
size (i.e. the length and the width) is shown as a factor of the resonant wavelength obtained
with the ground plane size taken to be infinite. 

4   Proposed Antenna Design 

Using the computational results, we design a minimum volume antenna to function at 
the 1.8 GHz band .The dimensions of the antenna are scaled to make the operating 
frequency as 1.795 GHz (Fig. 11).  

 
 

Fig. 11. The reflection coefficient versus fre-
quency curve for the antenna operating in 1.8 
GHz band. The figure shows the good quality 
matching the antenna enjoys with a 50 Ώ coaxial 
cable 

Fig. 12. The far field pattern in YZ plane for 
the proposed antenna. 
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The bandwidth is 70 Mhz. The specifications are shown in Table 2.  The Y-Z, X-Z 
and X-Y plane radiation patterns are shown in Fig. 12, Fig 13 and Fig. 14 
respectively. The efficiency of the capacitively loaded patch antenna is lower than the 
corresponding PIFA as the current distribution on the top plate will be more uniform 
and larger in magnitude in a capacitively loaded PIFA [8]. 

 

  

Fig. 13. The far field pattern in XZ plane for 
the proposed antenna 

Fig. 14. The far field pattern in XY plane 
for the proposed antenna 

 
This design approach offers a low volume antenna solution for the GSM 1800 band 

and can be easily integrated in mobile communication handsets. 

Table 2. Design Parameters for 1.8 GHz Antenna 

 

Quantity  

 

Value 

 

Length of the patch 

 

32.5 mm 

Width of the patch 32.5 mm 

Height of the substrate  10 mm 

Feed probe coordinates  (0, 13.5 mm, 0) 

Width of the shorting post  9 mm 

Length of the capacitance  2 mm 

Width of the capacitance 4.5 mm 

Depth of the capacitance 1.11 mm 

Length of the ground plane 40 mm 

Width of the ground plane 40 mm 
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5   Conclusion 

We have shown that the addition of two capacitances in a PIFA significantly reduces 
its resonant wavelength. The loss of matching can be overcome by changing the size 
of the ground plane and the position of feeding probe [9]. The effect of the size of 
shorting post, capacitance values and the ground plane on the antenna characteristics 
have been presented in section 3.  

A design to operate at 1.8 GHz band is presented which can be used where volume 
is a consideration. Proper scaling of the antenna dimensions can be done to make it 
operate at other frequencies. 
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Abstract. In this paper, we introduce the root of digital human binary coded 
Jong Nang communications as the wooden gate in Korea Jeju Island custom, 
has been using after about 1234 years. We compare the digital logic with 
modern traffic signal codes and analysis of both cases. Shannon channel 
capacity of the Jong Nang are 3 input NOR and binary erasure multiple access 
channel. Jong Nang communications is normal 3 rafters placed on two vertical 
stones with three holes to convey the family’s whereabouts that is deterministic 
signal, nowadays it is applied to backhaul in mobile base station. 

Keywords: Human binary coded communications, Jong Nang, NOR channel, 
Erasure channel, Shannon capacity. 

1   Introduction 

  Thirty of years ago, in western society, F. G. Heath described the development of 
the binary code from Francis Bacon’s “two-letter alphabet” which was conceived at 
the beginning of the seventeenth century, in “Origins of the Binary Code” [1]. 
Subsequently, Jacquardt’s punch card operated loom (1805) and Boole’s logical 
algebra (1854) led to the introduction of a binary telegraphic alphabet by Baudot 
(1875). Volker Aschoff, a Germany professor, reported the early history of the binary 
code in [2]. However, in oriental society, especially in Korea, concerned with 760 
years old Jeju Island custom, Jeju Jong Nang Code is considered as one of the earliest 
Human Binary Coded Communication (HBCC) in the world with a definite “1” or “0” 
system.  
Jong Nang, the wooden gate in Korea Jeju Island dialect, had three wooden rafters 
placed on Jong-Ju-Mok (two large vertical stones with three holes) to convey the 
family’s whereabouts*. A product of the wisdom of Jeju Island people in Korea, the 
Jong Nang was a unique custom of local culture. As there was no gate at the house in 
Jeju Island, timbers were used to prevent cattle or horses from entering and having the 

                                                           
* This work was supported by WCU R32-2012-000-20014-0, FR2010-0020942, MED 2012-
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barley and millet that were spread out in the yard. Later, Jong Nang was developed 
into the means of informing visitors whether the residents were at home or not [3-8]. 
The Jong Nang used the binary system similar to digital communications and 
computers today. Three timbers were exactly like three binary digits. The Jong Nang 
system could convey eight different messages. One of three Jong-Nang placed 
between the Jong-Ju-Mok, or “100” indicated there was no one at home, but the 
family would soon return form a neighboring area. Two Jong Nangs, or “101” meant 
the family was visiting a neighboring town and it would be a while before they 
returned. All these Jong Nangs, or “111” announced the family was out of town for a 
long time, as shown in Fig 1. When none of the Jong Nang was placed, or “000”, this 
meant the family was at home, as shown in Fig 1. This system derived from the life of 
the Jeju Island people.  

                   

      (a) House with Jong Nang                  (b) The Jong Nang Code with 3 bits 

Fig. 1. Korea Jeju Island Jong Nang 

Although it is not exactly known when the Jong Nang first appeared, is not clear, 
but it is considered to be about 760 years ago, during the Koryo dynasty. It seems to 
have started after the construction of stone fences. Stone fences were first erected to 
show the boundary of land ownership. During King Kojong’s era, government 
officials and judges were sent to Jeju Island. In A.D.1234, Ku Kim was appointed as a 
judge and he ordered residents to build stone fences along their boundaries. 

The dispute over boundaries and the damage of agricultural products caused by 
grazing cattle and horses subsequently disappeared. The stone fences also acted as 
windbreaks. In addition, the collection of stones used to construct the fences 
contributed to easier cultivation and the quality of Island life. The Jong-Nang did not 
appear simultaneously with the erection of stone fences. To pasture cattle and horses 
in the Jung-sangan (=mountain) village on Jeju Island, the people built fence-like 
enclosures to prevent the animals from intruding onto farms. During the Chosun 
dynasty (A.D. 1392-1910), the practice became widely used across the Island. 

The installation of ‘Salchaegi’ or ‘Sombi’ at the entrance became a starting point 
of the Jong-Nang. ‘Salchaegi’ or ‘Sombi’ originated as a field door set up vertically to 
pasture cattle and horses at the foot of Mt. Halla (1950m). It consisted of four to five 
thin logs or branches. At first, ‘Sombi’ was supposed to set up so that a horse could 
get in and eat crops located in the yard. When two Jong Nangs were used, large cattle 
or horses could not get in, but calves or ponies could. When one more Jong Nang was 
added, the calves and ponies could not get into the house at all. 
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A general communication system conveys information from its source to a 
destination some distance away using common symbols. The Jong Nang HBCC of 
Jeju Island, however, differs from pre-set wireless communication in that the people 
wanting to communicate had to visit to confirm the message. 

Table 1. Jong Nang messages 

 
 

The digital logic analysis of Jong Nang is presented in Table 1. 
The mapping from Boolean algebra into digital switching was first noted in the 

paper “A symbolic analysis of relay and switching circuits”. Computer logic and 
digital system have been developed from this circuit-switching concept. But the Jong 
Nang system based on NOR circuit has represented the output as “0” and “1” easily 
from about 760 years before. Table 2 which was proposed by author shows Jong 
Nang Switching Channel and Modern Traffic. 

Table 2. Relationships between Traffic Light and Jong Nang Code Signals 

Code/Light Traffic Signal   Jong Nang 
 Code         Code 

Relationship 

Red  111          000 1’s Complementary 
Yellow  010          101 1’s Complementary 
Green  000          111 1’s Complementary 
   

In Table 1, we present the relationship between the Jong Nang switching 
channel/logic gate and modern traffic light as follows. We can make sense that 
modern traffic signal codes are 1’s complementary of Jong Nang codes in Table 2. 
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2   The Jong Nang Digital Logic Analysis 

Definition 1: Jong Nang system is composed of 3 bits as shown Table 1 and each bit 
conveys different meanings. MSB (Most Significant Bit) as an existing bit indicates 
whether people are at home or not. When the existing bit is “0”, it means someone is 
at home. Second bit is a spatial bit, so if this bit marks “0”, it carries the information 
that the landlord stays near outside from his house. LSB (Least Significant Bit) is a 
temporal bit. “0” represents that no one is in house but returns in a short time. For 
each bit, “1” means the opposite case, as shown in Fig 2. This custom is similar 
fashion as space-time coding scheme. 

 

Definition 2: The information priority of 3 bit Jong Nang system is MSB, Medium 
bit, and LSB in a sequence order, i.e. MSB>Medium>LSB. 

Counter case 1) “001”: Existing MSB “0” shows someone is at home, spatial 
second bit “0” means nobody at home for visiting near village and temporal LSB “1” 
informs long time outgoing. Therefore, it is contrary to Definition 2, because the 
information priority does not follow the ordering. 

Temporal bit

Spatial bit

Existing
Information bit

0 : near
1 : far

0 : near
1 : far

0 : stay at home
1 : out of house

 

Fig. 2. Jong Nang information code protocol 

Counter case 2) “110”: Existing MSB “1” indicates house is empty, spatial second 
bit “1” denotes long distance visiting and temporal LSB “0” shows short time 
outgoing. But long distance visiting generally requires long time to come back home. 
This case also is contrary to Definition 2 by the same reason of the counter case 1. 

The above cases are not appropriate to the Definition 2, so they are not permitted in 
the Jong-Nang logic as shown in Table 3 (shaded entries). 

 

Definition 3: The larger Hamming weight of Jong Nang message, the longer the 
outgoing time. For example, “111” represents that it takes longer outgoing time than 
“100” or “101”. Table 3 shows the different Jong Nang messages. 

In view of Jong Nang HBCC development, it’s evident that they used to place the 
upper Jong Nang first, then lower, and middle one last. The introduction and Table 2 
also explain its history, which is based on the oriental philosophy. But, today it is 
often used “001” (place the lower Jong Nang only) and “011” (place the middle and 
lower Jong Nang) patterns respective form earlier Jong Nang Philosophy. 
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Table 3. The comparison of decimal and binary number in Jong Nang 

Decimal Binary Comparison 
   0  000 Staying at home 
   1  001 Not permitted 
   2  010 Not permitted 
   3  011 Not permitted 
   4 
 
   5  
 
   6 
   7          

 100 
 
 101 
 
 110 
 111 

Visiting next door for 
a while 
Visiting neighboring 
village 
Not permitted 
24 hours out of home 

3   Capacity of the Jong Nang Channel as 3-Input NOR Channel 

When the Jong Nang channel is viewed as a coordinated 3-input noiseless multiple 
access NOR channel with the following transition probabilities: ( )1| 100p y x= = =  

( ) ( ) ( )0 | 100 0 | 101 0 | 111 1p y x p y x p y x= = = = = = = = = , the capacity of the 

channel can be calculated [4, 9]. 

 

Fig. 3. The Jong Nang Channel 

Theorem. The capacity of the Jong Nang Channel modelled as 3-input noiseless 
NOR channel is one. 

Proof. Let ( ) ( ) ( )100 , 101 , 111p x a p x b p x c= = = = = = , and ( ) ( )000 1p x a b c= = − + + . 

The output of the channel then has the following distribution: 

     ( ) ( ) ( )0 , 1 1p y a b c p y a b c= = + + = = − + +               (1) 

Furthermore, we can calculate the joint distributions: 

( ) ( ) ( ) ( )1, 000 1| 000 000 1p y x p y x p x a b c= = = = = = = − + +  

( ) ( ) ( )0, 100 0 | 100 100p y x p y x p x a= = = = = = =  
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             ( ) ( ) ( )0, 101 0 | 101 101p y x p y x p x b= = = = = = =  

( ) ( ) ( )0, 111 0 | 111 111p y x p y x p x c= = = = = = =                   (2) 

Now, to compute the mutual information between the input and the output of the 
channel ( ) ( ) ( ); |I X Y H Y H Y X= − ,we evaluate ( )H Y and ( )|H Y X . Let 

q a b c= + + , we have 

   ( ) ( ) ( ) ( ) ( )1 log 1 logH Y q q q q h q= − − − − =                 (3) 

              ( ) ( ) ( ) ( ) ( ) ( )| 1 log 1 log 1 log 1 log 1 0H Y X q a b c= − − − − − =       (4) 

Hence, 

                 ( ) ( ) ( ) ( ); |I X Y H Y H Y X h q= − =                     (5) 

Maximizing the mutual information with respect to q , 

      ( ) ( ) ( ) ( ) ( )( )ln 2 ; / 1 ln 1 1 ln ln 1 / 0dI X Y dq q q q q= + − − − = − = ,         (6) 

which implies that 1/ 2q = . 

Therefore, the capacity of the channel is ( )1/ 2 1h = .                         QED. 

That the capacity of the channel is 1 and can be achieved when 1/ 2q = implies that 

the family can communicate at most one bit of information per three timbers using 
this channel, with the requirement that the family is home half of the time.  

4   The Jong Nang Binary Erasure Multiple Access Channel 

We can see that the Jong Nang code does not have any error. In the case that the 
channel has noise, which may result from a timber falling down from its place by 
natural or manmade sort of event, an error detecting code maybe desired.  As shown 
Fig 3~ 4: 

 

Fig. 4. The Jong Nang Binary Erasure Channel 
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As we mentioned, the channel does not take care the error number. It only takes 
whether the error is occurred or not. So all errors can be detected by using the codes, 
but the number of errors cannot be detected. In the following analysis, we assume that 
errors can occur when timbers fall down from its original place. 

As shown Fig 5, the occured error includes all case of the errors; first, we transmit 
‘111’ which has the message ‘out of town’ and noise also occured, and we receive 
‘101’ which has the message ‘visiting neighboring Village’, this channel is 
transmitting the wrong message by ocuuring the error. Second, we transmit ‘111’ 
which has the defined message and noise also occured. We receive ‘110’ which has 
the undefined message.   

 

Fig. 5. The event diagram of the occured error 

Consequently, the only allowed words are 000, 011, 101, 110, 001, 010, 100.  
Furthermore, to reflect the situation in which the error is detect, the “erased” channel 
output is created, and let probabilities that an erasure occurs given channel inputs 000, 
100, 101 and 111 are the same and equal to ε . That is when a visitor sees 110, 001, 
010 or 001, channel output is set to “erased.”  Under these conditions, the channel 
transition probabilities are given, 

( )1| 000 1p y x= = =  

( ) ( ) ( )0 | 011 0 | 101 0 | 110 1p y x p y x p y x ε= = = = = = = = = −  

( ) ( ) ( )| 011 | 101 | 110p y e x p y e x p y e x ε= = = = = = = = =           (7) 

 
Theorem. The capacity of the Noisy Jong Nang Channel as described above is 1. 
Proof. Let ( ) ( ) ( )000 , 100 , 101 ,p x a p x b p x c= = = = = = ( ) ( )111 1p x a b c= = − + + , 

and q a b c= + + . The output of the channel then has the following distribution:  

( ) ( ) ( ) ( )1 1 1 ,p y a b c q p y e a b c qε ε= = − + + = − = = + + =  

                    ( ) ( )( ) ( )0 1 1p y a b c qε ε= = − + + = −                         (8) 

Furthermore, we can calculate the joint distributions: 

        ( ) ( ) ( ) ( )1, 000 1| 000 000 1p y x p y x p x a b c= = = = = = = − + +  

        ( ) ( ) ( ) ( )0, 100 0 | 100 100 1p y x p y x p x a ε= = = = = = = −  
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        ( ) ( ) ( ) ( )0, 101 0 | 101 101 1p y x p y x p x b ε= = = = = = = −  

        ( ) ( ) ( ) ( )0, 111 0 | 111 111 1p y x p y x p x c ε= = = = = = = −  

        ( ) ( ) ( ), 100 | 100 100p y e x p y e x p x aε= = = = = = =  

        ( ) ( ) ( ), 101 | 101 101p y e x p y e x p x bε= = = = = = =  

( ) ( ) ( ), 111 | 111 111p y e x p y e x p x cε= = = = = = =                      (9) 

Now, to compute the mutual information between the input and the output of the 
channel ( ) ( ) ( ); |I X Y H Y H Y X= − , we evaluate ( )H Y and ( )|H Y X .  

The capacity of the channel ( )C is maximum of the mutual information ; that is, 

when ( )| 0H Y X = , we find the capacity of the channel.  

Let q a b c= + + , we have 

     ( ) ( ) ( ) ( ) ( )1 log 1 log 1 log 1H Y q q q q q qε ε ε ε= − − − − − − −       (10) 

     ( ) ( ) ( ) ( ) ( )| 1 log 1 log 1 log 1H Y X q q qε ε ε ε= − − − − − −          (11) 

Hence, 

( ) ( ) ( ) ( ) ( ) ( ) ( ); | 1 log 1 log 1 log 1I X Y H Y H Y X q q q q q qε ε ε ε= − = − − − − − − −  

        ( ) ( ) ( ) ( )1 log 1 log 1 log 1q q qε ε ε ε+ − + + − −      (12) 

Maximizing the mutual information with respect to q , ( )ln(2) ; /dI X Y dq  

   ( ) ( ) ( ) ( ) ( ) ( )1 ln 1 ln 1 1 ln 1 ln 1 ln 1q q qε ε ε ε ε ε ε ε ε ε= + − − − − − − − − + + + − −  

( ) ( ) ( ) ( )ln 1 ln 1 ln n 1 ln ln 1 / 0q q q q q q qε ε= − − − − = − − = − =           (13) 

which implies that 1/ 2q = . 

Therefore, the capacity of the channel is  

( ) ( ) ( ) ( )0.5log 0.5 0.5 log 0.5 0.5 1 log 0.5 1 0.5 log 0.5 1C ε ε ε ε ε ε ε= − − − − − + + −

( ) ( )log 1 0.5log 0.5 0.5 log 2 0.5 1 log 2 0.5 0.5 1ε ε ε− = − + + − = + = . QED.  (14) 

We can analysis capacity of the the Jong Nang Binary Erasure multiple access 
channel (MAC), in which four senders send the information to 3 receivers. This 
channel has binary inputs, { }1 2, 000,100,101,111X X ∈ and a ternary output 

1 0, ,eY Y Y . 

Proof. Note that ( ) ( ) ( ) ( )000 100 101 111 1/ 4p x p x p x p x= = = = = = = = . We 

can represent  000, 101, 110 and 111 by 00, 10, 01, 11 repectively. For the give 
information { }1 2, 000,100,101,111X X ∈ and ternary outputs { }1, ,0Y e∈ . We can 

get the channel capacity 

                      ( ) ( )1 1 2 2 2 1; | , ; |C I X Y X C I X Y X< < . 
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we also get 

 ( ){ }1 2 1 2; |C C Max I X Y X= =  

 ( ) ( ) ( ) ( )
( ) ( )

1 2

1 2 1 2

1 2 1 1 2

1

| ,
| , log

| ,X X Y

X

p Y X X
p X p X p Y X X

p X p Y X X
= 

      (15) 

       1= , as shown in Fig 6(a).  
Then the channel capacity of the combined channel is 

 ( )12 1 2, ;C Max I X X Y=  

    ( ) ( ) ( ) ( )
( ) ( ) ( )

1 2

1 2 1 2

1 2 1 2 1 2

1 2

| ,
| , log

| ,X X Y

X X

p Y X X
p X p X p Y X X

p X p X p Y X X
= 

 

(16) 

It is easy to see that 

( ) ( ) ( ) ( ) ( ) ( )1 000 , 100 101 111P Y P X K P Y P X P X P Xε ε ε ε= = = = = = = + = + =  

          ( ) ( ) ( )000 101 111 3P X P X P X Kε ε= = + = + = =   , and 

( ) ( ) ( ) ( ) ( ) ( )0 000 101 111 1 3 1P Y P X P X P X Kε ε= = = + = + = − = −       (17) 

Consequently, 

            ( ) ( ) ( )log 3 log 3 3 1 log 1H Y K K K K K Kε ε ε ε= − + + − −   .    (18) 

Since 1/ 4, 1/ 2K ε= = and ( )1 2| , 0H Y X X = , we have 

        ( ) 1 1 1 1 3 1 1 3
log 3 log 3 log 1.56

4 4 4 2 8 4 2 8
H Y

 = − + × × + × × =  
      (19) 

and ( )12 1.56Max C ≈ , which is shown in Fig 6(b). 

  

(a) Independent                   (b) Dependent 

Fig. 6. Capacity region for the Jong Nang channels 
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In case Fig 6(a), the inputs of Jong Nang channel are dependent, there is 
interference between the senders. In case Fig 6(b), the inputs of Jong Nang Erasure 
multiple access channel are independent, there is no interference between the senders. 

5   Deterministic Model for Jong Nang Channel as Mobile 
Backhaul 

In this section, we introduce a deterministic model for Jong Nang channel. From  
Fig. 2 & 6, we propose a deterministic model of Jong Nang channel in Fig 7. We 
notice in this simplified model there is no noise any more and we call it a 
deterministic model like [10, 11]. 

   

Fig. 7. A deterministic model of Jong Nang channel 

This section directly illustrates the connections between the capacity regions of the 
Gaussian two-user MAC and the deterministic Jong Nang MAC. The capacity region 
of the MAC is 

                           ( ) ( )1 1 1log 1 logR SNR SNR≤ + ≈  

                           ( ) ( )2 2 2log 1 logR SNR SNR≤ + ≈  

( )1 2 1 2log 1R R SNR SNR+ ≤ + + .                     (20) 

The capacity region of the deterministic Jong Nang MAC is 

             1 1 2 2,R n R n≤ ≤ and ( )1 2 1 2max ,R R n n+ ≤ .            (21) 
 

Comparing with the capacity region of the Gaussian MAC and the deterministic Jong 
Nang MAC, we can make the correspondence 1 1 2 2log , logn SNR n SNR= = . This 

region is plotted in Fig 8. The simple two-user multiple-access channel case illustrates 
the idea that one can attempt to reduce the Gaussian problem to a deterministic one by 
proving a constant gap between the capacity regions of the two models. 
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Fig. 8. Capacity region of Gaussian MAC. (Solid line). Capacity region of deterministic Jong 
Nang MAC. (Dashed line) 

The traffic in the Mobile backhaul can be separated either based on services or 
location into tagged frames and untagged frames. There is a critical requirement to 
migrate the mobile backhaul network to technologies that can support quality of 
service to separate traffic streams, timing synchronization, lower packet loss, and high 
availability along with maintaining low operational expenditure. 

6   Conclusion 

The capacity of the Jong Nang channel which means the wooden gate in Korea Jeju 
island dialect, had three wooden rafters placed on Jong-Ju-Mok (two large vertical 
stones with three holes) to convey the family’s whereabouts was calculated and 
compared to traffic signal codes with digital logic 1’s complementary. A modified 
code for the Jong Nang is proposed in case that errors occurs because timbers falls 
down from its place by natural or manmade sort of event.  Even though the error is 
introduced, the capacities of the Jong Nang channel and the noisy Jong Nang channel 
are one, which means transmission may be accomplished without error based on the 
Jong Nang binary erasure multiple access channel. Jong Nang is deterministic model 
channel, so it can be applied backhaul mobile base station and wireless relay network. 
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Abstract. In this treatise, we investigate and present the performance of zero- 
forcing multiuser transmitter preprocessing (ZF-MUTP) in the context of 
multiuser multiple-input multiple-output (MIMO) systems based on space 
division multiple access (SDMA) in correlated frequency-selective channel, as 
well as in downlink (DL) direct sequence code division multiple access (DS 
CDMA) systems. The ZF-MUTP approach adopted in this treatise creates an 
orthogonal subspace to the interfering subspace in contrast to the conventional 
approach of pseudo inverting the channel state information (CSI) matrix. This 
approach completely removes the multiuser interference in downlink (DL) 
communications. Further, we investigate two power allocation policies based on 
maximum signal to noise ratio (MSNR) and equal power in the context of 
achievable capacity and symbol error rate (SER) in the DL system. It is shown 
through simulation that the achievable capacity in SDMA systems in terms of 
the number of bits per second per channel use is better in the case of MSNR 
power allocation policy than equal power allocation scheme. Also, simulation 
results demonstrate that MSNR results in better achievable SER than equal 
power allocation policy. Further, this ZF-MUTP based on creating orthogonal 
subspace to interfering subspace results in the same performance as that of the 
conventional ZF-MUTP. 

Keywords: Multiple-input multiple-output, multiuser transmitter preprocessing, 
orthogonal subspace, direct sequence code division multiple access. 

1   Introduction 

Information theoretic results have shown that multiple-input multiple-output (MIMO) 
systems can provide very high capacity without calling for an increase in transmission 
bandwidth and power in rich scattering environments at high signal to noise ratios [1]. 
So far, intense research has been carried out in the analysis of single user (SU) MIMO 
systems. As a design alternative, space division multiple access (SDMA) systems 
have been proposed for multiuser (MU) MIMO systems. In a single user (SU)  
MIMO system, users experience only multi-antenna interference (MAI), also called 
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multi-stream interference (MSI). However, in MU-MIMO systems, users conflict 
multiuser interference (MUI) in addition to MAI. To deal with these interferences, 
multiuser detectors (MUDs) can be employed at the mobile station (MS), but they 
impose too much computational complexity in signal detection. Further, such MUDs 
are not practically implementable even at the base station (BS) where complexity is 
acceptable. 

Of late, multiuser transmitter preprocessing (MUTP) that completely removes the 
multiuser interference has received widespread attention among researchers. The 
MUTP results in low complexity signal detection by carrying out the preprocessing at 
the transmitter. Furthermore, this MUTP can result in highly power-efficient mobile 
stations (MSs). In [3-7] the zero-forcing multiuser transmitter preprocessing (ZF-
MUTP) that completely eliminates the downlink (DL) MUI has been studied. Further, 
the most widely adopted method in deriving the ZF based preprocessing matrix is to 
pseudo invert [3], [4], [6], [9], [10] the small scale fading matrix or channel state 
information (CSI) matrix. Alternatively, singular value decomposition (SVD) can be 
exploited to construct the preprocessing matrix that constitutes an orthogonal 
subspace to the interfering users’ subspace [7], [8].  

Motivation for this work stems from a recent study by Lie-Liang Yang [2] where 
the ZF preprocessing matrix has been derived by an alternate approach with the aid of 
the CSI associated with the interfering users. The investigations of [2] were primarily 
carried out for flat fading channels. However, frequency-selectivity can severely 
degrade the system performance in terms of achievable error rate. Also, lack of angle 
spread and rich scattering environment will cause fading to be correlated and thus 
severely affect the performance of the MIMO system. Hence, in this work, we present 
the performance of the ZF-MUTP aided SDMA system by adopting the conventional 
and proposed ZF-MUTP approaches of [2] in the context of multiuser scenarios for 
correlated frequency-flat and frequency-selective channels. Furthermore, we present 
the achievable capacity of the ZF-MUTP based DL system by exploiting equal power 
and MSNR allocation regimes. 

The rest of the paper is organized as follows. Sections 2 and 3 describe the SDMA 
and DS CDMA system models with MUTP. Section 4 describes the power allocation 
regimes, section 5 elucidates the performance results and in section 6, conclusions are 
drawn. 

2   Preprocessing Assisted SDMA System  

Figure 1 elucidates a typical SDMA DL system. Here we consider a single base 
station (BS) with tN  transmit antennas supporting K  MSs, each with 

)....,2,1(, KkNk =  receive antennas. Further, we assume that the CSI matrix 

connecting the kth MS and BS to be both frequency-flat and frequency-selective. 
Furthermore, it is assumed that accurate and prompt CSI is available at the 
transmitter. As shown in the figure, after MUTP, the received )1( ×kKN   component 

vector constituting the decision variables of the K DL users is given by  

n+= xy HP                                         (1) 
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where, ];....;;[ 21 Khhh=H  constitutes the )( tk NKN ×  component small scale fading 

matrix connecting the BS and all the K MSs, P is the preprocessing matrix of  

 

Fig. 1.  Block diagram of transmitter preprocessing assisted SDMA systems 

dimension )( kt KNN × and T
Kxxx ],...,,[ 21=x is a )1( ×kKN  component symbol 

vector transmitted to all the K  MSs by the BS. Further, ],...,,[
21 tNjjjk hhh=h , 

)....,2,1( kNj =  defines the )( tk NN ×  small scale fading matrix connecting the kth 

MS and BS and n denotes the )1( ×kKN length noise observation vector which, is 

assumed to be Gaussian distributed with zero mean and covariance  

kKN
HE I

2

2σ=



 nn  . Further, in the context of a frequency-selective channel, the 

impulse response from the jth receiving antenna to the ith transmit antenna is given by 
[13] 

( ) ( )
=

−=
L

l
l

l
jiji thth

1

τδ                                      (2) 

where, l
jih  is a complex zero mean Gaussian random process with variance ( )lp τ   in 

accordance with [13]. L is the total number of paths between the ith transmit antenna 
and jth receive antenna. In (1), the preprocessing matrix is so designed, that it 
completely eliminates the MUI for each of the K MSs. Assuming kt KNN ≥ , the MUI 

can be fully removed when the DL preprocessing matrix is chosen to satisfy  

ψHP =                                         (3) 

where, },,,{ diag 21 kKNψψψ =ψ is a diagonal matrix denoting the power allocation 

regime. These power normalization coefficients represent the constraints on the 
transmit power. In order to satisfy (3), P  can be set to  
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ψψ PHP ~== +                                       (4) 

In the above expression, ( )+. denotes the pseudo inverse of the matrix 

and 1][][~ −=+= HHHHP H . Further, P  in (4) refers to the conventional ZF -

MUTP in the context of the DL SDMA system. Alternatively, ZF-MUTP can also be 
derived by the method proposed in [2]. Invoking (1), the kth MS’s decision variable 
can be expressed as 

Kk
K

kj
kjjkkkkk ,,2,1, =++= 

≠

nxphxphy        (5) 

The ZF-MUTP can be arrived at, if we satisfy the following conditions for any 
}1,2,...,{ Kk ∈   

kjjkkk ≠=> anyfor0and0 phph                               (6) 

In order to satisfy the condition (6), the preprocessing matrix of the kth MS, 

kp should be designed in such a way that it lies in a sub space that is orthogonal to 

the sub space determined by the CSI matrix of the remaining ( )1−K  MSs. In other 

words, the preprocessing matrix is derived with the aid of the [ ]kt NKN )1( −×  CSI 

matrix associated with the interfering users. Denoting kH as the CSI matrix for 

deriving the preprocessing matrix for the kth MS, kH is defined as 

],,,,,[ 111
T
K

T
k

T
k

T
k hhhh  +−=H                              (7) 

Exploiting the interference matrix of (7), kp  can be realized as follows [2], [11] 

Kkψ T
k

T
kk

T
kkNkk t

,2,1,,)]()([ *1** =−= − hp HHHHI    (8) 

where, (.)* represents the conjugate of the argument. kψ  designates the power 

normalization coefficients that should satisfy the constraint  

kkk
H
k Nψ ≤)(Trace 2pp                                (9)  

Furthermore, it can be shown that (8) satisfies the conditions of (6). The 

preprocessing matrix ],,,[ 21 Kpp p =P realized based on kp  of (8) results in 

the ZF solution. Alternatively, the preprocessing matrix can be derived with the aid of 
eigen analysis. Applying singular value decomposition (SVD) on (7), kH  can be 

expressed as  

KkH
kksks

H
k

ks
knksk

,2,1, =

=

=










,2/1

2/1

0
]|[

VU

VUUH
   (10) 
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where, kU  is an ( )tt NN ×  component unitary matrix, kV  is an  

( ) ( )[ ]11 −×− KNKN kk  component unitary matrix and ksΣ  is an 

( ) ( )[ ]11 −×− KNKN kk  component diagonal matrix constituting the non-zero eigen 

values of  H
kk HH . ksU  is an ( )[ ]1-KNN kt ×  matrix constituting the ( )[ ]1−KN k  

columns of kU  that correspond to the non-zero eigen values of H
kk HH  and knU  is 

an ( )( )[ ]1-KN-NN ktt × component matrix constituting the ( )[ ]1−− KNN kt   

columns of kU  that correspond to the null space of H
kk HH . 

Upon substituting (10) into (8) and exploiting the property 
tNk

H
k

IUU =  it can be 

readily shown that kp  can be expressed as  

   Kk)(ψ *
kkn

H
knkk ,,2,1, == hp UU               (11) 

3     Preprocessing Assisted DS CDMA System 

Here, we consider K users arbitrarily distributed in a single cell DS-CDMA system. 
The BS and the MSs are equipped with single antenna. In the context of the multiuser 
DS CDMA DL system, users experience multiuser interference (MUI). To fully 
remove this DL MUI, the preprocessing based on ZF addressed in the previous 
section in the context of SDMA can be exploited. Let C  denote the code matrix of all 
the users which is given by 

],,,[ 21 Kccc =C                                              (12) 

where, kc
 
is the kth user’s orthogonal spreading code of length N  given by  

 
Kkccc

N

T
Nkkkk ,,2,1where,],,,[

1
1)(10  == −c          (13) 

In the context of MUTP aided DS-CDMA system, the )1( ×K received vector can be 

expressed as 

nxy += PH ~~
                                        (14) 

where H
~

is a )( NK × component matrix constituting the small scale fading effects, 

+= ]
~

[~ HP  is the preprocessing matrix and n  is the )1( ×K  vector whose elements 

are Gaussian distributed random variables with zero mean and variance 1/2 per 
dimension. Also, here, we consider that the spreading operation and the preprocessing 
are carried out jointly [2]. In order to carry out the preprocessing, P~  can be 
expressed as 

 ]~,,~,~[ 21
~

Kppp =P                                       (15) 
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where, kp~ is given by 

 Kkψ T
k

T
kk

T
kkNkk t

,2,1,,)]()([~ *1** =−= − hp HHHHI   (16) 

where, kh is the kth column of .
~ TH Further, kH is )]1([ −× KN  component matrix 

obtained by removing the kth column of TH
~

. Now, the decision variable for the 
K DL users can be expressed as 

nxy += PH ~~
                               (17) 

4     Power Allocation Regime 

The power allocation policy considered in this work is based on [12] and is 
implemented under the constraint of  

kKNEE =



≤



 22~

xxP                                      (18) 

This implies that, in the context of DL transmission, the total transmission power 
should not exceed the original transmission power without preprocessing. Also, to 

impose the above constraint, we assume
kKN

H Ixx =



 2

E . Upon substituting (3), 

(17) can be expressed as 

k
H KN≤)Trace( 2~~ ψPP                                                (19) 

Let ( )kii KNip ≤≤> 10  be the diagonal elements of the matrix PP ~~H  . Therefore, 

(19) can be expressed as 


=

≤
kKN

i
kiiii KNp

1

2ψ                                                    (20) 

Alternatively, the power allocation policy can be implemented for individual users 
under the constraint of 





≤



 22

kkk xEE xP                                          (21) 

where, kkk ψ~PP = . Hence, by substituting kP , the above constraint can also be 

expressed as 

kkk
H

k Nψ ≤)~~Trace( 2PP
 
                           (22) 

Denoting { }
iikP  )1( kNi ≤≤  as the diagonal elements of the matrix k

H
k

~~ PP , the 

constraint can be written as 
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=

≤
k

iiii

N

i
kkk Nψ

1

2P                                (23)  

In the context of MSNR power allocation regime, the overall DL information can be 

maximized if the BS maximizes  kϕ  given by  


=

=
tN

i ki
k ω
φ

1

1 
=

=
tN

i kikiψλ
σ

1
2

2

                               (24) 

where, kiω  is the SNR of the ith antenna. Further, the power allocated to the ith data 

stream is then given by 

,
11

1

1

2

ki

N

kj
tki

λλ
Nψ

t
−

=













= 

j    
KNi t 1,2,...,1,2,..., == k,         (25) 

and ψ is chosen to satisfy the power allocation constraint of (20). Hence, the overall 

capacity normalized by the total number of receive antennas is given by 

           


= 










+=

kKN

i

ii

k σ
ψλ

KN
1

2

2
ii

2 1log
1C                (26) 

where, C denotes the average capacity. 

5   Performance Results 

In this section, the simulation results elucidating the performance of the SDMA and 
DS-CDMA systems employing the conventional ZF-MUTP, ZF-MUTP of [2] and 
eigen based ZF-MUTP in flat and frequency-selective fading channels are presented. 
It is assumed that, perfect CSI is present at the BS. The modulation technique 
considered is 64QAM (quadrature amplitude modulation) for the SDMA system and 
BPSK (binary phase shift keying) for the DS-CDMA system. Further, the achievable 
capacity per channel use of the MUTP assisted SDMA system using ZF-MUTP of [2] 
when invoking the two power allocation regimes namely, equal power regime and 
MSNR regime is analyzed. Furthermore, the performance of MUTP assisted SDMA 
system in terms of achievable SER is investigated by implementing two power 
allocation regimes based on the constraint of (19). 

Figure 2 shows the performance of the SDMA system in the context of correlated 
frequency-selective channel for the scenario considered in Figure 1. It can be 
observed from the figure that the eigen based approach and ZF-MUTP of [2] result in 
the same performance. Furthermore, the performance of the system degrades with 
increasing number of users. In order to achieve a target SER of 10-3 for K = 10 users, 
the SDMA system requires 17 dB less compared to the case with K=20 users. Figure 
3 illustrates the performance of the SDMA system when invoking the two power 
allocation regimes in correlated flat and frequency-selective channel for the scenario 
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with Nt = 10 and K=4.  The MSNR power allocation regime tries to allocate more 
power to the sub-channel with less eigen value. Further, for benchmarking, we have 
considered equal power allocation regime in the context of SDMA DL system. It is 
seen from the simulation results that, performance of the system employing MSNR is 
superior to that of equal power allocation regime. In addition to this, performance of 
the system in flat fading channel is better than the performance of the system in 
frequency-selective channel.  

Figure 4 shows the performance of the DS CDMA system when communicating 
over frequency-selective channel. In our simulations, we have considered random 
spreading sequences with a spreading gain of 32. Simulation results show that ZF-
MUTP can completely remove MUI and can result in better performance. Further, it 
is observed that as the number of users increases in the system, the achievable error 
rate decreases. Figure 5 demonstrates the achievable capacity in terms of number of 
bits per second per channel use in the context of correlated frequency-selective 
channel for the SDMA system with two power allocation regimes. The simulation 
results show that, the SDMA system with MSNR power allocation regime results in 
higher capacity compared to equal power allocation regime. This is mainly because 
MSNR allocates more power to the sub channel with the least eigen value under the 
 

 

Fig. 2. SER vs SNR performance of the ZF-MUTP assisted DL SDMA system for correlated 
frequency-selective fading with 64 QAM modulation using 20 transmit antennas and 1 receive 
antenna per mobile station for K=5, 10 and 20 users. The simulations are based on the 
preprocessing matrix of (8) and (11) for ZF-MUTP and Eigen analysis respectively. 
(correlation coefficient=0.7) 
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Fig. 3. SER vs SNR performance of the ZF-MUTP assisted DL SDMA system with Nt=10 and 
K=4 users in correlated flat and frequency-selective fading channel with equal power allocation 
and MSNR (correlation coefficient=0.7) 
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Fig. 4. BER vs SNR performance of the DL DS-CDMA system with N=32 in frequency-
selective fading channel. The simulations are based on the preprocessing matrix of (8) for ZF-
MUTP. 
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Fig. 5. Capacity vs SNR of the SDMA system with Nt=20 and K=20 users in correlated 
frequency-selective channel with equal power allocation regime and MSNR. The simulations 
are based on the preprocessing matrix of (11) for Eigen analysis. 

constraint of (23). Further, for an SNR of 30 dB, MSNR results in 11 bits/sec/channel 
use as against 7.5 bits/sec/channel use in the case of equal power allocation strategy. 

5   Conclusion 

In this treatise, we investigated the performance of a single cell multiuser MIMO 
system based on SDMA in correlated flat and frequency-selective channels for DL 
communications with the aid of conventional ZF-MUTP, ZF-MUTP approach that 
creates an orthogonal subspace to the interfering subspace and ZF-MUTP based on 
eigen analysis. Our study shows that, all the three ZF-MUTP techniques exhibit 
similar performance in terms of achievable SER by completely eliminating the DL 
MUI. Further, MUTP with MSNR power allocation regime shows better performance 
in terms of achievable SER and capacity than equal power allocation regime. 
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Abstract. A simple and elegant mathematical formulation for the analysis of relative 
improvement of the performance metrics of ad-hoc networks with omnidirectional 
and directional antenna is presented. Through extensive numerical simulations, the 
multi dimensional desirable performance attributes of wireless link  such as im-
proved range, improved RSS, reduced RF transmit power and  consequent reduced 
consumption of battery power have been analyzed  keeping the directional gain of 
the antenna as a variable parameter. A formulation to compute the required Battery 
Energy taking into account the data pertaining to the power efficiency of the asso-
ciated transceiver design as well as the specified link performance parameters is also 
discussed. Through a case study involving the specifications of a typical transceiver 
operating in the 2.4 GHz band, the desirable impact of higher gain of a directional 
antenna in the reduction of RF transmitter power is illustrated. The consequential re-
duced battery power consumption while still retaining the specified performance pa-
rameters of the ad-hoc network like range and Received Signal Strength (RSS) is al-
so demonstrated. This paper also addresses the importance of alignment of beam 
peaks of directional antennas of a link and the quantification of additional RF power 
in lieu of Beam Pointing Angle (BPA) error in ad-hoc network. The profile of im-
proved range with directional gain as an independent variable exhibits much sharper 
feature than an exponential function. The relationship between improvement in the 
RSS and higher directional gain bears linear characteristics and typical results reveal 
that for a dB increase in gain ratio, the corresponding improvement in RSS is 2 dBm 

1   Introduction 

An ad-hoc network is established with multiple mobile nodes, coming in range of 
each other and exchanging data without an access point. The ability of participating 
nodes to move around gives rise to Mobile Ad hoc Networks (MANETs). Such net-
works are very useful for military applications, emergency and rescue operations, 
health care, home networking and other commercial and educational applications. In a 
MANET, nodes are highly interdependent for exchange of information with each oth-
er. The nodes must cooperate to routing and other services, making it crucial to max-
imize the network lifetime. The participating nodes in a MANET (laptops, PDA’s and 
sensors) have limited battery power; therefore energy efficient communication  
approach is critical for the longevity and efficiency of the network. To support  
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energy-efficient communication in an Ad-hoc network, it is important to apply ener-
gy-efficient design at multiple layers of the network protocol stack.  

In this paper, we concentrate on the physical layer techniques used for energy-
efficient communication in an attempt to illustrate the enhanced performance of Ad-hoc 
networks with directional antenna. Analysis to link the significant design parameters of 
directional antenna to wireless link performance is of practical significance to appreciate 
the system design considerations of ad-hoc networks. Through simple and elegant ma-
thematical formulation, relative improvement of the performance metrics of ad-hoc 
network is analyzed when high gain directional antenna is replaced with conventional 
low gain omnidirectional antenna. Resource utilization particularly that of electric pow-
er of battery and the associated energy is of paramount importance since it has signifi-
cant say in the outage condition of a wireless link or network. Through a case study  
involving the specifications of a typical transceiver operating in the 2.4GHz band, the 
desirable impact of higher gain of a directional antenna in the reduction of RF transmit-
ter power is illustrated. This in turn results in the reduced consumption of battery power 
consumption, while still retaining the specified performance parameters of the ad-hoc 
network such as range and Received Signal Strength (RSS). Although, directional an-
tenna offers potentially many desirable performance improvement attributes, it is also 
associated with additional constraint or requirement of precise or accurate alignment of 
the directive or main beam of the Transmitter and Receiver. The mismatch of angular 
alignment of the Transmitter and Receiver results in Beam Pointing Angle (BPA) error, 
which leads to the degradation in the range. If one desires to regain the desirable ideal 
network performance despite the presence of BPA error, it would call for additional RF 
Transmitter power ultimately culminating in the consumption of extra power of the bat-
tery that support the RF operation. This paper also facilitates the quantification of addi-
tional RF power in lieu of BPA error in ad-hoc network. 

To realize an energy efficient ad-hoc network is to minimize the RF transmit pow-
er for conservation of battery power. In view of this, this paper emphasizes the appli-
cation of directional antenna to realize the reduction in transmitter power and yet 
maintaining the desired link performance or network performance. 

2   Directional Antenna in Mobile Ad Hoc Networks (MANETs) 

A representative generic MANET with three mobile nodes is shown in Fig. 1 with the 
dotted circles, implying the communication range of each node. Each of the nodes is as-
sumed to be design configured with a RF transceiver as their network interface. If Node 
A wishes to communicate with Node C and if Node C is not in communication range of 
Node A, Node B will serve as an intermediate node resulting in 2 hop communication.  

 

Fig. 1. Multi Hop Communication in MANET 
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A transceiver of a MANET is configured with an antenna which will serve as its 
RF front end to establish a wireless communication link with its intermediate (partici-
pating) nodes. Basically, the antenna can be of two types namely omnidirectional and 
directional. Fig. 2 shows the difference between radiation patterns of directional and 
omnidirectional antenna. It can be seen that the radiation pattern of omnidirectional 
antenna exhibits uniform angular distribution while the radiation pattern of directional 
antenna is concentrated in the preferred angle (direction) of communication. In Fig. 2, 
S and D denote the source and destination nodes respectively. As illustrated in Fig. 2, 
the communication range exhibited by directional antenna will be higher than an om-
nidirectional antenna. In view of this, it is implicit that the transceivers of nodes in 
Fig. 1 are associated with omnidirectional antennas. In the past, omnidirectional an-
tennas did find extensive applicability in MANET system design. With the rapid ad-
vancement of antenna technology conjunctured with miniaturization in size and its 
proven system utility in subscriber end of cellular communication, increasingly one 
finds rapid progression of directional antenna in ad-hoc networks/MANETs. The cha-
racterization of directional antenna to realize performance improvements in ad-hoc 
networks/MANETs wherein mobility is a key factor causing potentially dynamic and 
vast variations in communication range, constitutes the core theme of this paper. 

 

Fig. 2. Radiation Patterns of Omnidirectional and Directional Antennas 

3   Related Work on Directional Antenna in MANETs 

Most of the papers available in literature propose MAC layer or network layer proto-
cols for ad-hoc networks, using directional antenna. Su Yi et.al [1] provide a good  
insight on the improvement in capacity of wireless network with the usage of direc-
tional antenna.  This paper also provides results for throughput improvement with 
combination of omnidirectional and directional antennas in Transmit (Source) and 
Receive (Destination) nodes. In [2] Ram Ramnathan provides a good insight on 
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beamforming antennas, and their use in ad-hoc networks. This paper also provides a 
rough comparison of relative lesser interference potential with: only beamforming, 
only power control and when both beamforming and power control are used together. 
The research in [3,4,5] suggests the use of directional antennas for increasing the 
throughput and enhancing the performance of wireless networks.  

However, the above cited research papers do not address a detailed formulation to 
link the relative improvement in Received Signal Strength (RSS), range and reduction 
in transmit power when high gain or moderate gain directional antenna replaces the 
conventional low gain omnidirectional antenna in a MANET system. This paper illu-
strates the potential of directional antenna to ensure the performance improvement of 
the communication link relative to omnidirectional antenna. Further, with the direc-
tional antennas establishing the link, it is all the more necessary to ensure that the di-
rection of beam (peak gain) of the antenna of the transmit node is aligned with the  
direction of peak gain of the antenna of the receive node. In case of mismatch in an-
tenna beam pointing angle between the two communicating nodes, there shall be a 
consequent degradation in the performance of communication link. This paper pro-
vides a quantitative analysis of the degradation in performance of the communication 
link in the presence of misalignment (angular error) between the beam pointing angles 
of transmit and receive nodes. An estimate of the required increase in the transmit 
power of the link to avoid the performance degradation and to maintain link quality as 
with ideal zero beam pointing error case is also provided.  

4   Analysis and Relative Comparison of Link Performance  
with Directional and Omni Directional Antennas 

From the joint perspectives of antenna engineering and its relevance to system per-
formance of the links established through participating nodes, the communication 
range, RSS, Transmitter power to maintain the link performance and resource utilisa-
tion particularly with respect to Battery power emerge as more critical parameters. 
This section provides extensive analysis of the enhancement of the parameters listed 
above with the use of directional antenna when compared to that of omnidirectional 
antenna.  

4.1   Improvement in Range due to Gain of Directional Antenna 

Friis transmission formula is used in wireless communication to calculate the power 
received by the antenna at the receiver section under idealized conditions. Friis trans-
mission formula is defined through =            (1)

Where, Pt, Pr,Gt,Gr,R and λ represent Transmit Power, Receiver Power, Transmit an-
tenna gain, Receive antenna gain, Range and Wavelength respectively. 
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Let,  Romni, RSSomni, PTomni, λ, GTomni and GRomni represent Range of Omnidirectional 
antenna, Transmit power with omnidirectional antenna, Wavelength in meters, Gain 
of Transmit omnidirectional antenna and Gain of receive omnidirectional antenna re-
spectively.  

Then we have, =         4  

=         4  

           
 =                                                    (2) 

The increase in the communication range ∆  due to directional antenna can be related 
to the term directional gain ratio , where  

                                                       =  ⁄  

                                            ∆ =   1                        (3a) 

Effective range                Reffective = Romni + ΔR                              (3b) 

In Equation (3),  involves GDA and Gomni where, 

GDA = Gain of Directional Antenna (GDA = GTDA = GRDA) 

Gomni = Gain of Omnidirectional Antenna (Gomni = GT omni = GR omni) 

 

Fig. 3. Influence of Directional Antenna Gain on Communication Range and Improvement of 
RSS effective  with Directional Gain 

Fig. 3(a) illustrates the improvement in the communication range solely due to the 
gain of the directional antenna  relative to omnidirectional antenna keeping the trans-
mit power PT =5 mW and RSS=-93 dBm to be the same in both cases of directional as 
well as omnidirectional antennas with the link operating at 2.4 GHz. The profile of 
increased gain variation exhibits much sharper feature than an exponential function.  
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4.2   Improvement in Received Signal Strength (RSS) due to Directional Antenna 

If the parameter Pr in Equation 1 is considered as RSSomni , with GT omni  and GR 
omni as omnidirectional antenna gain, then we have, 

         
=                      (4) 

The improvement in the RSS with the use of directional antenna can be written as, 

                                   ∆   =    1                   (5) 

The effective RSS at the receiver of the link with the directional antennas replacing 
the omnidirectional antennas is  

                               = + ∆                            (6) 

Fig.3(b) depicts the variation of realizable improved RSS effective as a function of the 
directional gain ratio. Apart from linear nature of variation, the result depicted in  
Fig. 3(b) also reveals that for a dB increase in gain ratio, the corresponding improve-
ment in RSSeffective is 2 dBm.  

4.3   Reduction in Transmitter Power with the Use of Directional Antenna 

In this section, we show the reduction in required transmission power with the use of 
directional antenna, when compared to that required for omnidirectional antenna. 
Based on the Friis Transmission formula given by Equation 1, we have, 

 =        
(7a)

The reduction in the Transmitter power ΔPT because of higher gain of directional an-
tenna can be expressed as    Δ  =  1 1       

 
(7b)

The definition of Gain Ratio remains the same as in earlier sections. The actual 
transmit power required by the directional antenna to retain the range and RSSomni  
of the omnidirectional antenna is given by  

                                            =    Δ                      (8) 

Fig. 4(a) shows the reduction in the RF Transmitter power with the use of directional 
antenna keeping the RSS as well as range parameters the same in both the directional 
and omnidirectional cases. Drastic reduction in transmitter power is evident with 
smaller initial increase in directional gain and then exhibiting asymptotic nature with 
higher directional gain. 
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Fig. 4. Reduction in RF Transmitter Power with Directional Gain and Multifaceted Advantages 
of Directional Antenna 

4.4   Multidimensional Versatility of Directional Antenna 

Fig. 4(b) summarizes the highlights the advantages of using directional antenna.  In 
Fig. 4(b), ΔBESave denotes the reduction in the energy of battery with the directional 
antenna to retain or maintain the link performance as in the case of omnidirectional 
antenna. 

With increased communication range (R), the number of hops required for data ex-
change in an ad-hoc network can be reduced thus reducing the end-to-end latency.  
Higher RSS increases the signal quality at the receiver, thus providing enhancement 
in Quality of Service (QoS). With the reduction in transmitter power, the battery 
energy consumed at each node decreases, thus providing longer battery life, which 
further increases the network lifetime. Power control also reduces interference among 
neighboring nodes thus increasing the efficiency of the network.   

4.5   Estimation of Battery Energy for Given Data Transmission 

Research publications [6,7,8,9] address the issue of  need and challenges in the reali-
zation of energy efficient  ad-hoc/MANET. However, a formulation or a detailed 
formulation with clearly illustrated steps to compute the battery energy required for a 
specified data transmission seems to have not been addressed in the literature even 
though this is very significant from system design perspective. This section summa-
rizes the detailed steps through which one could compute the required battery  
energy and the formulation shall take into account the data pertaining to the power ef-
ficiency of the associated transceiver design as well as the specified link performance 
parameters. 

From the classical relationship between Power, Energy and Time, one can draw 
analogy to relate the requirement of Battery Power (PBat) and Battery Energy (BEData) 
for transmission of given data.  

                                                   BEData =PBatxTON                                       (9) 

Where TON = Transmitter ON Time.  
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Fig. 5. Requirement of Battery Energy for Data Transmission 

TON is dependent on the size of data, data rate as well as channel condition between 
the Transmit and Receive ends of the link. At an instant of time for data transmission, 
the following inequality should be satisfied. 

                                  BEResidual>BEData                                        (10) 

Where, BEResidual denotes the available Battery Energy at that instant for operation. 
Many research publications dwell with energy efficient routing protocols in ad-
hoc/MANET. However, it is difficult to find a formulation to estimate or compute 
BEData that has a generic or empirical appeal and which facilitates a better apprecia-
tion from system design considerations. In this section, a generic procedure is out-
lined to systematically compute the BEData. As illustrated in Fig.5, the Battery Energy 
is dependent on communication range (R), RF power of transmitter, gain of the 
transmitting as well as receiving antennas, the expected or threshold RSS at the re-
ceive node and wavelength.  

For a specified range, RSS, Gain of Transmit and Receive antennas and wave-
length, the RF Transmit Power can be computed using equation (11):  =        

(11)

The relationship between PT and Battery Power PBat is very specific to the RF design 
of the Transceiver module of the ad-hoc/MANETs as well as the type of battery used 
in it.  However, the data sheet of RF transceiver usually provides the relationship be-
tween PT and PBat in tabular form. Either a look up table or an algebraic expression 
deduced from the tabulated data is required to estimate the PBat for a specific PT de-
termined through Equation (11).  Such recourse of computing the Battery Power PBat 

shall further facilitate built in provision for computation of Battery Energy BEData 
through Equation (9). Fig.6 illustrates the least square curve fitting equation obtained 
to relate the RF Power PT and Battery Power PBat for a typical RF transceiver widely 
used in 2.4 GHz band. Satisfactory correlation between the results of derived func-
tional relation and the reference data is noticed in Fig.6.  
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Fig. 6. Derivation of Functional Relation between RF and Battery Power 

4.6   Effect of Beam Pointing Angle Error of Directional Antenna on Network 
Performance 

In order to retain all the network performance enhancements highlighted  thus for, one 
has to also address the importance of alignment of direction of peak gain of the 
transmitting beam of the source node with the corresponding receiving beam of the 
destination node. Misalignment of the beam peaks of the source and destination nodes 
result in a parameter defined as a Beam Pointing Angle (BPA) Error or Beam Point-
ing Error (BPE) as shown in Fig. 7. In many of the aperture antennas with moderate 
gain, the shape of the radiation pattern up to -10 dB points is assumed to follow func-
tional distribution . 

 

Fig. 7. Illustration of Beam Pointing Angle Error of Directional Antenna 

The value of the constant ‘p’ can be derived with the plot of the radiation pattern  
at say -3 dB or -10 dB points relative to the beam maximum angle. This procedure has 
been adopted to analyse the effect of BPA or BPE on the link performance metrics 
such as range and the RF power requirement as well as Battery Power.  The degrada-
tion in the range performance as a function of BPA is shown in Fig.8 (a). As ex-
pected, the degradation becomes more pronounced with increase in BPA. 
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Fig. 8. Influence of Beam Pointing Angle Error on Network Performance and Effect of Beam 
Pointing Angle Error on RF and Battery Power 

If one desires to regain the ideal link performance despite the presence of BPA or 
BPE, it can be realized only at the expense of increased RF transmit power. This in 
turn would result in additional consumption of battery power resulting in reduced op-
erational time of the link. Fig. 8(b) explains the undesirable influence of BPA on the 
link transmitter power and which in turn has a negative effect on the required battery 
power to sustain the link performance.  

5   Conclusion 

A relative improvement of the performance metrics of ad-hoc network with omnidi-
rectional and directional antennas is presented. The multiple desirable performance 
attributes of wireless link  such as improved range, improved RSS, reduced RF trans-
mit power and consequent reduced consumption of battery  power have been ana-
lyzed,  keeping the directional gain of the antenna as a variable parameter. A detailed 
formulation is described for  specified data transmission as well as  importance of 
alignment of beam peaks of the Transmit and Receive antennas to harness the poten-
tial advantages of directional antenna has also been demonstrated. The contributions 
derived out of this paper will be of potential utility to address the realistic design chal-
lenges and issues pertaining to wireless network in general and energy efficient ad-
hoc network in particular. 
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Abstract. Wireless mesh network (WMN) has become a popular
technology to provide broadband Internet access mainly due to its low
up-front cost and less administration overhead. A variety of routing pro-
tocols are proposed for WMN focussing on higher throughput and per-
formance. On the other hand, determining reliability of an established
route is a critical issue because of varying channel conditions, interference
and byzantine node-behavior, which has not been considered in most of
the existing routing protocols. This leads to degradation in performance.
In this paper, we propose a mechanism to enhance the reliability of a
routing protocol in WMN evaluating the quality of links. The proposed
mechanism is simulated over HWMP (the default path-selection protocol
for WMN) and its performance is evaluated.

1 Introduction

Wireless mesh networks have emerged as a promising technology for next-
generation wireless networking, capable of providing wireless broadband Internet
access to its clients. WMN significantly lower the deployment cost and admin-
istrative overhead by replacing majority of the wired infrastructure there by
forming a desirable solution to build networks in a campus, office and commu-
nity [1]. A typical WMN consists of a set of mesh routers (MR) and mesh clients
(MC). Mesh routers are wireless routers equipped with one or more wireless in-
terfaces with very less or no mobility. A group of MRs along with few MR’s that
are assigned gateway functionality to connect to the Internet form the backbone
of WMN. The main aim of the mesh backbone is to provide access services to
its clients with the help of routing protocols. A mesh client can be any device
capable of networking which can be either stationary or mobile.

WMN need to support reliable and high throughput Internet applications
including audio and video streaming to achieve the desired level of success. Ma-
jority of these applications require reliable transfer of data. So, routing protocols
play an important role in meeting these requirements. Unlike routing protocols
for wired networks, WMNs have to deal with open-air shared communication
medium, dynamic and time-varying operating environment and limited resource
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availability. There are various factors that cause unreliability in WMNs. Conse-
quently, it is desirable and necessary to develop efficient routing protocols that
are capable of recovering from such adverse conditions and ensure reliability.

The existing routing protocols for WMN are based on different link-layer met-
rics that aim at capturing various such properties of a link that usually account
for majority of packet losses in wireless network. Protocols based on metrics such
as expected transmission count (ETX)[2], expected transmission time (ETT) [3]
and many other such metrics such as WCETT [4], ATLM [5], per-packet RTT
[6] were proposed replacing hop-count. Majority of the above specified metrics
depend on active probing of neighbors to measure the quality of wireless links.
Broadcast probe packets does not always generate same quality measurement as
data transmissions due to PHY layer settings (e.g. Modulation). Moreover they
are further susceptible to packet losses resulting from the communication grey
zone problem [9] and unaccounted node behavior. Therefore, there is a necessity
for a mechanism to ensure reliability in data communication.

This paper proposes a mechanism to increase the reliability of the existing
routing protocol HWMP (Hybrid wireless mesh Protocol). We define reliability
as the acceptable user performance under network failures in dynamic condi-
tions, i.e. no disruption of network service and low packet loss ratio. The pro-
posed mechanism heightens the reliability. Our focus of work is to develop a
mechanism that accounts for packet losses due to various factors such as errors
induced by the channel, multipath fading, shadowing, interference and indepen-
dent byzantine node-behavior. The proposed mechanism depends on the ability
of a node to verify the link conditions and passively measure the level of reliabil-
ity offered by the network. Based on the obtained results, the routing protocol
can further select better routes in terms of reliability, bandwidth and end-to-end
delay.

The rest of the paper is organized as follows. Section 2 presents the related
work on routing in WMN. Section 3 presents our network model and design
considerations. We present our proposed mechanism to enhance the reliability
of a routing protocol for WMN in Section 4. Section 5 presents the working of
reliability enhanced HWMP. Section 6 presents the analysis of the proposed re-
liability mechanism. Section 7 presents the simulation results and finally Section
8 concludes the paper.

2 Related Work

Recently, lot of research has been carried out to improve the performance of
routing protocols for WMN. The main design goal of these routing protocols is
throughput maximization. Therefore, majority of the research has been carried
out in design of routing metrics that increase the overall throughput offered by
the network [2,3,4,5,6,7]. Metrics such as expected transmission count (ETX),
expected transmission time (ETT), weighted cumulative ETT (WCETT), per-
hop round-trip time (RTT) and airtime link metric (ATLM) have been designed
to exploit various characteristics of a wireless link. The computation of these
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metrics involve active probing of neighbors to measure the quality of links. As
an example, to compute ETX, each node broadcasts fixed size probe packets
periodically (for e.g., one second). A node remembers the number of probes
received during the last window of w seconds. Based on the obtained probe
information, a node determines the ETX value of a link.

Even though active probing by broadcasting incurs less overhead, it has its
own set of limitations. Mainly, it does not always generate the same quality
measurements due to different PHY setting (e.g., modulation) [8]. The other
major limitation is the generation of bi-directional links. This is due to the use
of identical type of probing mechanism in both the directions which results in
ignoring asymmetric behavior of a link. Broadcast active probing involving Hello
messages which introduces the problem of communication gray zone [9]. Unicast
probing achieves better results over a broadcast mechanism, as it resembles uni-
cast data transmission, but incurs very high overhead. Even though the above
mentioned link-layer metrics achieve much better performance over hop-count
metric, they still suffer from packet loss resulting from unaccounted factors for
eg. communication gray zones.

The other important factor that cannot be accounted through probing mech-
anism is the byzantine behavior of nodes. Such nodes may co-operate during
metric computation but may not involve in forwarding process or intentionally
drop packets to disrupt network operations. Few works [15,16] have also been
done to particularly address the selfish behavior of nodes in WMN by employ-
ing trust/reputation in routing process. AODV-REX [10] is a routing framework
that extends the functionality of ad hoc on-demand routing protocol with a
reputation model proposed in [11].

Expected forwarding counter (EFW) is a cross layer routing metric that ad-
dresses the problem of selfish participants in WMN [12]. It integrates the for-
warding behavior of a node with the ETX metric to derive a new metric called
EFW. Kone et.al. propose a quality of service (QoS) routing protocol for WMN
that ensures the selected paths to satisfy minimum bandwidth and maximum
end-to-end delay that can be tolerated by an application [13]. Sen et. al. propose
a similar kind of protocol that satisfies the desire QoS requirements in terms of
bandwidth and end-to-end delay [14]. Both these protocols depend on control
packets to measure reliability of a link that does not capture actual link behavior
to employ in data transmissions.

Majority of the existing work aims to achieve better performance in terms of
throughput by designing different kinds of routing metrics. Even though these
metrics assure higher throughput, they are still constrained by other factors such
as dynamic link conditions and byzantine node behavior. Protocols proposed by
Kone et.al. and sen aim at improving reliability of selected routes as part of
QoS requirements. These protocols depend on control packets to measure the
reliability of a link that gives inaccurate results [9]. Therefore, there is necessity
for a mechanism to verify the actual performance of selected routes and ensure
that the selected routes are in fact reliable.



590 R. Matam and S. Tripathy

3 Network Model and Design Considerations

We consider a typical WMN architecture, where a set of MR’s form the backbone
of the WMN, out of which few MR’s designated as gateways are connected to the
Internet. MC’s are typical wireless clients connected to specific MR’s with access
point functionality. As, hybrid wireless mesh protocol (HWMP) has been chosen
as the mandatory path-selection protocol in IEEE 802.11s draft standard [5], we
consider it as the candidate routing protocol operating on the mesh backbone.

3.1 Design Considerations

The following design considerations are taken into account in the proposed
scheme to enhance reliability.

Determining Reliability. We use a two-hop reporting mechanism that allows
each node to determine the reliability of individual links along a path with
the help of report packets generated by a two-hop neighbor. The report packet
contains the actual number of data packets received through an intermediate
node for a particular transmission, which is used to compute the reliability of
a link. The reliability factor at instance t + 1 denoted by R(t + 1) is computed
using exponential weighted cumulative average (EWMA) as

Rt+1 = α ∗Rt + (1− α) ∗Rt−1. (1)

A node maintains the reliability value for each of its neighbors and updates it at
the end of a transmission session. This reliability value is employed in the route
selection process by integrating it with the underlying routing metric (airtime
in case of HWMP). The final route selection decision is based on a cumulative
metric value that is a combination of measured reliability and advertised airtime.
This integration process results in more robust routing metric that guarantees
desired level reliability over a selected route.

Estimating End-to-End Delay. We estimate the end-to-end delay of a rout-
ing path with the help of employed air-time metric. The airtime or channel
access time Ca is the amount of channel resources consumed for transmitting a
test frame on a particular link, which can be computed as

Ca = [O +
Bt

r
]

1

1− ef
(2)

Where O is the channel access overhead, which includes frame headers, train-
ing sequences, access protocol frames etc. Bt is the number of bits in the test
frame, it has a constant value of 8192 bits. The rate ’r ’ represents the data rate
at which the mesh STA would transmit a frame of standard size Bt based on
current conditions. Its estimation is dependent on local implementation of rate
adaptation. The frame error rate ef is the probability of transmission error when
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a frame of standard size Bt is transmitted at the current transmission bit rate
’r ’. Its estimation is also a local implementation choice. No additional overhead
is incurred in estimating the end-to-end delay of a routing path, as it is computed
during normal metric computation.

Identifying Malicious Nodes. A malicious node can selectively or completely
drop packets to preserve resources or disrupt network services. The reliability
scheme is designed to avoid such malicious nodes during route selection process.
Any kind of selfish or malicious packet dropping activity of a node is reported
by its neighbor through a two-hop report packet. Since, the behavior (and per-
formance) of each node is passively monitored by its preceding and succeeding
node, any malicious packet drop can be easily tracked. This in turn is reflected
in the computation of reliability that influences the route selection process.

4 The Proposed Reliability Enhancement Mechanism

The proposed mechanism operates in two phases to enhance the reliability of a
routing protocol. They are discussed below.

4.1 Maintaining Two-Hop Neighborhood Information

A beacon frame is extended to facilitate gathering and maintaining of two-hop
neighborhood information. In addition to usual beacon contents, the additional
neighborhood information is appended to the beacon frame and transmitted. A
set flag is used to indicate the presence of two-hop neighborhood information.
Whenever a node receives a beacon, the two-hop information is retrieved and
added it to the two-hop neighbor table to facilitate accurate processing of report
messages.

4.2 Estimating Reliability

Reliability of a route is estimated with the help of a report packet, generated
by each node on an active route and propagated towards the source. The RE-
PORT packet contains the fields as shown in Fig. 1. The PREQID, ADDRSRC

and ADDRDST fields are used to uniquely identify a REPORT packet. The
ADDRSRC and ADDRDST fields are the addresses of source and destination.
The major contents of the REPORT packet are addresses of node on which the
report packet is generated ReNA, address of the reporting node RpNA and
the Report field containing the number of packets received in the current active
routing session. To prevent endless traversing of the REPORT packets, its TTL
value is set to 2.

Each node generates a REPORT packet immediately after the routing session
expires (5.02 sec according to the IEEE 802.11s draft standard). The two-hop
report generation and processing mechanism is shown in Fig.2. On receiving a
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Fig. 1. Report Packet Element

REPORT packet, a node first verifies the address of the sender with the set
of two-hop neighbors. If the REPORT is generated by an unregistered node,
it ignores such REPORT. The information received through REPORT packet
is used to determine the reliability of a link by computing the percentage of
packets successfully delivered to the percentage of packets actually sent. The
obtained information is employed in computing the reliability of a link at time
instance t by combining it with computed reliability information at instance t-1
using an exponential weighted cumulative average (EWMA) mechanism. This
computed reliability information is later employed to enhance the reliability of
routes selected by a routing protocol.

Fig. 2. Two-hop report generation and processing

5 Reliability Enhanced HWMP (RE-HWMP)

The above proposed mechanism is employed on HWMP the default routing
protocol for WMN, to enhance its reliability. The path selection process of RE-
HWMP is similar to that of HWMP. The metric computation process is mod-
ified to include the reliability of individual links along a path. The proposed
mechanism depends on HWMP to accurately determine the address of two-hop



Reliability Enhanced Routing Protocol for Wireless Mesh Networks 593

reporting node (the node from which a report packet is expected). In a reactive
protocol like HWMP, where nodes maintain next-hop information to identify
routes, a node usually does not have any information about the two-hop neigh-
bor involved in the routing process. But, this information can be obtained by a
node operating in promiscuous mode to overhear at least one of the transmit-
ted data packets, using which it can exactly determine the address of two-hop
reporting node.

A REPORT packet is identified with the help of (the fields PREQ-ID and
address of source and destination STA’s) the PREQ. The major contents of the
report packet are addresses of node on which the report packet is generated,
reporting node address and the Report field containing the number of packets
received in the current active session. To prevent endless traversing of the RE-
PORT packets, the TTL value is set to 2. Each node generates only one report
packet for an entire communication session, that is differentiated with the help of
a unique PREQ-ID, and is transmitted immediate after expiring of the routing
session (default value is 5.02 sec).

5.1 Ensuring Reliability of the Routing Protocol

Consequent upon receiving a REPORT packet, each node determines the relia-
bility of a link by computing the percentage of packets successfully delivered with
respect to the packets actually sent. The reliability value of a link is integrated
with the airtime metric to determine the effective metric of a link (ERM). We
employ an integration mechanism similar to that proposed in [10]. The modified
metric is incorporated in the path request (PREQ). This metric computation
process is repeated by each intermediate node along a path to obtain a cumula-
tive path metric which is a combination of reliability and actual airtime metric.
The routing decision is based on the PREQ that offers a better overall metric.
This integration process ensures that the links with high reliability are preferred.

6 Efficiency of the Proposed Mechanism

The performance of the proposed reliability enhancement mechanism mainly
depends on the ability of a node to accurately generate, transmit and process
report packets. Each node generates and transmits a REPORT packet to report
the performance of its immediate neighbor (on the reverse path) towards the
source. As, the proposed mechanism cumulatively accounts for losses incurred
from various sources collectively, the content reported in the report packet heav-
ily influences the routing decision. Here in, we show how the proposed mechanism
handles abnormal situations in handling and processing report packets.

– Fabricated Reports: Nodes explicitly sign the report packets to prevent
alteration of its content. This, explicit signing of report packets prevents
fabricating report messages.
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– Falsified Reports: Malicious nodes involving in data forwarding process
can generate false reports to degrade the reliability of a link. Fortunately,
the honest reports generated by other nodes in the network balance the
overall reliability.

– Receipt of Multiple Report Packets: Malicious nodes can generate fake
report packets to disrupt the smooth computation of reliability. For example,
a malicious node X can generate a report packet on a node Y even though
it is not a forwarder on the selected path. Hop-by-hop routing protocols like
HWMP cannot distinguish fake to genuine report packets as they maintain
only next-hop information. To avoid such a scenario, a node can monitor
data transmissions of a neighbour and learn the address of the next hop
node involved in the data forwarding process. This monitoring process also
allows nodes to identify malicious activity in their neighbourhood.

– Intentional Dropping of Report: Malicious nodes can drop report pack-
ets to prevent nodes from updating the reliability of a node. This intentional
dropping is effectively handled by the self-healing feature of WMN. The suc-
cessful delivery of a REPORT packet is mainly attributed to the employed
broadcast mechanism and the existence of multiple paths between a pair of
nodes.

– Non-generation/Lost Report Packets: To handle the case of genuine
loss of report packets resulting from various network factors, we follow no
action approach for a particular transmission session. The reliability of a
link is not updated for a particular session to ensure the stability of the
network. Malicious nodes involved in the data forwarding process can also
not generate REPORT packets, but an active adversary trying to disrupt
network stability does not gain by avoiding report generation.

7 Simulation Results

Performance of RE-HWMP is simulated in ns-3 discrete event simulator [17]. We
considered a WMN backbone consisting of 24 MR’s that are randomly placed
over a 600m by 200m area. The IEEE 802.11s MAC protocol is employed with
a channel data rate of 54Mbps. The data packet size considered was 512 bytes.
Source and destinations were randomly chosen and total simulation time was
set to 500 seconds. UDP traffic was chosen to simulate the performance of our
proposed reliability enhanced HWMP (RE-HWMP) along with HWMP.

Performance of RE-HWMP is compared with HWMP, in terms of packet
delivery ratio (PDR). PDR is calculated as the ratio of packets received by the
destination to the packets sent by the source. The Fig. 3 shows that RE-HWMP
performs better than HWMP. As, co-operative behavior of nodes is assumed
in this experiment, in certain situations both RE-HWMP and HWMP yield
identical performance.

Further, we repeated the same experiment by randomly assigning selfish and
malicious behavior to few of the nodes. With the increasing number of nodes
exhibiting selfish and malicious behavior, the PDR of HWMP falls consistently,
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Fig. 3. Packet Delivery Ratio of Different Flows

where as RE-HWMP achieves better performance even in such adverse condi-
tions. Fig.4 shows the behavior comparison of RE-HWMP with HWMP. The
reason behind this enhanced performance is that the proposed reliability scheme
ensures to avoid selfish and malicious nodes from the route selection process by
preferring links with higher reliability. Any kind of selfish or malicious activity
of a node is reported by its neighbor through a two-hop report packet. In a way
the behavior and performance of each node is passively monitored by a preced-
ing and succeeding node and any malicious packet drop can be easily measured.
Any kind of malicious packet drop is reflected in the computation of reliability
which influences the route selection.

Fig. 4. Packet Delivery Ratio in Presence of varying Number of Malicious Nodes

8 Conclusion

In this paper, we proposed a routing protocol called RE-HWMP to enhance the
reliability of selected routes using HWMP. The proposed mechanism uses two-
hop REPORT packets to determine the reliability of the links along a selected
route. The computed reliability metric is then employed in the route selection
process to ensure higher reliability routes. The simulation results confirm the
improved performance of RE-HWMP over HWMP that chooses unreliable links,
grey zones and erratic node behavior.
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Abstract. Wireless sensor network is one of the most important fields of 
research in this century. This technology is used in environmental monitoring, 
health monitoring, vehicle tracking system, military surveillance etc. Sensor 
nodes are able to sense the environment, perform computations and 
communicate in a limited range. In this paper, we are proposing distributed 
adaptive routing via information highway in sensor network (DARIH) where 
data reaches to base station via traffic nodes. The proposed algorithm uses 
dynamic traffic node selection method to distribute load among nodes and 
balances the energy dispersion of sensor nodes.  The adaptive routing protocol 
selects routing path based on weight of the path. By this way it prolongs the 
lifetime of the sensor network in large scale. The routing scheme is fault 
tolerant as it replaces faulty node quickly with a fresh node. This algorithm also 
takes special care for the nodes near base station. For multi-hop routing, nodes 
near base station deplete their battery sooner due to relay traffic. DARIH 
provides traffic group of smaller size near base station to solve this problem. 

Keywords: Wireless sensor network (WSN), cluster head (CH), base station 
(BS), traffic group, traffic node. 

1   Introduction 

A huge number of low-power sensors deployed randomly create Wireless Sensor 
Networks (WSNs). Each sensor monitors environmental condition like temperature, 
pressure, sound, vibration etc and passes the sensed data through the network to base 
station (BS) [1]. Sensor nodes have limited energy and it is impossible to recharge 
their battery because most of the time they are deployed in harsh environment [2]. 
Wireless sensor networks do not have any fixed network infrastructure and they are 
dynamic most of the time.  The topology of the network changes very frequently due 
to node failures, damages, energy depletion etc. So our main goal is to provide an 
energy efficient, distributed and adaptive routing technique. Our proposed algorithm 
works on the platform of cluster-based network. Cluster based protocols are very 
energy efficient. Here, cluster head accumulates data from its cluster nodes, 
aggregates and compresses the data and then sends it to base station [3]. In this paper, 
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modified cyclic cellular automata scheme is used for cluster formation and 
management which is done without message passing [4]. In Cyclic Cellular Automata 
(CCA) [5], [6], every cell changes it states depending on its own state and state of its 
neighbor cell. In modified cyclic cellular automata, state of a cell changes depending 
on state of its nine neighbor cell [4]. DARIH introduces traffic group that works on 
cluster based topology. A traffic group has a leader node that is known as traffic node. 
Traffic node routes data to base station [4]. Here, we propose dynamic traffic node 
selection method to distribute load among sensors. As we are using multi-hop routing, 
traffic nodes near BS get loaded with huge relay traffic and tend to die faster (i.e., the 
hot spots problem [7]). DARIH proposes smaller traffic groups near BS to solve the 
problem. Smaller traffic groups consume less energy during intra traffic group 
communication, thus it can save some energy for relay traffic.  Data packets are 
routed to BS by forwarding data from upper level traffic node to lower level. The 
routing path is selected adaptively based on distance and residual energy of the path. 

The paper is organized as follows: Section 2 covers related work; section 3 
describes DARIH framework; section 4 present DARIH algorithm; section 5 reports 
simulation results and finally section 6 concludes the paper. 

2   Related Work 

In popular hierarchical routing protocols, CHs are responsible for intra cluster data 
processing and inter cluster traffic forwarding as well. So they deplete their battery 
rapidly. In traffic node routing scheme, CHs hand over the data to traffic nodes. Now 
traffic node transmits the data to base station via information highway. Information 
highway is constructed by traffic nodes present in the network. Hence lifetime of CHs 
increase. In [4], energy efficient routing via information highway (EERIH) is first 
investigated as traffic node routing. Here, a traffic node is selected for every pair of 
cluster heads. In EERIH, traffic node is selected at a position which is minimum 
distance from a pair of CH and base station as it expects direct transmission most of 
the time. But direct transmission is not preferable for long-distance transmissions. It 
consumes huge energy compared to multi-hop transmission and results faster death of 
traffic nodes far away from BS. But multi-hop network has weakness of hot spots 
problem. For multi-hop routing, shortest path should not be the only criteria. The 
nodes in shortest paths drain their power quickly. Considering paths with maximal 
residual energy also as a criterion, helps to maximize network lifetime. The objective 
of DARIH is to design unequal traffic group formation, dynamic traffic node selection 
and multi-hop adaptive routing. Unequal traffic group formation will solve the hot 
spots problem whereas dynamic traffic node selection and multi-hop routing 
technique will extend network lifetime.  

3   DARIH Framework 

In WSN, data transmission energy loss per bit is represented by Et [4]: 
 

                                             = +                                               (1) 
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Where α1 is energy consumption by transmitter circuit, α2 is amplifier energy, γ is 
distance between sender and receiver node, n is the power index for channel path loss 
of antenna and β is number of bits transmitted. So transmission energy loss (Et) is 
proportional to distance between transmitter and receiver (γ) i.e.   . Data 
receiving energy loss is represented by Er [4]:  

                                             =                                                                    (2) 

Where α3 is receiver circuit energy loss and β is number of bit received.  
DARIH assumes the following idea: 

i) The sensor network consists of large number sensor nodes that are deployed 
randomly and sensors transmit data to base station.  

ii) All the sensor nodes are static and initially they all have same energy. 
iii) A node can act as a traffic node, cluster head or cluster node. Responsibility 

changes over time. 

Definition 1: Neighbor: The 1-hop neighbor set of sensor i is defined as [8], 

N(i)= {j ∈ℵ| d(i, j) ≤ R, i ∈ℵ,j = i}, 

where ℵ represents the set of nodes in the sensor network, d(i, j) denotes the distance 
between sensor i and sensor j, and R is the radius of the sensing range.  

 

Traffic node selection scheme 

1.  For traffic group of two CHs: A and B are two neighbor nodes. Traffic node is 
located at a point P, where P is the midpoint of straight line AB. 
2.  For traffic group of three CHs: A, B and C are three neighbor nodes in the 
sensor network. A, B and C form a triangle and traffic node is located at point P. We 
have to find the point P such that, sum of the distance from P to A, B and C is a 
minimum. This point is known as Fermat point.\ 
 

 

 
 

 
 

  

 
 
We select a point P in triangle ABC (Fig. 1) and connect three vertices with P. 

Then rotate triangle APB 60° around vertex B. Distances are preserved under a 
rotation. So, AP = A'P' and BP = B'P' and ∠PBP' = 60°. Triangle PBP' is equilateral 
as ∠PBP' = 60° and BP = B'P'. We form a straight line A'C using A'P' + PP' + CP = 
AP + BP + CP. We will have the minimum distance when the segments form a 
straight line. Thus the point that will create this minimum distance must lie 

Fig. 1. Fermat point solution 
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somewhere on this line. In the same way we can rotate triangle APC and BPC and get 
BC' and AB'.  A'C, BC' and AB' intersect in a point P. So P is the Fermat point such 
that AP + BP + CP is a minimum. 

Three major steps in DARIH protocol: 

i) Leveling [9]: BS broadcasts LVL=0 message. All neighbor node of BS  receives 
this message and make their LVL=1.The nodes who have already set their LVL, 
broadcast LVL message further to set the LVL of other nodes.  
ii) Clustering and traffic group formation: Clustering is done using modified 
cyclic cellular automata [4]. A traffic group is formed by including two/three clusters 
that are closer to each other. Each cluster node reports to its CH. CH transmits data to 
the traffic node of its traffic group. Our proposed model creates traffic group of 
unequal size to solve the hot spots problem. Traffic groups near BS are of smaller size 
than those that are far away from BS (Fig. 2). For level-1 nodes, a traffic group 
includes two clusters whereas it includes three for other levels. Traffic nodes near 
base station consume lower energy during intra traffic group data processing and 
preserve more energy for inter traffic group data forwarding. Density of traffic node 
also increases near BS than the region far away from BS (Fig. 3). Thus huge load near 
BS can be distributed properly among traffic nodes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  
iii) Data routing: Since only traffic nodes are involved in inter traffic group 
communication, our algorithm forms a graph with traffic nodes. A multi-hop routing 
technique is used to forward traffic from upper level to lower level (Fig. 3). 

 
 
 
 

Base Station

Traffic Node Cluster Head

Fig. 2. Traffic node position is selected by DARIH  
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Fig. 3. One of the multiple paths is selected based on routing algorithm 

4.   DARIH Algorithm 

DARIH algorithm has three parts: traffic group formation, traffic node selection and 
data routing from traffic nodes to BS. 

1.    Traffic group formation and updation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Initially traffic groups are formed (Fig. 4) as discussed in Algorithm 1. Members of 
group are updated when cluster head changes. A situation may occur where a CH 
cannot find a companion to form a traffic group. In this case, the CH will contact a 
neighbor traffic node to relay data. 

 
 

Fig. 4. Workflow of traffic group formation process  
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Algorithm 1: Traffic group formation algorithm 

FOR each CH DO      
    Broadcast Hello msg with ID and position to 1-hop neighbor CHs set 
   Receive hello from its neighbor CHs 
  Update neighbor list and estimate distance from the neighbor CHs 
  IF CH is not included in a traffic group THEN  

  Compute level of the CH 
         IF Level = 1 THEN 

 Search the closest neighbor CH of LVL1 (which is not in 
 a group) from the neighbor list 

         ELSE IF Level > 1 THEN 
  Search two closest neighbor CHs of same LVL (which  
  are not in a group) from the neighbor list 

  END IF 
     IF one/two neighbor found which are not in a group THEN 
                Form traffic group with the two/three CHs 

 Set status for the CHs as already in a group  
               END IF 
     END IF    
END FOR 
 

2.   Dynamic Traffic Node Selection 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Compute size 
of traffic group 
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compute midpoint 
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nearest to the optimum 

point as traffic node 

Data routing phase 

size= 3 size = 2 

Fig. 5. Workflow of dynamic traffic node selection process  
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After traffic group formation, traffic node is selected (Fig. 5). Healthy node is the one 
whose energy is beyond threshold energy. DARIH checks periodically if all the traffic 
nodes are healthy. If not then new traffic nodes are selected dynamically. The old 
traffic nodes become cluster member node. Traffic nodes consume their energy faster 
for long data transmission. The proposed algorithm distributes the load of traffic 
nodes among sensor nodes by periodical selection of new traffic nodes. 

 

3.    Data routing from traffic node to base station 
 

Traffic node forwards the data to its lower level traffic nodes using routing process shown 
in Fig. 6. To initialize routing table, every traffic node advertises its node id, level id and 
its residual energy (RE) to its neighbors. Traffic node receives advertisement from all the 
neighbors. Traffic nodes form routing table with help of distance vector routing where 
distance from neighbor (d) and the residual energy of neighbor (RE) are used as routing 
metrics. Neighbor’s weight is calculated by : k1.d  +  k2.RE. So path length is not the only 
criteria, path with higher residual energy will also get priority. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The proposed multi-hop, adaptive traffic node routing is discussed next. 
According to equation of energy consumption due to data transmission (equation. 

1), shortest path should be selected for minimum communication cost. Routing 
algorithm also considers the path with maximal residual energy. It will balance the 
energy consumption among nodes. Considering shortest path only as routing metric 
may result faster death of some nodes due to heavier relay traffic. On the other hand, 
considering residual energy only may unnecessarily waste total energy of network. As 
multiple paths are available from a source to BS, if any node fails in the optimal 
routing path, then another path is selected dynamically.  

 
 
 
 
 

Fig. 6. Workflow of multi-hop, adaptive traffic node routing process  
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Algorithm 2: Multi-hop, adaptive traffic node routing algorithm 
FOR each traffic node DO      
      IF data packet received to the traffic node THEN 
                   Reply ack packet with its energy to the sender 
              END IF 
          IF traffic node available at lower level THEN 

        Find neighbor with highest weight from lower level 
     ELSE IF traffic node available at the same level THEN 

           Find neighbor with highest weight from the same level 
         END IF    
         IF neighbor found THEN 

        Forward packet to the neighbor 
        Wait for ack packet from forwarder 
       IF received ack packet with residual energy THEN 
           Update routing table accordingly 
          ELSE 

    Increment No_ack count by 1 for the forwarder 
       IF No-ack count is 2 THEN 
                       Delete the entry 
                  END IF 
               END IF 

    END IF    
END FOR 
 

5   DARIH Result 

This section shows how much improvement we get using DARIH Routing. All the 
simulation is done by C programming in Linux platform. Each sensor has the 
following attributes: an identification number that uniquely identifies a node in the 
sensor network, a level number, state of the node that indicate if the node is alive or 
dead, residual energy of the node. The node is declared as dead when its residual 
energy is zero. The simulation parameters are given in Table 1. 

 

Data travelling time: Time required to send a packet from source to BS. 
Packet delivery ratio: Ratio of the number of packet received by base station to the 

number of packet sent from different sensors. 

Table 1. Simulation Parameters 

Parameter Value 

Network Size 150×150 
Number of nodes 22500 
Data Packet Size β 800 bit 
Initial Energy 0.5 J 
Energy consumed in the transmitter circuit α1 50 nJ/bit 
Energy consumed in the amplifier circuit α2 10 pJ/bit 
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The simulation result in Fig. 7 shows lifespan of the sensor network. DARIH 
maximizes the lifetime of sensor network by delaying death of nodes using proper 
load balancing with help of dynamic traffic node selection. In DARIH the time until 
the first node dies is increased by 1.89 times compared to UCCP [10], 2.56 times 
compared to LEACH[11], 4.45 times compared to HEED [12] and 8.29 times 
compared to m-LEACH[3]. Comparison with EERIH [4] shows that, in DARIH the 
time of first node death is increased by 1.17 times where as network lifespan (the time 

Fig. 7. Number of live node over time 

Fig. 8. Network lifespan for DARIH, EERIH and EERWIH 
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until the last node dies) is increased by 1.23 times. After round 2700 the sensor 
network becomes disconnected though some nodes are still alive. 

Fig. 8 shows the lifespan of senor network using DARIH, EERIH and without 
traffic node (EERWIH). The network lifetime is increased by 22.73% compared to 
EERIH [4] and 45.94% compared to EERWIH. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.9 shows that data traveling time for different network size as well as different 

percentage of node failure. As DARIH scheme can tolerate node failure, so 
transmission time increases slowly with increment of node failure. DARIH technique 
can tolerate node failure up to 50%. However, data delivery time is hugely increased 
when node failure is more than 50%. 

Fig. 9. Average data travelling time according to node failure 

Fig. 10.  Average packet delivery ratio with node failure 
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Fig.10 shows the packet delivery ratio for different percentage of node failure.  
Average packet delivery ratio does not affect much with 50% node failure for DARIH 
technique. But the simulation result shows that for 60% node failure, only 60% 
transmitted data is received by base station. 

6   Conclusion 

This paper gives idea of distributed, adaptive routing using traffic node. As most of 
the data transmission is done by traffic nodes, CHs have very small responsibility in 
data transmission. Thus CHs save their energy and increase their lifespan. Again 
dynamic traffic node selection method replaces an old traffic node with new one when 
its energy becomes lower than threshold energy. So information highway is 
constructed dynamically. DARIH provides energy efficient, multi-hop, adaptive 
routing technique to select routing path depending on weight metric. The simulation 
result shows that DARIH improves the network lifetime compared to EERIH. 
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Abstract. Data caching can remarkably improve the efficiency of information 
access in a wireless ad hoc network by reducing the access latency and 
bandwidth usage. Cache replacement policy plays a vital role to improve the 
performance in a cached mobile environment, since the amount of data stored in 
a client cache is small. In this paper we have made a comparative study of the 
existing cache replacement algorithms for wireless mobile networks .Cache 
replacement policies proposed for cooperative caching in ad hoc networks are 
also reviewed and attempts to classify existing replacement policies for ad hoc 
networks based on the replacement decision. In addition, this paper   suggests 
some alternative techniques for cache replacement. Finally, the paper concludes 
with a discussion on future research directions. 

Keywords: Cache Replacement, MANET, Cooperative caching Wireless 
Networks. 

1   Introduction 

Wireless mobile communication is a fastest growing segment in communication 
industry. It has currently supplemented or replaced the existing wired networks in 
many places. The wide range of applications and new technologies simulated this 
enormous growth. The new wireless network will support heterogeneous traffic, 
consisting of voice, video and data. There exists two different ways of configuring a 
mobile network, infrastructure based and ad hoc based. The former type is most 
prominent, as it is used in wireless LANS and global wireless networks. An 
infrastructure based wireless network uses fixed network access points with which 
mobile terminals interact for communication and this requires   the mobile terminal be 
in the communication range of a base station. The ad hoc based network structure 
alleviates this problem by enabling mobile terminals to cooperatively form a dynamic 
network without any pre existing infrastructure. It is much convenient for accessing 
information available in local area and possibly reaching a WLAN base station, which 
comes at no cost for users. 

Mobile terminals available today have powerful hardware, but the capacity of the 
batteries goes up slowly and all these powerful components reduce battery life. 
Therefore adequate measures should be taken to save energy. Communication is one 
of the major sources of energy consumption. By reducing the data traffic energy can 
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be conserved for longer time. Data caching has been introduced as a techniques to 
reduce the data traffic and access latency. By caching data, the data request can be 
served from the mobile clients without sending it to the data source each time. It is a 
major technique used in the web to reduce the access latency. In web, caching is 
implemented at various points in the network. At the top level web server uses 
caching, and then comes the proxy server cache and finally client uses a cache in the 
browser. 

1.1   Cache Replacement 

When the cache is full, an object has to be removed  from the cache to make room for 
the data that has to be brought in .While it would be possible to pick a random object 
to replace when cache is full, system performance will be  better if we choose an  
object that is not heavily used. If a heavily used data item is removed it will probably 
have to be brought back quickly, resulting in extra overhead. So much work has been 
done on the subject of cache replacement. 

Caching in wireless environment has unique constraints like scarce bandwidth, 
limited power supply, high mobility and limited cache space. Due to the space 
limitation, the mobile nodes can store only a subset of the frequently accessed data. 
The availability of the data in local cache can significantly improve the performance 
since it overcomes the constraints in wireless environment. A good replacement 
mechanism is needed to distinguish between the items to be kept in cache and that is 
to be removed when the cache is full. The extensive research on caching for wired 
networks can be adapted for the wireless environment with modifications to account 
for MT limitations and the dynamics of the wireless channel. These limitations 
include the MT’s limited battery life and its small cache size. 

This paper provides a general comparison of the cache replacement policies in 
wireless mobile networks based on the criteria used for evicting documents. We 
reviewed the various replacement policies for wireless networks with more focus on 
function based and location based policies. The different policies used in ad hoc 
networks are also reviewed. The topic of caching in ad hoc networks is rather new, 
and not much work has been done in this area. We classified the replacement policies 
for MANETs in to two groups uncoordinated and coordinated. In coordinated 
replacement policy the mobile nodes which forms cooperative cache collectively 
takes the replacement decision. In the later case the data item to be evicted is 
determined independently by each node based on its local access information. 
Alternative techniques for cache replacement are also proposed.  

1.2   Performance Metrics 

Caching in wireless networks deals with data items of different costs and sizes. 
Performance measures used should consider this non uniformity. A definite 
performance ranking of the different replacement strategies is not possible as there is 
no best strategy for different workload situations. It is not possible to identify a best 
replacement policy as different schemes uses different optimization strategy. 
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The most typical measures used to analyze the cache replacement policy are hit 
ratio ,byte hit ratio and delay savings ratio[18]. Let Si be the size of the data item i, Ci 
the cost of fetching the data item  i into the cache, Ri the total number of references 
made to data item i, Hi the number of hit references made to data item i and Di is the 
delay time to fetch the data item i from the original data source to cache. Cache hit 
ratio defines the number of references made from the cache over the total number of 
references. It is a metric used in traditional caching systems like operating systems 
and database which handles data of uniform size, which may not be reliable metric for 
data items with varying size and cost. Byte hit ratio represents the number of bytes 
saved from retransmission by using the cache over the total number of bytes 
referenced. Delay savings Ratio represents the reduced latency by using a cache over 
the total latency when cache is not used. Due to the inconsistency in download time 
due to traffic variations, performance results based on this metric may vary. 
 

HR =   ∑ Hi /∑ Ri 
BHR= ∑Si. Hi  ⁄ ∑ Si. Ri 
DSR =  ∑Di Hi / ∑ Di. Ri 

2   Cache Replacement Policies in Wireless Networks 

Efficient replacement schemes for wireless mobile environments should consider 
different parameters like data access pattern, access costs, mobility pattern, 
connectivity, bandwidth, update rates, location dependence of the data. Most of the 
replacement algorithms form a value function by combining these parameters and 
evicts the data with minimum value. This section discusses some of the function 
based replacement policies in wireless environment. 

Yin and Cao [1] proposed a generalized cache replacement policy for mobile 
environment. The value function they proposed can be used for different performance 
metrics and they considered minimum query delay and minimum download traffic as 
the target. The value function was based on parameters like probability of reference, 
cost of fetching data item, cost of validation, probability of invalidating cached data 
item and cost of getting updated data item to the cache. Based on these parameters the 
algorithm replaces a data item with min Value (i) ⁄ Si, where Si is the size of the data 
item. Here a strong consistency model is assumed. Xu and Lee [2] proposed a gain 
based replacement policy SAIU, for on demand broadcasts. The gain function for 
each data item is calculated as gain (i) = Li. Ai ⁄ Si. Ui where Li is data retrieval delay, 
Ai is the access rate, Si is the size of the data item and Ui is the update frequency. 

Another algorithm proposed by Zeitunlian and Haraty [3] uses a least unified value 
cache replacement for SACCS, scalable asynchronous cache constituency scheme. 
Here the replacement is based on the reference information of the object, fetch cost 
and size. They considered the complete reference history for finding the probability of 
reference in the future. The book keeping involved in this method is too high. Chem. 
and Xiao [4] presented a cache replacement policy called on bound selection which 
used both data access and update information for replacement decision. The above 
mentioned schemes uses a function based policy. Since the relative importance of 
these parameters can vary from one type of request to another, some policies are 
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needed to adjust the weights dynamically to achieve the best performance. Table 1 
gives the summary of function based replacement policies. 

2.1   Location Based Cache Replacement Policies 

In Location Dependent information services (LDIS) the value of the data item 
depends on the location and varies as the user changes his location. The factors that 
are considered in a location aware replacement policy are the valid scope area, 
distance and direction of client movement. The area under which the data item is valid 
is the valid scope area. Distance is the distance between mobile node’s current 
location and the valid scope area. When the data is distant from the valid scope area, 
it will have a lower chance to become useful. Direction indicates the direction of data 
movement from the valid scope area. The data that are moving in the opposite 
direction of the valid scope area will be irrelevant after sometime. 

The cache replacement policy that supports location dependent services was early 
proposed by [5] ( Manhattan) .Here the replacement was based on the Manhattan 
distance, which is the distance between the location of each cached data item’s origin 
location and a mobile client’s current location .The data items having the highest 
Manhattan distance are replaced. The only parameter considered for replacement is 
the distance. 

The FAR (Farther Away Replacement) [6] replacement policy considers the 
current location and direction of the mobile client to make the replacement decision. 
The replacement strategy is based on the fact that the data which are not in the 
moving direction and farthest away from the user won’t be visited in the near future. 
Based on the direction of movement, the data is arranged as two sets, In –Direction 
and Out-Direction. Whenever we want to replace data the Out Direction set is 
considered first, when it is empty the furthest segment in the In Direction set will be 
replaced. FAR considers only the spatial properties for cache replacement and the 
temporal properties are not taken. 

In [7] two cache replacement policies PA and PAID are proposed. In this 
replacement policy a cost function is formed by considering the parameters access 
probability, valid scope area and data distance. Valid scope area refers to the 
geometric area of the valid scope of a data value. When this area is broad there is a 
higher chance that the client will request the data. In PA the cost function is formed as 
the product of access probability and valid scope. In PAID in addition to the above 
mentioned parameters data distance is also considered. The data with low access 
probability, a small valid scope area, and a long distance is evicted first.   

K .Lai at el designed and implemented [8] mobility aware replacement scheme 
(MARS) which uses a cost function which consists of a clients location, movement of 
direction and access probability. The data item with lowest value for cost function is 
removed first. They also proposed an extension to this, The MARS+ tries to keep the 
clients movement patterns and from this history the future location of the client can be 
predicted. This is incorporated in to the replacement cost function and more accurate 
replacement decisions are made.  
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A network distance based cache replacement policy (ND – CRP) introduced by [9] 
considers the network distance which is the shortest path from current location of the 
mobile client (P) to a point of interest Pi for data eviction. Access probability and 
network density are the other factors considered in the replacement policy. This 
algorithm assumes that when the network density is high there is more chance to 
remain in that area for a long time. Dijkstra’s algorithm is used to find the shortest 
path from the single source to single destination. The policy would choose the data 
with less access probability, less network density and greater network distance for 
eviction. 

Prioritized Predicted Region based Replacement Policy (PPRRP) [10] tried to get 
the benefit of both temporal and spatial property in one unified scheme. In their 
scheme the distance is calculated based on a predicted region, where the client can be 
in the near future. In this policy instead of taking the direction of client’s movement 
they predict an area in which the client will be in the near future. The data item cost is 
calculated based on the access probability, valid scope area, data size in cache and 
distance of data based on the predicted region. Table 2 summarizes the various 
location based replacement policies. 

3   Cache Replacement Policies in Ad Hoc Networks 

Data caching in MANET is mostly proposed as cooperative caching. In cooperative 
caching the local cache in each node is shared among the adjacent nodes and they 
form a large unified cache. So in a mobile cooperative caching environment, the 
mobile hosts can obtain data items not only from local cache but also from the cache 
of their neighboring nodes. This aims at maximizing the amount of data that can be 
served from the cache so that the server delays can reduced which in turn decreases 
the response time for the client. In many applications of MANET like automated 
highways and factories, smart homes and appliances, smart class rooms, mobile nodes 
share common interest. So sharing cache contents between mobile nodes offers 
significant benefits.  

Cache replacement algorithm plays a central role in response time reduction by 
selecting suitable subset of data for caching. The available cache replacement 
mechanisms for ad hoc network can be categorized in to coordinated and 
uncoordinated depending on how replacement decision is made. In uncoordinated 
scheme the replacement decision is made by individual nodes. In order to cache the 
incoming data when the cache is full, replacement algorithm chooses the data items to 
be removed by making use of the local parameters in each node. Effective caching 
schemes in mobile environments should ideally consider proper cache admission 
control, consistency maintenance and replacement. Cache admission control decides 
whether the incoming data is cacheable or not. Substantial amount of cache space can 
be saved by proper admission control, which can be utilized to store more appropriate 
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data, thereby reducing the number of evictions. If a node doesn’t cache the data that 
adjacent nodes have it can cache more distinct data items which increase the data 
availability. Another feature of coordinated replacement is that the evicted data may 
be stored in neighboring nodes which have free space.  

Table 1. Summary of Function based Cache Replacement Policies 

Algorithm Parameters 
Considered 

Eviction Performance 
measure 

Advantage Disadvantage 

Target 
Based 

Reference 
Probability, 
cost of 
fetching 
data 
validation  
cost, 
probability 
of 
invalidating 
cached data 
item, cost of 
getting 
updated 
data. 

Value is 
calculated 
using the 
parameters 
considered 
and 
replaces 
data with 
min value 
by size. 

Average delay, 
Average 
downlink traffic 

Can be used 
for multiple 
targets. 
Considered 
data 
updations. 

Too many 
parameters to 
consider. 
How to select 
the target is 
not specified. 

SAIU Data 
retrieval 
delay, 
access 
probability, 
size,update  
frequency. 

Low access 
rate, low 
delay and 
maximum 
sized data 

Cache Hit 
Ratio, Strech 

Uses a new 
performance 
metric  

Parameters 
considered are 
not easily 
available 

LUV  
-SACCS 

Access 
frequency, 
recency, 
fetch cost, 
size 

Smaller 
size, low 
access 
frequency, 
low cost  

Cache hit ratio, 
Total Delay 

Relates 
cache 
replacement 
with 
consistency 

Book keeping 
is high, usage 
of a fixed 
parameter  

On Bound 
Selection 

Access 
frequency, 
update 
frequency 

Low access 
frequency, 
high update 
frequency 

Cache Hit 
Ratio, 
Communication 
cost 

Stale 
documents 
are evicted 
increases hit 
ratio 

Not useful for 
short term 
access 
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Table 2. Summary of Location based Cache Replacement Policies 

Algorithm Parameters 
Considered 

Eviction Performance 
measure 

Advantage Disadvantage 

Manhattan Manhattan 
distance 

Lowest 
Distance 

Response 
time, 
Network 
traffic 

Supports 
location 
dependent 
queries  

Single 
parameter. 
Difficult to 
find 
estimated 
weights  

FAR Distance 
and 
movement 
direction of 
clients 

Data in the 
out 
direction 
set is 
evicted 
first then 
the  
farthest in 
the 
indirection 

Average 
Response 
time  

Considers 
the 
direction of 
client 
motion and 
future 
movements

Not taken 
temporal 
properties. 
Ineffective 
when client 
changes its 
direction 
frequently. 

PA Access 
probability 
and valid 
scope area 

Low  
access 
probability,
minimum 
valid scope 
area  

Cache Hit 
Ratio 

Considers 
temporal 
property  

Objects close 
to the client 
are often 
replaced as 
their valid 
scope area is 
smaller 

PAID Distance 
between 
the current 
location 
and valid 
scope, 
Access 
Probability, 
valid scope 
area 

Low  
access 
probability,
minimum 
valid  
scope area, 
maximum 
distance 

Cache Hit 
ratio 

Considers 
temporal 
and spatial 
property 

Considers 
only the 
clients 
current 
movement 
direction 

MARS Client 
location, 
movement 
direction, 
access 
probability, 
update and 
query rate  

Low 
temporal 
score and 
spatial 
score 

Cache Hit 
ratio 

Temporal 
and spatial 
properties 
are taken 
along with 
update 
frequency  

Fails to 
recognize 
regular client 
movement 
patterns 
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In the following section we discuss various uncoordinated cache replacement 
policies for mobile ad hoc networks. 

 
LRU 
LRU (Least Recently Used) is based on the observation that data that have been 
heavily used recently will probably be heavily used again in the future. Conversely, 
data that have not been used for ages will probably remain unused for a long time. In 
LRU when cache is full the data item that has been unused for the longest time has 
been thrown out. It is a widely used algorithm in cache replacement. Logically, the 
cache consists of a list with most recently referenced data being in the front of the list. 
When a data is referenced it is moved from its existing position to the front of the list. 
When a new data comes in it is placed on the top of the list and the data at the back 
end is removed. LRU doesn’t take in to account the non uniformity in the size of data, 
which is an important factor in mobile communication as the cost to fetch the data 
depends on size.  
 
LRU Min  
LRU Min [11] is a variant of LRU that tries to minimize the number of documents 
replaced. It is similar to LRU in implementation but will consider size of the data 
during replacement. In this scheme the data is arranged on the basis of access time 
and if a data item of size S needs to be cached it will search for items least recently 
accessed with size greater than S. If there is’nt any data in cache with size S, we start 
removing the items with size greater than S/2 and then objects of size S/4 until 
enough cache space is created.   LRU Min policy will increase the hit ratio of smaller 
sized data items. 
 
SXO 
This is a local replacement policy[12] which considers the parameters data size and 
access frequency for replacement .Here larger sized data items are removed first as 
they occupy more cache space. More cache space can be made available by replacing 
bigger objects. The second parameter considered is order(di) which gives the 
frequency of access of data .Here replacement is done by combining the two 
parameters as value(di)=S*order( di).The advantage of this scheme is that the 
parameters used are easily available. But recently accessed data are not given any 
privilege. 
 
LUV 
A cache replacement policy based on least utility value (LUV) has been used in [13] 
For computing the LUV of a data item the access probability (Ai), size of the data 
item (Si), coherency which can be known by TTLi field and distance (δ) between the 
mobile client and data source were considered. Eq. for utilityi function for a data item 
(di) is: 

 
utilityi = Ai . TT Li δi /Si 
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3.1   Coordinated Cache replacement Policies 

TDS 
The cache replacement [14] is based on two parameters distance (D) which is 
measured as the number of hops and access frequency. As the network is mobile the 
value of distance (d) may become obsolete .So the value is chosen based on the time 
at which it is last updated. The T value is obtained by the formula     1/tcur- tupdate. 
Distance is updated by looking at the value of T. Based on how the distance and time 
is selected three different schemes are proposed TDS_D,TDS_T and TDS_N.TDS_D 
considers distance as the replacement criteria. If two data items have the same 
distance least value of (D+T) is replaced. In TDS_T the replacement decision is made 
by selecting the data with lowest T value. In the third scheme product of distance and 
access frequency is considered. In these algorithms TDS_D has the lower success rate 
and TDS_T has the higher hit ratio.  
 
LUV Mi 
This replacement scheme [15], has two parts replacement and migration. The 
replacement decision is based on a utility value formed by combining the parameters 
access probability, distance, Size and Coherency. In the migration part the replaced 
data is stored in the neighboring nodes which have sufficient space. For migration the 
data with highest utility value is given preference. Here even though the replacement 
decision is made locally migration is a coordinated operation. In order to save the 
cache space the data item is cached based on the location of the data source. If it is 
from the same cluster the data is not cached. The limitation of this scheme is that no 
checking is done whether the data is already present in the migrating node. 
 
ECORP 
Energy efficient Cooperative cache Replacement Problem (ECORP) [16] is an energy 
efficient cache replacement policy used in ad hoc networks. They considered the 
energy cost for each data access. For this, they considered the energy for in zone 
communication, energy for sending the object, energy for receiving and energy cost 
for forwarding the object. Based on this they proposed a dynamic ECORP DP and 
ECOPR _greedy algorithms to replace data. The neighboring nodes will not cache the 
same data item in its local cache which reduces the redundancy and increases hit ratio.  
 
Count Vector 
In this scheme [17], each data item maintains a count which gives the number of 
nodes having the same data. Whenever the cache is full data item with maximum 
count is removed first as this will be available in the neighboring nodes. Whenever a 
data item is removed from the cache the access count will be decremented by one. 
Initially when the data is brought in to cache the count is set to zero. 

4   Discussion and Future Work 

Most of the replacement algorithms used in ad hoc networks are LRU based which 
uses the property of temporal locality. This is favorable for MANET which is formed 
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for a short period of time with small memory capacity. Frequency based algorithms 
will be beneficial for long term accesses. It is better if the function based policies can 
adapt to different workload condition. In these schemes if we are using too many 
parameters for finding the value function, which are not easily available the 
performance can be degraded. Most of the replacement algorithms mentioned above 
uses cache hit ratio as the performance metric. In wireless network the cost to 
download data item from the server may vary. So in some cases this may not be the 
best performance metric. Schemes which improve cache hit ratio and reduce access 
latency should be devised. In cooperative caching coordinated cache replacement is 
more effective than local replacement since the replacement decision is made by 
considering the information available in the neighboring nodes. The area of cache 
replacement in cooperative caching has not received much attention. Lot of work 
needs to be done in this area to find better replacement policies. 

Location dependent services are becoming popular in ad hoc networks. 
Replacement policies which consider location dependent parameters should be 
devised for cooperative caching in ad hoc networks. Another area of research in ad 
hoc networks is semantic caching in which the query is served from the cache based 
on the semantic description and results of previous queries. Cache admission control 
also plays role in improving the performance of cooperative cache. Value based 
admission control can be incorporated to minimize the number of replacements. 
Cache replacement based on Quality of Service (QOS) parameters can be explored. 
An alternative to cache replacement is that the data items that have their Time to Live 
(TTL) expired can be removed as the data becomes stale and cannot be used. So 
periodical checks can be done to delete the data items with TTL expired. 

5   Conclusions 

In this paper we made a general comparison of the major replacement policies in 
wireless networks and summarized the main points. Numerous replacement policies 
are proposed for wireless networks, but a few for cooperative caching in ad hoc 
networks. We also summarized the operation, strengths and drawbacks of these 
algorithms. Finally we provided some alternatives for cache replacement and 
identified topics for future research. 
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Abstract. In wireless sensor network (WSN) hundreds or thousands of sensor 
nodes perform their sensing and transmitting tasks independently. Due to 
adverse environment, the probability of fault occurrence is very high in wireless 
sensor network. Higher frequency of fault occurrence decreases the 
performance as well as lifetime of WSN. The ability of fault tolerance is a 
primary metric of good wireless sensor network. Energy is an imperative issue 
in WSN. The sensor nodes include very small battery power and once the nodes 
are deployed they cannot be recharged or replaced. In this paper, we propose a 
fault tolerant load balancing scheme (FTLBS) to increase fault tolerability and 
lifetime of sensor network. The proposed scheme organizes the entire sensor 
network into groups and levels. In this technique we propose multipath data 
transmission technique for fault tolerance and the transmission load is balanced 
by varying group size. It dynamically selects a route based on fitness of the 
nodes. This approach delivers data efficiently with minimum delay even in 
faulty network. The simulation results establish that our proposed work gives 
better performance compared to existing fault tolerant methods.  

Keywords: Wireless sensor network (WSN), load, fault tolerance, base station 
(BS), group, group head. 

1   Introduction 

Wireless sensor network (WSN) is a collection of thousands of tiny smart electronics 
sensing devices [1]. Sensor nodes are deployed in a remote environment where it 
senses data without any human interface. The sensor nodes send the sensed data to the 
base station by single hop or multi-hop data forwarding technique. Sensor nodes are 
comprised of low power processing unit, a trans-receiver system and battery module. 
The main research challenges of WSN are limited battery power, low processing 
capability and very small size of memory. Today WSN is largely used in environment 
monitoring, military application, machinery fault diagnosis [2] etc. Due to different 
deployment policy and environmental barrier, probability of fault occurrence is very 
high in WSN [3]. Limited power decreases life time of the network. Therefore, 
extension of life time demands a high performance protocol for data transmission. On 
the other hand, automatic fault tolerance technique improves network performance as 
well as increases the applicability of sensor network in a vast range. 
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There are mainly two strategies for fault tolerant in WSN. Those are retransmission 
[4] of lost data and multipath data transmission or replication [5]. In retransmission 
based fault tolerant technique, the sender sends the data to the base station and waits 
for a certain time. When the base station receives the data it sends an acknowledge 
signal to the sender node for the confirmation of receiving of data. In this approach 
the transmission of acknowledgement causes routing delay and a huge buffer memory 
is required to keep sending data until acknowledgement is received. On the other hand 
in multipath data transmission technique, same data is sending in multiple paths to the 
base station. When path fault occur then data reaches through duplicate path to the 
base station. Therefore, in this technique, a large number of nodes are involved for 
duplicate data transmission. Due to large duplication, the described technique suffers 
from message overhearing problem.  

Different type energy conservation techniques such as Low Energy Adaptive 
Clustering Hierarchy (LEACH) [6], Hybrid Energy-Efficient Distributed Clustering 
(HEED) [7], UCCP [8], TL-LEACH [9] etc. have been proposed earlier. However 
these techniques are unable to balance load throughout the network. In Group Based 
Fault Tolerant Scheme (GBFTS) [10], fixed routing path causes small network 
lifetime. In GBFTS when data are transmitted from upper level to lower level, data 
duplication is done into 2n ratio. Here smaller size group increases the data delivery 
delay. Our proposed scheme FTLBS works preciously for a long time and node fault 
affects hardly the performance of the network. To achieve this we have partitioned the 
network into several groups. In every group there is a group head. All the group 
members in a group are connected to group head via multi-hop communication. 
According to [11], multi-hop data transmission is more energy efficient than single 
hop data transmission. In network configuration phase, every node is assigned a level 
depending on the hop distance from BS. To forward data to group head, we have used 
multipath data transmission which involves minimum nodes. Simulation shows that, 
the proposed scheme provides higher performance than the existing GBFTS [10], 
PEQ [12] and DD [13]. 

The rest of paper arranged as follows: Proposed scheme briefly elaborated in section 
2. The section 3 describes the implementation of the propose work. The simulation 
result is described in section 4. Finally section 5 concludes the propose work. 

2    Fault Tolerant Load Balancing Scheme 

In this section we are elaborating the energy efficient load balancing technique which 
is called as FTLBS. The FTLBS mainly focuses on transmission load distribution of 
sensor nodes near region to base station. This algorithm is an improvement of GBFTS 
and is influenced by Application Level Framework [14], SPIN [15] and UDDN [16] 
protocol. 

2.1   Key Concepts of FTLBS 

i. At the time of network construction, the sensor nodes form groups, and in 
every group there is a group-head. The group-head receives data from the 
nodes of the group. The group head aggregates the data and then 
retransmits to the nodes of the next group. 
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ii. The size of a group depends upon the local node density where group is 
to be formed. Near the base station where the densities of nodes are 
relatively high the group size is larger. However, in the remote area 
where density of nodes are low, the group size also small. 

iii. For every sensor node there is a table. The table keeps count how many 
times current node sends its data to its neighbor nodes. 

The various types of messages are used to communicate in the initialization stage: 
LVL-Level determination message: This message is used at the time of network 

configuration to determine the level of nodes. 
LVLREQ- Level Request message: This message is used to get level and id of 

neighbor node before transmission data. 
LVLRPLY- Level Reply message:  This message is used to reply the LVLREQ 

message. 

3   Implementation of FTLBS 

3.1   Energy Model Used in FTLBS 

In this section we are describing the mathematical equation used in FTLBS for energy 
calculation [17]. To transmit bit data the energy loss is  

                                                          = + ………………         ……(1) 

Here α1 is the energy consumed by internal electronics circuit of the sensor. d is the 
distance which the signal travels. n is an index which depends on antenna current . 

Energy depletion to receive  bit of data is denoted by  and which is a constant 
value for a particular electronics circuit of sensor node.  

                                                                  = …………………………              (2) 

Before data transmission in FTLBS three primary steps are required to ready the network:  

1. Leveling of nodes. 
2. Neighbor node discovery and node table initialization. 
3. Group formation 

 

BASE STATION

LEVEL-1 LEVEL-2 LEVEL-3 LEVEL-4LEVEL-5

HIGHER 
NODE DENSITY LOWER NODE

DENSITY

 

Fig. 1. Lower levels have higher number of nodes 
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In FTLBS network, the node distribution is done by decreasing density of nodes with 
increasing distance from base station. Fig. 1 shows there are higher number of nodes 
in lower level than upper level.  

The first stage is leveling of nodes. The Leveling is done using Algorithm 1, 
described below [16]. 

 

Algorithm 1: Level Determination  

FOR all active node 
SET level of nodes as LEVEL=INFINITE 

END FOR 
Base Station Broadcasts LVL=0 
WHILE there is no node remains DO 

FOR nodes receive LVL message 
IF (LVL<LEVEL of receiving node) THEN 

  LVL=LVL+1 
  SET level of current node LEVEL=LVL 
  Broadcast LVL 

END IF 
 END FOR 

END WHILE 
 

Initially all the sensor nodes are initialized to level value infinite (LEVEL=INF). 
First base station sends message LVL=0 to the nodes adjacent to it (Fig. 2a). All 
neighbor nodes receive message LVL=0, check whether the value of LVL message is 
less than its current level. If LVL value is less, then it increments the received LVL 
value by 1. The incremented value is set as its level. Then the current node retransmits 
the message as LVL=1. Thus level 2 is determined (Fig. 2b) and so on. 

 
 

 

 

 

 

 

 

 

   a) Determination of level 1                             b) Determination of level -2 

Fig. 2.Level determination of nodes 

LEVEL-1 LEVEL-2

LVL-2

LVL-1

LVL-1

LVL-1

BASE STATION Base Station

LEVEL-1 LEVEL-2

LVL-2

LVL-2

LVL-2
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The next step is neighbor node discovery and count table initialization. The count 
table is a table which keeps information about the level of the neighbor nodes and a 
count of how many times data has been forwarded to each neighbor nodes. Initially 
the count value of each neighbor node is set to zero as no data has forwarded through 
any neighbor node. In this step any node, who wants to initialize its count table, sends 
message LVLREQ to its neighbor nodes (Fig. 3). When a neighbor node receives this 
message, it sends its level and node ID to the requesting node with LVLRPLY 
message.  On receiving LVLRPLY message the node saves the level and node ID of 
its neighbor nodes in its count table. 

LEVEL-5

LEVEL-4

LEVEL-3LEVEL-3

LVLREQ

LVLREQ

LVLREQ

LVLRPLY-5

LVLRPLY-4
LVLRPLY-3

 

Fig. 3. Neighbour node table initialization 

After level determination and neighbor node table initialization, group formation is 
done. The number of nodes in each group is same and it depends on the total number 
of deployed node in the network. Large number of nodes in a group generates huge 
number of replicated data at the time of data forwarding. On the other hand, smaller 
group size increases data delivery delay.  

 

Fig. 4. Variable group size 

To overcome this problem we use variable group size. We maintain group size near to 
base station is relatively smaller than the group size far away from base station (Fig. 4). So 
data duplication in lower groups is lesser than the data duplication in higher groups. This 



626 S. Halder et al. 

solves the large data duplication problem generated in GBFTS [10]. In FTLBS, for every 
group there is a group head. Among the nodes of upper level of lower group, one node 
acts as group head. The group head is selected based on highest energy level. 

Theorem 1: The radius of largest group Rmax and radius of smallest group Rmin are 

  and  
 

Proof: Let N be the total number of nodes. Traffic generated by each node is Ti. 
Traffic send from node j  to i is  Load of each node is Li. Let the area under ith level 
is Ai. For uniform node distribution number of nodes in each level is n. Li can be 
written as  = +  

There is k number of levels. So the total load in kth level is  

TLk=nk ( + ∑ ) 

For (k-1) level, load is  

TLk-1= n(k-1) ( + ∑ ) + TLk 

Thus for first level total load is  

TL1=n1 ( + ∑ ) +∑
 

Individual load of level 1 is 
 ∑  ∑

 

Individual load of kth level is 
 ∑

 

To keep individual load of first level nodes same as kth level nodes the ratio of n1/nk=k 

Node density of level 1 is , and node density of k is  

Let x number of nodes are there in every group. 

Rmin will be  

Rmax will be  

3.2   Data Forwarding Technique in FTLBS 

When node senses any event from the environment, it checks if the event generates 
new data. Then the data is send to the group head by multipath connection. Group 
head collects data from group members, then it sends data to next lower group head 
(Fig. 5). When a group member of upper level receives data it sends data to two nodes 
of lower level. The two nodes of lower level are selected by the Algorithm 2.  
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Fig. 5. Data Forwarding Technique 

Algorithm 2: Node selection for data forwarding 

SET sum=0 
FOR all neighbor nodes 

Sum = Sum + (count of this neighbor node * A) + (level of this neighbor  
node * B) 

END FOR 
FOR all neighbor nodes 

Probability = {(count of this neighbor node * A) + (level of this neighbor 
node*B)}/sum 

END FOR 
Arrange probabilities in ascending order 
Number = random number between 0 and 1 

// a random number is generated between 0 and 1 
FOR every neighbor nodes 

IF (number >Probability AND number <next Probability) THEN 
Current node is selected for data forwarding 

END IF 
END FOR 

 
If any node wants to forward data to next level, it checks its count table. Count 

signifies how many times it has forwarded data to the nodes. Depending on the level 
value and count value probability value is generated. Based on the probability value a 
roulette wheel based selection is done among the nodes. Applying this algorithm 
twice the two nodes are selected and data is forwarded to those nodes. After data 
forwarding, the count value of these two nodes are incremented by 1. In the above 
algorithm, A and B are two constants for a particular sensor network. Higher value of 
A decreases data delivery delay. On the other hand, higher value of B increases fault 
tolerability of network. But it also increases the data delivery delay. Tuning these two 
values, network performance can be improved. 

Level 1 Level 2 Level 3 Level 4 Level 5

BASE  

GROUPS 

GROUP HEAD

STATION
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4   Performance Evolution of FTLBS 

In this section, we have shown the simulated result of FTLBS to evaluate the 
performance. To obtain this, we have used C programming based simulation 
technique. The various constrains that we consider in simulation procedure is 
summarized as Table 1. We use DD [13], PEQ [12] and GBFTS [10] algorithms to 
measure the quality of service of FTLBS. 

Data Delivery Ratio: It is the ratio of number of event generated in the network to 
the number of successful data received at the base station. 

Data Delivery Delay: It is the time elapsed between an event is sensed in the 
network and the time when the data is successfully received at the base station. 

Table 1. Simulaiton Assumpptions 

Network Size 200X200 

Number of Nodes 100-800 

Transmission Packet Size 800 

Initial Node Energy 0.5 J 

Energy required due to node’s internal 
electronics circuit. 

50nJ/bit 

 Energy required for node’s antenna current. 10pJ/bit/m2 

 
 

 
 

Fig. 6. Data delivery ratio 

Fig. 6. shows that, FTLBS has high rate of data delivery ratio.  The ratio is higher than 
DD[13], PEQ[12] and GBFTS[10]. The Fig. 6 also shows that network size has very less 
impact on data delivery ratio. That means for larger network, the ratio of total number of 
event sensed and total number of data received at base station remains almost same. 



 FTLBS: Fault Tolerant Load Balancing Scheme in Wireless Sensor Network 629 

 

Fig. 7. Delivery ration under node failure 

Fig. 7 shows that, in FTLBS the number of node failure has very less impact on 
delivery ratio.  Up to 50 percent of node failure, there is very less fall in delivery 
ratio. The figure also shows that, the delivery ratio is almost independent of network 
size. The network is unable to manage more than 50% node failure. There is a sharp 
change in delivery ratio when the node fault is 60%.  

 
 

 

Fig. 8. Data Delivery Delay 
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Fig. 8 shows that, when network size increases, the time elapsed between an event 
is sensed and successful reception of the data at BS also increases rapidly for DD and 
PEQ. But FTLBS has data delivery delay as GBFTS. 

 

 

Fig. 9. Number of Dead nodes per Round 

Fig.9. shows a comparison of network lifetime between fault tolerant load 
balancing scheme (FTLBS), LEACH and HEED. The result shows that, the number 
of rounds data transmission before first node fault in FTLBS is 1.23 times than 
LEACH and 1.88 times than HEED. 

5   Conclusion 

In this paper we have proposed a fault tolerant load balancing scheme. This scheme 
increases network lifetime by load balancing and efficient energy utilization. In 
FTLBS the node to which data is to be forwarded is selected dynamically based on 
the fitness of neighbor nodes. This reduces network failure. In FTLBS when data 
moves towards base station the cost of data also increases. To provide more fault 
tolerability near base station the data is replicated with 2n order as data moves 
towards the base station. In FTLBS data delivery delay is low, and occurrence of fault 
has very less effect on data delivery delay. 
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Abstract. An efficient resource allocation is one of the greatest challenges in 
wireless cellular communication. The resource allocation schemes avoid wastage 
of resources by allocating resources to a mobile terminal over a short period of 
time, providing quality of service over wireless networks is the most stressing 
point for service providers. In general a high degree of sharing is efficient, but re-
quires service protection mechanisms to guarantee the Q o S for all services.  In 
this paper we address the multi cell interference on overall radio resource utiliza-
tion and propose a new strategy for resource allocation in multi cell systems. We 
also propose a joint management of interference within and between cells for allo-
cation of radio resources, Simulation results are showing that there is a significant 
improvement in the resource utilization so that overall network performance. 

1   Introduction 

Wireless communication is one of the most vibrant areas in the communication field 
today. With growing demand for wireless communications, advanced mobile cellular 
systems have evolved in many countries. The major challenge in supporting multime-
dia content and real-time services over wireless network is the QoS. Future wireless 
communications will be a major move toward ubiquitous wireless communication 
system and seamless high quality services resource allocation methods must be devel-
oped. The objective of the allocation scheme is to maximize total network utility can 
be utilized for optimal resource allocation. [1] 

In this paper, we discuss inter cell interference problem of scheduling process by 
introducing load matrix concept and using HSUPA system to prove it. Section 2 de-
scribes effect of interference on HSUPA in terms of user terminals, is limited by total 
received power at the base station limits the uplink capacity. In section 3 gives the up-
link resource allocation in both single cell and multi cell cases to achieve maximum 
capacity. The load matrix concept is detailed in Section 4. The performance of the 
LM scheduling can be observed in the simulation results provided in section 5 and fi-
nally section 6 provides conclusion for this paper.[4][6] 
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2   Inter Cell Interference 

A cellular system consists of many cells with channels (timeslots, bandwidth, or codes) 
reused at spatially separate locations. Due to the fundamental nature of wireless propa-
gation, transmissions in a cell are not limited to within that cell, and thus there is inter 
cell interference between users and base stations, that use the same channels. The major-
ity of current systems are interference limited rather than noise limited. Interference is 
part of every mobile cellular communications system, and it constitutes a limitation to 
both radio network capacity and quality of service provided to users [3]. Inter cell inter-
ference is managed via averaging of the effects of multiple interferers. It is more effec-
tive in the uplink than in the downlink. Interference averaging also allows statistical 
multiplexing of bur sty users, thus increasing system capacity.  

Resource allocation schemes in the uplink are of two categories, distributed and 
centralized. The objective of distributed allocation is to reduce the complexity to the 
Radio Network Controller (RNC). This scheme does not know the channel conditions 
of adjacent cells. Where as in case of centralized schemes, the network controller is 
responsible for allocating the resources in every cell.On the forward link, the data is 
split by the RNC to a number of base stations and the received data is combined by 
the mobile terminal. On the reverse link, the participating base stations forward the 
received data to the serving RNC to combine. [12] 

In interference limited systems, the uplink capacity is limited by the total transmit-
ted power at the base station and this power was limited by uplink capacity. Inter cell 
interference calculation is done by multiplying the number of users in a cell by the 
average interference offered in this cell, this kind of calculation, being suitable for 
real-time interference simulations based on the number of users, their path loss, slow 
fading, and the cell area. But in uplink, inter cell interference density analysis is per-
formed by assuming perfect power control.  The number of users is taken into ac-
count, as well as the received signal power and the activity factor according to the us-
er’s service calculates the average inter cell interference per cell. [7] 

2.1   Interference Model 

The performance of a high SINR user is dominated by intra cell (or inter-user) inter-
ference, increasing number of users also results in increased intra cell interference and 
an orthogonal access benefits by eliminating the intra cell interference. We know that 
as the other-cell to own-cell signal ratio increases, the performance is dominated by 
other-cell interference rather than only by intra cell interference. [8] Therefore, in 
case of heavy inter-cell interference, the gains of orthogonal access over non-
orthogonal access go down. 

2.2   Intra - Cell Model 

The intra cell interference limits the maximum achievable data rates and limits the ca-
pacity of the uplink.  This model calculates the average inter-cell interference per cell, 
being necessary to use a user distribution in the cell area. The calculation of the intra-
cell interference in Down link, on MT i is given by equation 1 
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        - )×  [W]       (1) 

Where PTotal,BS  is the total power transmitted by the Base Station (BS), P BS→MTi is the 
power transmitted by the BS to the (Mobile Terminal) MT in which interference is 
being calculated,  and L BS→MTi is the propagation loss between BS and MT. The ortho 
gonality factor α can take values between 0-1.  In Uplink Interference is given by eq-
uation 2 

                                                                   = ×    [W]                                  

(2)

 

Where PBSj←MT  is the power received at BS j from an MT, ηg is the activity factor of 
service g, N j,g is the number of MTs using service g on the cell of BS j, and G is the 
total number of services used. 

2.3   Inter-Cell Model 

Power control on the down link has less impact on inter cell interference than on the 
uplink because the downlink transmissions all originate from the cell center. Whereas 
Uplink transmissions can come from the cell boundaries.  Hence need to focus more 
on the effect of power control on the uplink.  In DL, the model used for inter-cell in-
terference, in an MT using a service g is given by, 

                                = ×  × [W]                                

(3)

 

Where Ptotal,BSj is,  BS j’s total transmitted power, NBS is the number of interfering 
BS’s, rj 

-a is the path loss, a representing path loss exponent,  ΔLj is associated to slow 
fading, following a statistical distribution with zero mean and a certain standard devi-
ation, and r j  represents the distance between the interfering BS j and the MT. 

                                 = × ×A[W]                   

(4)

 

PBSj←TMk is BSj power received from the MT that is being covered by an adjacent 
cell k, N k,g is the number of users using service g in interfering cell k.  A larger inter-
ference reduces SINR and hence increases user BER. Inter cell interference can be re-
duced by separating Cells operating on the same channel by a large distance. 

Good cellular system designs are interference limited that is the interference power 
is much larger than the noise power. Figure.1 shows the R o T fluctuation due to inter 
cell interference in a typical cell. The R o T of a cell dramatically increases to above 
the threshold and rapidly decreases to below the threshold while allocating resources 
to users. But for ideal performance in terms of interference management this R o T 
should be close to threshold (R o T target). As the uplink load increases user terminals 
have to their transmit power substantially to overcome the increased interference level 
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at the base station. Due to the fact that interference cell, the transmit power of user 
terminals is limited by total received power at the base station actually limits the up-
link capacity. [5] 

 

                   

          Fig. 1. RoT fluctuation in multi cell          Fig. 2. Centralize LM Scheduling in a 3G LTE 
            System 

             

             Fig. 3. User data                                   Fig. 4. BPSK Modulated Signal 

      

                     Fig. 5. ROT Response               Fig. 6. CDF of RoT for Inter cell Interferen 

            

Fig. 7. CDF of RoT for Intra cell Interference                       Fig. 8. PDF of ROT 

3   Resource Allocation 

In next generation networks a variety of services with different requirements, like real 
time communications, broadband Internet access, email services are expected.  
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Consequently, packet scheduling mechanisms and resource allocation techniques for 
QoS guarantees will play a key role. The Radio resource allocation is a challenging 
problem in wireless networks due to different channel conditions of user and the main 
aim of resource allocation is to assign radio resources to individual users in order to 
achieve maximum capacity while meeting the required quality of service. A contigu-
ous resource allocation scheme is defined for both the uplink and the downlink. 

In uplink the distributed and centralised allocation schemes reduce the complexity 
of network. The resource allocation problem in these systems causes inefficient use of 
radio spectrums and to utilize multiple and maximize the system capacity, but they 
have to consider admission and access control in conjunction with resource allocation 
mechanism, sub carriers in wireless systems such as OFDM (orthogonal frequency 
division multiplexing)[9][14]. Allocating different number of sub carriers intelli-
gently, the inefficiency issue can be handled.  In order to provide various choices of 
scheduling performance and signalling overhead, multiple resources allocation types 
are defined.  

In multi user OFDMA systems, multi user diversity can be easily achieved by the 
allocation of sub channels to users, and these channels are independent for each user, 
with this the resource allocation problem for multi user OFDMA systems has been ex-
tensively investigated.  The quality of resource allocation can be assessed by overall 
throughput and fairness. In a wireless network environment the trade-off between 
throughput and fairness is important for scheduling.  Due to the nature of resource al-
location (time and frequency), transmissions suffer no interference from within the 
cell and further see minimal interference from neighbouring cells.[11] 

4   Load Matrix Concepts 

The Load Matrix (LM) concept has the facility to joint management of interference 
within and between cells while allocating radio resources to users and this concept 
proposed intakes the inter cell interference information into account in order to avoid 
R o T outage. In a multi cell system one of the main challenges in resource allocation 
is the control of inter cell interference. LM is a centralized scheduler, uses a database 
containing the load contribution of all active users in the network and it assigns radio 
resources to all active users in the net work. The basic problem in the uplink  
scheduler is to assign appropriate transmission rate and time to all active users, result 
maximum radio resource utilization across the network while satisfying the QoS re-
quirements of all the users. [13] 

The important factor in the resource allocation is the users transmit power. The 
constraints to be satisfied for a network of M users and N cells are  

Constraint1:  This constraint states that the maximum user power Pi,max . For each 
active user i in the network, its transmit power Pi must be maintained in an acceptable 
region defined as  

                                                                  0 ≤   Pi ≤ Pmax    i Є {1,….., M}                                               (5) 

Constrain2: The total received power at base station should be kept below a certain 
threshold for all N base stations in the network it uses Rise over Thermal noise (RoT) 
to represent the interference constraints.  
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                                  RoTj   ≤     RoT target   j Є {1,………, N}                                              (6) 

RoTj is the total in band received power fixed target value to maintain uplink interfe-
rence level at the base station j (BSj ) over thermal noise. The RoTj for M active users 
in the network given below is used to estimate RoT of cells,   can be written as  

                                 ROTj /                                                  

(7)

 

Constraint3  : The signal to noise plus interference ratio required at the serving base 
station j if rate k is being assign to the user  to achieve a given frame error rate is 
SINRtarget,k   . For each user, depending on its channel type and speed, each rate k has a 
minimum required SINR called SINRtarget,k . This constraint satisfies only by consider-
ing   SINRtarget,k  as SINR.  

                                 SINRi,j ≥ SINRtarget,k    i Є {1,., M}, k  Є{1,… ,K}                                (8) 

A centralized scheduler assigns radio resources to all the M users and N cells in the 
network, LM i,j  is the load factor contribution by user i at BS j defined as  

                                      LM i,j =                                                 

(9)

 

Where Gij is the channel gain from user i to BSj averaged over scheduling period, N' is 
the thermal noise and Pi   is the transmitted power. The LM i,j  values stored in column 
j of LM database, R o T of cell j is  

                                                   ROTj=                                            

(10)

 

SINR i,j can be written as  

                                              SINRi,j=                                          

(11)

 

The required transmitted power for user i at rate k is, 

                                     Pi,k=                       
(12)

 

If above all constraints are satisfied then only power P i,k is acceptable and user i will 
be scheduled for transmision. After that LM elements are updated and RoT is 
calculated for each cell using [10]. The performance of the LM scheduling has the 
best RoT over other algorithms because this scheduler significantly reduce the 
probability of the RoT exceeding its target. Priority functions are used to rank the uers 
in the scheduling process and make a balance between  cell throughput and fairness. 
Commonly used priority functions shown in table 1. 

A priority function in LM scheduling is introduced  based on users load vector that 
includes  intra and inter cell impact on  the network and it tries to maximise the 
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network capacity through these interference managements. In each base station the 
LM allocation process simultaneously  increases allocated resources to avoid 
interference imbalance among the cells. A user with higher channel gain has  highest 
priority it is evident that giving priority to a user with better channel condition in-
creases the cell throughput but in a multi cell network could have severe impact on 
the throughput of other cells. Hence a  new priority approach to load matrix is the 
Global  Proportional Priority (GPP)  considers  interference contribution of the user to 
other cells is defined as 

Table 1. Comparison between different type schedulers 

Parameter 
Traditional Schedulers

Load Matrix 
Round Rabin Max C/I Proportional  fair Score- based

Throughput Low High Medium Moderate High 

Fairness High Low Medium Moderate High 

Performance 
Less due to 

Low TP 

Less due to 

low fairness 

Trade-off  

between TP&F 

Moderate 

compare to PF 

Efficient than tradi-

tional schedulers 

 

                                   Priority i=                       
(13)

 

Where Gi,j  is the total channel gain from under i to BSj averaged over the scheduling 
period. LM process uses  Capacity Check (CC) process to assign rates to the highest 
priority user in each cell to update LM elements and while performing capacity 
checking  it maintains overall performnace of the network. The CC operates on small 
margin around RoT target instead of a fixed RoT target threshold result much im-
proved interference outage performance and higher resource utilization.[15] 

5   Conclusion 

In this paper we have evaluated system capacity and fairness performance of several 
transmission schemes with LM scheduling. LM concept is presented specifically to 
provide an efficient resource allocation by jointly considering inter cell and intracellu-
lar interferences before allocating radio resources.  A novel approach towards effi-
cient uplink scheduling is presented   We have developed a system level simulator for 
HSUPA system based on the proposed simulation conditions. The effect on the sche-
duling performance can be observed in the simulation results provided and these re-
sults indicate that selection of RoT as well as transmit power significantly affect the 
performance.   



640 B. Sreenivas et al. 

References 

[1] Wu, L., Tian, Z.: Capacity-Maximizing Resource Allocation for Data-Aided Timing and 
Channel Estimation. In: IEEE International Conference on Acoustics, Speech and Signal 
Proceeding, Montreal, Canada, vol. 4, pp. 525–528 (May 2004) 

[2] 3GPP TR 25.896. Feasibility Study of Enhanced Uplink for UTRAFDDV6.0.0 (March 
2004), http://www.3gpp.org 

[3] 3GPP, TS 36.211, Evolved Universal Terrestrial Radio Access (E-UTRA); Physical 
Channels and Modulation (Release 8) 

[4] Holma, H., Toskala, A.: WCDMA for UMTS: Radio Access for Third Geeration Mobile 
Communications, 2nd edn. John Wiley & Sons (2002) 

[5] Hassibi, B., Hochwald, B.M.: High-rate codes that are linear in space and time. IEEE 
Transactions on Information Theory 48(7), 1804–1824 (2002) 

[6] Khan, F.: A time-orthogonal CDMA high speed uplink data transmission scheme for 3G 
and beyond. IEEE Communication Magazine, 88–94 (February 2005) 

[7] Tse, D., Viswanath, P.: Fundamentals of wireless communication. Cambridge University 
Press, Cambridge (2005) 

[8] Goldsmith, A.: Wireless communications, Cambridge (2005) 
[9] Khan, F.: LTE for 4G mobile broadband. Cambridge Unive. Press, Cambridge (2009) 

[10] Moshavi, S.: Multi-user detection for DS-CDMA communications. IEEE Communication 
Magazine 34, 124–136 (1993) 

[11] Varanasi, M.K., Aazhang, B.: Multistage Detection in Asynchronous Code Division Mul-
tiple access communications. IEEE Trans. Commun. 38, 509–519 (1990) 

[12] Kim, J.B., Honig, M.L.: Resource allocation for Multiple classes of DS-CDMATraffic. 
IEEE Transactions on Vehicular Technology 49(2), 506–518 (2000) 

[13] Abedi, S.: Efficient Radio Resource Management for Wireless Multimedia Comms. IEEE 
Transactions Wireless Communications 4(6), 2811–2822 (2005) 

[14] Saraydar, U., Mandayam, N.B.: Pricing and Power Control in a Mul cell Wireless Data 
Network. IEEE Journal on Communications 19(10), 1883–1892 

[15] Ekstrom, H., Furuskar, A., Parkvall, S.: Technical Solutions for the 3G Long- Term Evo-
lution. IEEE Communications Magazine, 38–45 (March 2006) 



Performance Analysis of AODV and DSDV Protocols
Using RPGM Model for Application in Co-operative

Ad-Hoc Mobile Robots

Rajesh P. Barnwal and Arnab Thakur

CSIR-CMERI, MG Avenue, Durgapur, W.B., India
{barnwal.r,arnab.nitd}@gmail.com

Abstract. With the advancement in communication technology, the robotic re-
searchers started to think in the direction of developing the co-operative mobile
robot. These robots can co-operate with each other in the group or sometimes out-
side the group in ad-hoc manner for successful completion of the mission. Ad-hoc
routing protocol provides mechanisms for ad-hoc communication in infrastructure-
less and dynamic environment, where these robot teams are suppose to be de-
ployed. For the reliability of ad-hoc communications, it is very much essential
to have an idea of the relative performance of different available routing proto-
cols, which can be applied for the purpose. In this paper, the authors discuss about
the cooperative ad-hoc mobile robot communication and different types of ad-hoc
network protocols applicable for the said situation. Performance of two ad-hoc
routing protocols i.e., DSDV and AODV have been discussed and adjudged for
their efficiency in Reference Point Group Mobility (RPGM) scenario having mul-
tiple groups of communicating nodes.

1 Introduction

The advent of mobile ad-hoc network technology widens the path for development of
co-operative ad-hoc mobile robots. These robots are supposed to mimic the behavior of
animal and human beings in real sense during job handling process. They also demon-
strate the capability of managing more complex task with the help of other team mem-
bers by the means of communication. The potential application areas of these types
of mobile robots ranges from disposal of toxic waste, nuclear power processing, fire
fighting, military or civilian search and rescue missions, planetary exploration, security,
surveillance, to reconnaissance tasks. The wireless communication technology provides
low cost solutions for addressing the flexible and efficient communication requirements
of these robots [1].

The conventional wireless communication solutions require static infrastructure such
as base stations to perform communications. The requirement of centralized infrastruc-
ture or pre-defined topology poses constraints in deployment of the mobile robots in
dynamic environment and restricts their mobility during the mission. Unlike the legacy
wireless communication technology, MANET (Mobile Ad-hoc Network) [2] provides
many standard protocols, which can be used for the communication purpose in ad-hoc
manner. In MANET, node also acts as router and thus can forward packet for other
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nodes. Due to this property of ad-hoc network, the robot teams can easily be deployed
at such places, where group can move in desired direction irrespective of their admin-
istrative point. Also, any group member can leave or join the mission in the midway
without affecting others. Co-operation is however very difficult to maintain, if the per-
formance of the underlying protocol is poor. Therefore, there is a need to perform a
study for performances of some exisiting standard protocols, which can be readily used
for communication among co-operative mobile robot.

The paper analyzes performance of the two standard ad-hoc routing protocols each
from two different categories (Proactive Routing and Reactive Routing) [3]. In the
present study, Reference Point Group Mobility (RPGM) [5] has been used to simulate
mobility of co-operative robots. Simulations, under varying number of nodes, have been
carried out for comparison of the performance of DSDV [6] and AODV [7] protocols.

2 Co-operative Mobile Robot Communication

Co-operative multiple mobile robots need to communicate among themselves for com-
pleting the assigned tasks in a successful manner. The wireless network provides the
networking infrastructure to support the quality of service (QoS)(bandwidth, latency
and reliability) requirements of robotic communications [1]. The prime requirement of
the networking infrastructure is to support quick reconfiguration, mobility management
and QoS. Figure 1 gives a layered model of mobile robot networking.

Transport Layer

Network Layer

Data Link Layer
MAC

Physical Layer

TCP/ UDP

IP, Geographic routing, QoS 
support, DSDV, AODV

Token ring, 802.11

Capacity

Mobility 
management

Fig. 1. Mobile robot networking layered model [1]

The model comprised of network, data link and physical layer. The success of the
assigned mission to the team of cooperative mobile robot greatly depends upon the
performance of each layer of the communication model.

2.1 Ad-Hoc Network for Co-operative Mobile Robot

Traditionally, robotic researchers have proposed the use of centralized communication
networks for robots, where the members of a team of robots communicate with a central
controller (base station) over a wireless medium [9]. However, in several situations, it
is very difficult and sometimes impossible for a central base station to simulataneously
cope up with a number of robots and their sensors in terms of communication resources
and performance. This situation also restricts the mobility of the robots, which is basi-
cally guided by the communication capability of the base station.
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Application of ad-hoc network for communication among cooperative robots pro-
vides great flexibilities to the team members. It allows the dynamic topology of inter-
connections and also supports changes in population, connectivity and local constraints.
Multi-hop based ad-hoc network system demonstrates robustness to local failures and
facilitates better scalability.

2.2 Ad-Hoc Routing Protocols

Ad-hoc routing protocols can broadly be divided into two categories i.e., proactive rout-
ing protocol and reactive routing protocol [3].

2.2.1 Proactive Routing Protocols
Proactive routing is also often termed as table-driven routing. In this type of rout-
ing protocols, fresh lists of destinations and their routes are maintained by periodic
distribution of routing tables throughout the network. This category of protocol al-
ways strives to maintain consistent and updated routing information at each node [11].
Destination-Sequenced Distance-Vector Routing Protocol (DSDV) [6] and Link-State
Routing (LSR) [12] are the two common proactive routing protocols.

2.2.2 Reactive Routing Protocols
Reactive routing is often known as on-demand routing or source-initiated routing pro-
tocol. The main advantage of reactive protocols is that it imposes less overhead due to
route messages on the network but at the same time, it is also facing high latency time
in route finding process. Sometimes excessive flooding of the communication packets
may lead to network clogging. Ad-hoc On-Demand Distance Vector Routing (AODV)
[6], Dynamic Source Routing (DSR) [7] and Temporally Ordered Routing Algorithm
(TORA) [5] are some of the examples of reactive routing protocol.

2.3 Destination-Sequenced Distance-Vector Routing

The DSDV [6] routing protocol works on the basis of Bellman-Ford algorithm for short-
est paths and avoid any loop in the routing table. Figure 2 shows the effect of movement
of mobile host MH1 in an example ad-hoc network. Due to movement of MH1, the new
neighbours (MH7 and MH8) broadcast the incremental routing updates, so that other
can updates their routing table.

2.4 Ad-Hoc On Demand Distance Vector Routing

AODV [8] is basically based on distance vector algorithm. It works on the basis of
single path routing protocol even though multiple routes can be detected due to routing
discovery. This protocol enables multihop routing between participating mobile nodes,
that wish to establish and maintain an ad-hoc network [13].

Figure 3 describes the message exchanging strategy of the AODV protocol. In this
figure, there are four nodes. S is the source node, D is the destination node and rests are
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MH3 MH4 MH5

MH2 MH6 MH8

MH7

MH1

MH1

Fig. 2. Movement of mobile hosts in ad-hoc network [6]

intermediate nodes. The algorithm uses HELLO messages to detect and monitor links to
neighbors. When HELLO messages are used, each active node periodically broadcasts
a HELLO message to its neighbors. If a node fails to receive several messages, then
node detects the situation as link break.

2.5 Mobility Models

Mobility model is one of the key parameters that affects the performance of a particular
protocol. It describes the movement pattern of mobile user and the change of their loca-
tion, velocity and acceleration over time [10]. For mobile networks, there are many mo-
bility models suggested by the researchers like Random Waypoint Model (RWP) [14],
Random Walk Mobility Model [15], Random Direction Mobility Model [13], Reference
Point Group Mobility Model (RPGM)[10] etc. However, due to its simplicity, reliability
and closeness to the movement behavior of team workers, RPGM has been chosen as
the mobility model for the present study.

2.6 Reference Point Group Mobility Model

In the areas like battlefields, disaster relief, or other mission critical situations, where
co-operative mobile robots have got their applications, each team members of the group
have to follow the group leader for the successful completion of the mission. Thus, the
mobility of the robotic team members are affected by their neighbouring robots. In this
scenario, collaborative interaction among the mobile team members in group is best
modeled by the reference point group mobility model [5]. In this model, the group
has a logical centre or a group leader along-with the other members. The mobility of
the group is determined by the movement of the group leader or reference point. The
movement of the group leader at any instant of time t is represented by the motion
vector Vt

group. The mobility of the cooperating member of the group is assigned with
a reference point that follows the group movement. The motion vector Vt

i of group
member i at time t is described in [17] as Equation 1.

Vt
i =V t

group +RMt
i (1)
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S 1 2 D

HELLO HELLO HELLO

RREQ

ACK ACK ACK

RREQ

RREP RREP

DATA DATA DATA

DATA Link BreakDATA

RERR RERR

Fig. 3. Message Exchanging in the AODV Protocol

Where, RMt
i is an independent, identically distributed random process, whose value

lies in [0, rmax], where rmax is the maximum distance deviation allowed and whose
direction is uniformly distributed in the interval [0,2π]. The advantage of this model is
minimization of possibility of link breakage thus enhancing the performance [4]. In the
present work, the size of the group is kept constant i.e., 10, irrespective of number of
communicating nodes. This has been done with a view to get better performance from
cooperative robot teams by avoiding very large group size.

3 Simulations

The simulations in present study are performed with ns− 2 network simulator [18].
The experiments are carried out with varying number of nodes in multiples of 10. The
total time for each simulation is set to 100 seconds. Table 1 provides a summary of
the simulation parameters used during the experimentations. The simulation results are
analyzed for assessing the performance of DSDV and AODV protocols based on three
main performance metrics namely Packet Delivery Fraction, Normalized Routing Load
and Average End-to-End Delay.

Table 1. Simulation Parameters

S. No. Parameters Value
1 Area Size 1000 x 1000 m2

2 Mobility Model RPGM
3 Network Interface Phy/WirelessPhy
4 Bandwidth 10 Mbps
5 Traffic Type TCP
6 Max Packet in Queue 1000
7 MAC Protocol Type MAC/802.11
8 Packet Size 512 Bytes
9 Time of Simulation 100 sec
10 Av. Number of Nodes per Group 10
11 Max. Number of Connections 10
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3.1 Packet Delivery Fraction (PDF)

Packet Delivery Fraction is the percentage of total number of packets successfully re-
ceived by the destination nodes with respect to the number of packets sent by the source
nodes during the simulation. PDF is defined as in Equation 2.

PDF =
npr

nps
× 100 (2)

Where, PDF is packet delivery fraction, npr is total number of successful packets re-
ceived by the destination and nps is total number of packets sent by the source nodes.

PDF indicates the efficiency of the protocol in successful delivery of the packets to
the application layer. Higher packet delivery fraction indicates better efficiency of the
protocol.

3.2 Normalized Routing Load (NRL)

Normalized Routing Load is the ratio of number of routing packets transmitted and
number of data packets actually received. NRL is defined as in Equation 3.

NRL =
nprout

npr
(3)

Where, NRL is normalized routing load, nprout is total number of routing packet sent
and npr is total number of data packets received.

NRL estimates the efficiency of routing protocol in maintaining the updated routing
information. Higher value of NRL indicates the lower efficiency of the routing protocol.

3.3 Average End to End Delay (AED)

Average End-to-End Delay is defined as the ratio of end-to-end delay in transmission
of data packets and number of data packets received. AED is calculated using Equation
4.

AED =
∑n

i=0(ti(r)− ti(s))
npr

(4)

Where, AED is average end to end delay, ti(r) is the receiving time of packet i by the
destination node, ti(s) is the sending time of packet i by the source node and npr is total
number of data packets received.

A higher value of end-to-end delay signifies the higher congestion in the network
and thus indicates the lower efficiency of the protocol.

4 Results and Discussions

In the simulation, we varied the number of nodes from 10 through 50, keeping the
average number of nodes per group as 10. The simulation was carried out using RPGM
mobility model scenario. The same sets of experiments were performed for AODV and
DSDV. The simulation was conducted for a period of 100 sec.
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Fig. 4. Performance Comparison between AODV and DSDV in terms of Packet Delivery Fraction
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Fig. 5. Performance Comparison between AODV and DSDV in terms of Normalized Routing
Load

From the simulation results, as shown in Figure 4, it can be observed that AODV out-
performs the value of DSDV in terms of PDF at most of the locations. This shows that
the packet delivery efficiency of the AODV is better than DSDV in the given scenario
except for the case, when numbers of working groups are restricted to one (number of
nodes=10). This might be due to the fact that in this particular case, since there is only
one group is present, therefore it eliminates the possibilities of node movement between
different groups and hence lessen the packet loss during transmissions.

However, as seen from Figure 5, the value of NRL is more in the case of DSDV
compared to AODV at each point. The differences between the values of NRL for the
two protocols are also increasing with increase in the number of nodes in the network.
This is because, unlike AODV, DSDV has to periodically broadcast its routing table to
the other nodes of the network. When the number of nodes increases, this phenomena
contributes a substantial number of routing overhead packets. Whereas, in the case of
AODV, the route is determined purely on ad-hoc basis as and when required.
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Fig. 6. Performance Comparison between AODV and DSDV in terms of Average End-to-End
Delay

Figure 6 shows the performances of AODV and DSDV in terms of average end-to-
end delay. From the results, it can be seen that the values of average end-to-end delay
for AODV and DSDV are almost comparable with each other at most of the points. This
means that the average end-to-end delay in both the cases are almost equal, even if the
average number of communicating nodes per group is constant.

The above results shows that AODV exhibits better performances than DSDV, when
the number of mobile robot groups are more than 1 (group consists of 10 nodes each).
However, if the robots are moving in a single group, the DSDV demonstrates better
results.

5 Conclusion

Co-operative ad-hoc mobile robot communication needs mobility, flexibility, reliability
and efficiency to perform any mission critical job in successful manner. These require-
ments of the co-operative ad-hoc robot communication can only be addressed with the
help of self-forming, self-healing and self-organizing multi-hop communication net-
work. Mobile ad-hoc wireless network technology with efficient routing protocol is
capable of providing the right solution in efficient way. With the help of simulation, the
performance analysis of two standard protocols (AODV and DSDV) have been carried
out in terms of Packet Delivery Fraction, Normalized Routing Load and Average End-
to-End Delay. The results exhibit that AODV protocol outperforms DSDV in RPGM
scenario for larger number of groups. However, DSDV shows better efficiency, when
the numbers of nodes are less and there is a minimum or no possibility of movement of
nodes across the groups. This concludes that use of AODV protocol for the inter-node
communication between co-operative ad-hoc mobile robots will provide a better com-
munication performance compared to DSDV in case of multiple teams of robots. But
DSDV can be preferred, when the group of mobile robots is restricted to one.
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Abstract. The SAFER+-128 algorithm is the basis of all block ciphers used in 
Bluetooth security environment. Though the SAFER+ with key size 128 bits 
has yet not any practical attack on it, the pairing mechanism of bluetooth which 
uses this algorithm founds to be vulnerable to the brute force attack upon it. In 
the enhanced SAFER+ algorithm the shuffling parameter of SAFER+ has been 
customized in order to provide it strength against the key pairing attack. The re-
sults of the experiments and other statistical details obtained for this change are 
shown at the end of this paper. 

Keywords: Pairing, Unitary Matrix, Primitive Roots. 

1   Introduction 

The Bluetooth uses two types of encryption algorithms : Block cipher and stream 
cipher. Block cipher algorithms E1, E21, E22 and E3 all are used to generate keys and to 
provide mutual authentication, while E0 which is a stream cipher is actually used to 
encrypt the data. All block ciphers are based on “SAFER+” with the key size 128 bit, 
which is the improved version of one of the AES candidate algorithm - SAFER. 

1.1   Use of SAFER+ in Bluetooth 

The security provided by the Bluetooth core is built upon the use of symmetric key 
cryptographic mechanisms for authentication, link encryption, and key generation. A 
number of different key types are used in connection with these mechanisms. The 
various key generation algorithms are based upon the SAFER+ structure. 

SAFER+ uses a round construction consisting of pseudo-Hadamard transforms, 
substitution tables, and subkey insertion. An important improvement in SAFER+ is 
the introduction of the so called Armenian Shuffle permutation, which boosts the 
diffusion of single-bit modifications in the input data. ([1]) 

2   Current SAFER+ 

SAFER+ has two subsystems: the encryption subsystem and the key scheduling sub-
system. It shares this setup with many other block cipher algorithms. 
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Fig. 1. SAFER+ Design (Source : [2]) 

2.1   Key Scheduling 

The task of key scheduling is to provide key material, called a round key, for each of 
the encryption rounds in the encryption subsystem. Each round key consists of two 
vectors of 16 octets. Each byte is cyclic-rotated left by 3 bit positions, and 16 bytes 
(out of 17) are selected for the output subkey. The last round key, K17, is a single vec-
tor of 16 octets that are “added” to the output of the last round.  

Each of the 16-octet vectors Ki = (Ki[0], Ki[1], . . ., Ki [15]), except K1, are offset 
by a bias Bi = (bi[0], bi[1], . . ., bi[15]), i = 2, 3, . . ., 17 using modulo 256 addition. 
The bias vectors are defined by 

        
(1)

 

The round keys are fed into SAFER+ round mechanism where they are added into the 
round data. The addition is done by intertwined modulo 256 and XOR additions.[1] 
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2.2   Encryption Subsystem 

Figure 1 shows the encryption subsystem which consists of 8 identical rounds and at 
last an output transformation which is implemented as a XOR between the output of 
the last round and the last subkey. 

Single Round Structure. The SAFER+ has block size of 128 bits. All bits are 
grouped into 16 bytes which are then operated as shown in figure 2. 

 

Fig. 2. One Round of SAFER+ with Bluetooth Adoption(Source : [1]) 

The SAFER+ uses two tables, referred to as E and L, that implement the mappings: 

                                              
(2)

 

                                                   
(3)

 

These two mappings introduce nonlinearity. Figure 2 also shows the modification of 
SAFER+ used in the Bluetooth A’r algorithm. A’r has a noninvertible mapping. [1]  

Evaluation of Paramters. Base of E and L Parameter The 45 has been chosen as a 
base value on which the operations are carried out to get the substitution tables.  45 is 
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one of the primitive root of 257 which is the prime number nearest to 255 and 255 is 
the maximum value represented by 128 bits. 
 

PHT Parameter. The PHT parameter provides a 2×2 matrix which when multiply 
with 2 octets then give as a result other 2 octets. This is a multiplication of a vector 
with a matrix.  

The PHT parameter used is [2 1 ; 1 1]. The matrix used is in fact a unitary matrix. 
So, theoretically any other unitary matrix can be set in the algorithm. But as the 
SAFER+ algorithm is going to be used for handheld devices, the time and space com-
plexity puts a restriction on the values of matrix. However without violating the con-
straints some alternate solutions have been suggested as in [3 - 4]. 

3   Key Pairing Mechanism of Bluetooth 

The Bluetooth pairing operation is crucial in the process of establishing a secure con-
nection (link) between two Bluetooth devices. The procedure starts with establishing 
an ACL connection.[1]  

The pairing procedure consists of the following steps: 

• Generating an initialization key 
• Generating a link key 
• Link key exchange 
• Authentication 

The key generation procedure is shown in figure 3. At each of the stage a different 
algorithm is used which is derived from SAFER+ except the last two stages of Con-
straint key generation and Payload key generation. These last two phases do not use 
SAFER+ based algorithms. 

 

Fig. 3. Overview of Key Management in Bluetooth Pairing (Source : [1]) 

The various phases of key generation and their corresponding algorithms are 
shown in table 1. 
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Table 1. Algorithms for Key Generation 

Initialization Key Generation E22

Link Key Generation E21

Authentication E1

Ciphering Key Generation E3

Payload Key Generation E0

3.1   Authentication 

In the authentication process, a device will take either the role of claimant or verifier. 
In case of a mutual authentication, the roles will be interchanged in the process.  

Suppose device A is the verifier and device B is the claimant. Then A challenges 
device B by sending the random 128-bit value AU_RAND and expects from B the 
response 

                                           (4) 

Besides the peer authentication, the Bluetooth authentication procedure also results in 
the creation of the authenticated ciphering offset (ACO). The ACO is used when 
computing the ciphering key. 

4   Attack on Pairing 

Two types of attacks are described in [2]. One of which is Primary attack, discussed 
here. 

4.1   Primary Attack 

The following is the list of messages transmitted during the key generation and pair-
ing process. Suppose A and B are two devices which are going to establish a connec-
tion between them. 

1. A random number IN_RAND with size 128 bits is transmitted from A to B in 
plaintext format. 

2. A random number LK_RANDA with size 128 bits transmitted from A to B, XORed 
with Kinit. 

3. A random number LK_RANDB with size 128 bits transmitted from B to A, XORed 
with Kinit. 

4. A random number AU_RANDA with size 128 bits is transmitted from A to B as a 
challenge for authentication in plaintext format. 

5. A signed response SRES with size 32 bits is transmitted from B to A in plaintext 
format. 

6. A random number AU_RANDB with size 128 bits is transmitted from B to A as a 
challenge for authentication in plaintext format. 
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7. A signed response SRES with size 32 bits is transmitted from A to B in plaintext 
format. 

The attacker can now use a brute force algorithm to find the PIN used. The attacker 
enumerates all possible values of the PIN. Knowing IN_RAND and the BD_ADDR, 
the attacker runs E22 with those inputs and the guessed PIN, and finds a hypothesis for 
Kinit. The attacker can now use this hypothesis of the initialization key, to decode 
messages 2 and 3. Messages 2 and 3 contain enough information to perform the calcu-
lation of the link key Kab, giving the attacker a hypothesis of Kab. The attacker now 
uses the data in the last 4 messages to test the hypothesis: Using Kab and the transmit-
ted AU_RANDA (message 4), the attacker calculates SRES and compares it to the 
data of message 5. If necessary, the attacker can use the value of messages 6 and 7 to 
re-verify the hypothesis Kab until the correct PIN is found [2]. Figure 4 describes the 
entire process of PIN cracking. 

The attack, as described, is only fully successful against PIN values of under 64 
bits. If the PIN is longer, then with high probability there will be multiple PIN candi-
dates, since the two SRES values only provide 64 bits of data to test against. But as 
the users typically have a habit to use a short pin which will have the length less then 
64 bits, the probability of above attack remains high. 

The primary attack is only applicable if the attacker has eavesdropped on the entire 
process of pairing and authentication. This is a major limitation since the pairing 
process is rarely repeated. Once the link key Kab is created, each Bluetooth device 
stores it for possible future communication with the peer device To make the primary 
attack possible the opponent must have to reinitiate the pairing process. This is known 
as repairing attack which is described in [2]. 

5   Solution to Withstand against Bruteforce Attack 

One optimized solution within the boundaries of mobile environment constraints is to 
randomize the shuffling parameter. However this randomness should be known and 
predicted at both ends of communication. The simplest shuffling randomness we can 
provide is using a secure number suppose given a name comm_id. The value of 
comm_id is added into the position of bytes while doing the shuffling. For example, 
during shuffling suppose a byte at position i is permuted at position j then we can 
change the shuffling sequence in the following way. 

Place byte at position[comm_id + i] 

           To position[comm_id + j] 

The value of comm_id should be incremented with each subsequent session or other-
wise with each subsequent transaction. Since the value of comm_id is secure, the 
bruteforce attack will include more difficulty and complexity. The pin cracking pro-
cedure described in section 4.1 will be time consuming now, because now each step 
in the figure should be repeated at most 16 times. 
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Fig. 4. The Basic Attack Structure (Source:[1]) 

5.1   Value of comm_id 

Primary Solution. In its simplest form the value of comm_id can be based on the 
length of actual pin. The length of original pin should be given to a formula which can 
produce any value from 0 to 255. At the first glance we may produce it with either of 
the following formulas: 

                                                   comm_id = pin_length                                             (5) 

 
 



658 P. Chaudhari and H. Diwanji 

or  

                                            (6) 
However as the users have the habit to use a pin with 4 to 7 digits, the opponent can 
try to guess the initial comm_id with static formulas. Hence, a dynamic strategy as 
shown below can be taken as a solution. Let a number defined with the first two bits 
and last two bits from the original pin, and give the name to this number as secure id. 
Then comm_id can be defined as 

                               (7) 
Since the value of actual value of pin is not known to the attacker, this method can be 
counted as secure. 

5.2   Results 

Strength of Customized Algorithm. In the original scheme the Bruteforce attack has 
effort of O(2128), since the pin length is maximum 128 bits. But in the new approach, 
it is equal to the effort of O(2128

 × 256), since 256 values of comm_id for shuffling 
needs to be considered. 

 

Fig. 5. Time required to crack the algorithm 

As per the results of [2] when the pin consists of 7 digits (28 bits), then the pin 
cracking algorithm as shown in section 4.1 takes the time of 2596.82 seconds (43.28 
minutes). According to these results if the approach described in this paper is applied, 
then the time to break the algorithm will be equivalent to 54332719236956200.00 
seconds even with the 7 digit pin, which is considerably large. 
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The figure 5 shows the comparison of time required to crack the algorithms with 
the pin digits 4,5,6 and 7. The data is shown in table 1.However even if the opponent 
can somehow guess the correct PIN’, he will not be able to deduce the further keys, as 
the comm_id is incremented periodically. 
 
Space Complexity. The customized algorithm needs only one more byte to store the 
value of comm_id, hence the space complexity of both the algorithms will be quite 
same. 

Table 2. Time to crack the Algorithm 

No. of Pin Digits Original SAFER+ Customized SAFER+ 
4 2.58 sec. 660.48 sec
5 25.98 sec. 6650.88 sec
6 260.35 sec. 66649.60 sec
7 2596.82 sec. 664785.92 sec

 
Time Complexity. The original and customized both the algorithms are implemented 
and tested in desktop as well as in mobile handset. Both have the execution time of 0 
milliseconds. 
 
Operation Complexity. In the original SAFER+ scheme used in bluetooth has 320 
operations in each round. With the above stated approaches the additional number of 
operations to be included is total 98 (33 addition operations, 32 and operations, 32 
storage operations). 

If the frequency of change of comm_id is low, at least one comm_id value for each 
execution of full algorithm, then this will create negligible overhead. 

6   Conclusion 

Among all the versions of SAFER+, SAFER+ - 128 (with key size 128) is found to be 
most secure and with less implementation complexity. The E and L functions provide 
nonlinearity. The PHT is used to provide diffusion in output. Alternative matrices for 
PHT parameter have been already discussed in [3][4]. 

Though there are not practical attacks available on SAFER+ till today, but the key 
pairing attack is possible on pairing mechanism which is a bruteforce attack that try to 
deduce the pin from the ongoing conversation. The randomness in shuffling parame-
ter of SAFER+ gives a good strength to withstand against this attack. The randomness 
is provided using a comm_id. Two approaches are presented to get comm_id. The 
simplest approach is to use a pin length as an initial comm_id. The second approach is 
to use a secure id based on pin value.  

The strength as well as the space, time and operational complexity of existing algo-
rithm have been compared which proves the customized algorithm better than the 
existing SAFER+ algorithm. 
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Abstract. Two-layer hierarchy unstructured peer-to-peer (P2P) systems, 
comprising an upper layer of super-peers and an underlying layer of ordinary 
peers, are commonly used to improve the performance of large-scale P2P 
systems. A perfect difference graph has desirable properties to satisfy the above 
design rationale of super-peers overlay network. This paper proposes a two-
layer hierarchical unstructured P2P system in which a perfect difference graph 
(PDG) is used to dynamically construct and maintain the super-peer overlay 
topology. In addition, the broadcasting performance of the P2P system is 
enhanced through the use of a PDG-based forwarding algorithm which ensures 
that each super-peer receives just one lookup query flooding message. The 
theoretical results show that the proposed system improves existing super-peer 
hierarchical unstructured P2P systems in terms of a smaller network diameter, 
fewer lookup flooding messages, and a reduced average delay and the 
experimental results show that the proposed two-layer hierarchy P2P system 
performs very well in the dynamic network environment. 

Keywords: Unstructured peer-to-peer system, super-peer, perfect difference 
graph, forwarding algorithm. 

1   Introduction 

Peer-to-peer (P2P) overlay networks are massively-distributed ad-hoc computing  
systems in which the participating peers directly distribute their tasks and share their  
resources without any form of hierarchical organization or centralized control [1-4].  
Such networks offer numerous advantages, including a robust wide -area routing  
architecture, an efficient search capability, anonymity, excellent fault tolerance, a  
massive amount of redundant storage, and so forth. Furthermore, since each peer in 
the system is not only a client, but can also per-form the role of a server, the capacity 
and scalability of P2P systems are far higher than those of traditional client-server 
systems. Although various P2P overlay networks have been proposed in recent years, 
decentralized, unstructured P2P systems such as Gnutella [1] and KaZaA [2] are the 
most commonly used in current Internet-based applications. In contrast to structured 
networks, content placement in P2P networks is unrelated to the overlay topology, 
and thus such networks are better equipped to deal with the problem of high-churn 
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peer populations. KaZaA and the newest version of Gnutella (Gnutella v0.6) both 
create a two-layer hierarchical unstructured P2P system comprising an upper layer of 
“super-peers” (KaZaA) or “ultra-peers” (Gnutella) and an underlying layer of 
ordinary peers. In both systems, the super (or ultra) peers are chosen from amongst 
the participating nodes having a fast Internet connection and cannot be blocked by a 
firewall.  

2   Related Work 

In recent years, various hierarchical two-layer unstructured P2P systems have been 
proposed as a means of scaling up conventional unstructured P2P systems. Such 
systems, of which Gnutella vs. 6 [1] and KaZaA [2] are the most widely used, 
comprise super-peers and ordinary peers and have a number of key advantages for the 
execution of large-scale distributed applications, including a higher search efficiency 
and the ability to harness the power and resources of multiple heterogeneous nodes.  

Gia improved the performance of unstructured P2P systems by using a dynamic 
scheme to select appropriate super-peers and to construct the topology around them in 
an adaptive manner. Furthermore, a search-based random walk mechanism was 
proposed for directing the lookup messages issued by the ordinary peers towards the 
high-capacity nodes in the system. In the worst case scenario, the random walk search 
mechanism either gives up without finding a match or may have to traverse a very 
long path. 

Pyun presented a protocol designated as SUPs for constructing the super-peer 
overlay topology of scalable unstructured P2P systems using a random graph method. 
The results showed that SUPs was not only more computationally straightforward 
than the scheme presented in , but also was much compatible with existing system and 
was likely be adopted.  

Xiao et al. [10] presented a workload model for establishing the optimal size ratio 
between the super-layer and the leaf-layer, and proposed an efficient dynamic layer 
management (DLM) scheme for super-peer architectures. In the proposed approach, 
the DLM algorithm automatically selects the peers with larger lifetimes and capacities 
as super-peers and designates those with shorter lifetimes and capacities as leaf peers.   

3   Super-Peer Overlay Networks and Broadcasting Protocols 
 

Since super-peers have a fast Internet connection, they can accommodate a high 
traffic demand. The topology for super-peers can be modeled by a graph with higher 
degree, in which vertices represent individual super-peers while undirected edges 
stand for connections between super-peers. Since all of the super -peers are regarded 
as being of equal importance in terms of their ability to route traffic, it is suitable to 
construct the topology of super-peers into a regular graph, which the degree of each 
vertex is the same, to easily achieve load balancing. Besides balancing the load within 
the P2P system, it is also desirable to minimize the diameter of the super-peer overlay 
topology in order to limit the length of the paths which a lookup query generated by 
any super-peer must traverse to reach the other super-peers in the network. Finally, 
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the degree of the super-peers in the overlay topology should be such that the P2P 
system is both practical and scalable. 

Table 1 summarizes the vertex degree and graph diameter of various well known 
graph methods. As shown, the complete graph models a regular n-vertex network in 
which the vertex degree is d= O (n) and the diameter is D=1. (Note that the diameter 
indicates the maximum number of hops in the path between the source-destination 
vertices in the graph.) Although the complete graph provides a simple approach for 
modeling a net-work, it is impractical for large n and lacks the scalability required to 
support network growth. Therefore, it is generally preferable to relax the maximum 
hop-count parameter to D=2 for practical large-scale systems and to model the 
network using a perfect difference graph (PDG). 

Each vertex in a PDG has a degree O( n ) , and  thus the network is significantly 
more scalable than that modeled by a complete graph (i.e. O (n) ). Furthermore, even 
though the vertices in the PDG have a lower degree than those in the complete graph, 
the performance of a PDG-based network is similar to that of a complete graph-based 
system. In addition, Table 1 shows that the other common graph methods have both a 
lower vertex degree than the PDG method and a greater diameter. Thus, the PDG-like 
graph is an ideal solution for the dynamic super-peer overlay construction scheme 
presented in this study. 

3.1   Perfect Difference Graphs 

PDGs [8], based on the mathematical notion of perfect difference sets (PDSs), are 
undirected graphs of degree d=2δ (where δ is the number of elements in the PDS) and 
diameter D=2. 

Table 1. Comparison Of Vertex Degree And Graph Diameter 

Vertex Degree 
Graph  

Diameter Example 

O(n) 1 Complete – Graph 

O(√n) 2 Perfect Difference Graph 

Ω(n ln n) 
Θ (  ln n   ) 

1 n ln n 
Random Graph 

O(log n) log n 
Binary Tree,  
Hypercube 

O(l) n/2 Ring 

 
Definition 1: A PDG is an undirected inter-connection graph with n= δ 2 + δ + 1 
vertices, numbered 0 to n-1. In the PDG, each vertex i is connected via undirected 
edges to  vertices  (i ±s j )(mod n ) for 1 ≤ j ≤δ ,  where  s j   is  an  element of the PDS 
{s1 , s2 ,…, s j }of order δ . 
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Table 2 illustrates the number of vertices, the order and the number of elements in 
the first ten PDSs. Furthermore, the PDS has a degree of 2δ , and thus each vertex has 
four undirected edges leading to neighboring vertices. For example, vertex 0 has 
undirected edges leading to vertices (0±1) mod7 and (0±3) mod 7 . In other words, 
vertex 0 has undirected edges to vertices 1, 3, 4 and 6. For convenience, the following 
terms are adopted when discussing the PDG methodology in the remainder of this 
paper: 

• Ring edge: the edge connecting consecutive vertices i and i ± s1 (mod n), where  
s1 =1 .  

• Chord edge: the edge connecting non-consecutive vertices i and i ±s j (mod n ),  
2 ≤ j ≤δ .  

• Forward edges: for vertex i, the forward edges include the chord edge connecting 
vertices i and i ± s j (mod n)  and the ring edge connecting vertices i and  i  ± 
s1(mod n) .  

• Backward edges: for vertex i, the backward edges include the chord edge 
connecting vertices i and i − s j (mod n) and the ring edge connecting vertices i 
and  i − s1(mod n) . 

For example, in Fig. 1, the forward edges of vertex 0 are the edges connecting vertex 
0 to vertices 1 and 3, respectively, while the backward edges are the edges connecting 
vertex 0 to vertices 4 and 6, respectively. 

 
Proposition 1. If G=(V,E) is a graph consisting of a set of vertices V and a collection 
of edges E connecting pairs of vertices in V, then ∑v € V (G) d (v ) = 2e (G) , where d(v) 
represents the degree of vertex v in a graph G and e(G) represents the number of 
edges in G . 

Table 2. Correlation between Number Of Vertices, Super-Peer Order And Perfect Difference 
Sets 

    n     δ Perfect difference sets 

7 2 1,3 

13 3 1,3,9 

21 4 1,4,14,16 

31 5 1,3,8,12,18 

57 7 1,3,13,32,36,43,52 

73 8 1,3,7,15,31,36,54,63 

91 9 1,3,9,27,49,56,61,77,81 

133 11 1,3,12,20,34,38,81,88,94,104,109 

183 13 1,3,16,23,28,42,76,82,86,119,137,154,175 

273 16 1,3,7,15,63,90,116,127,136,181,194,204,233,238,255 
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Proof. Summing the degree of vertices counts each edge twice, since each edge has 
two ends and contributes to the vertex degree at each endpoint [5]. 

Lemma 1. The total number of edges in a PDG is equal to n.δ= (δ 2  +  δ + 1) .δ . 
Proof. Since the connectivity of the PDG leads to a degree  d = 2δ , the total degree of 
vertices equals  ∑v  € V (G) d (v ) = n .2δ. By  Proposition 1, n.2δ is equal to 2e. 
Therefore, the total number of edges is equivalent to n . δ = (δ 2 + δ + 1) .δ . 

 

Fig. 1. PDG-based forwarding algorithm 

Figure 1 presents a schematic illustration of the pro-posed PDG-based forwarding 
algorithm for a super-peer overlay network forming a PDG with an order of δ = 2 . In 
this example, it is assumed that super-peer 0 wishes to flood a lookup message to all 
the other super-peers in the network. In accordance with the two- step procedure de-
scribed above, super-peer 0 sends a flooding message with TTL= 1 along its 
backward edges to neighbors 4 and 6, respectively. Since the TTL value is reduced to 
zero following its decrement upon receipt at these nodes, neighbors 4 and 6 take no 
further action. Meanwhile, super-peer 0 also sends a flooding message with TTL=2 
along its forward edges to neighbors 1 and 3, respectively. Following the receipt of 
these messages, the TTL value is reduced to 1, and thus both neighbors forward a 
copy of the message along all their backward edges other than the edge on which they 
received the original message. In other words, neighbor 1 duplicates the message to 
node 5, while neighbor 3 copies the message to node 2. Nodes 2 and 5 obtain a value 
of TTL=0 when decrementing the TTL parameter, and therefore take no further 
action. 

4   System Architecture and Construction 

4.1   Extension of Topology to Accommodate New Super-peers 

In accordance with the request process algorithm, any peer with a fast Internet 
connection to enter the P2P net-work as a super-peer issues a joining request with its 
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bandwidth description and IP to the BS server. After identifying the connectivity 
quality, the BS server accepts the peer as a super-peer, and assigns the new peer the 
appropriate forward and backward connections. When the number of super-peers is 
larger than the value (δ 2 + δ+1), it represents that all the positions in the PDG are 
already filled with active super-peers. If the re-questing peer is qualified to become a 
super-peer, the BS server designates the peer as the role of a redundant super-peer, 
and is allowed to connect to the network by accessing a super-peer with a minimal 
response time selected from a list randomly compiled by the BS server. When the 
number of super peers and redundant super-peers increases to threshold value, that 
can be given as ½[( δ2+ δ+1) + ( l 2 + l  +1)], there are a number of redundant super-
peers existing in the system. In order to utilize the bandwidth capability of the 
redundant super-peers and increase system scalability, the order of the cur-rent PDS is 
enlarged to that of the successor PDS and the super-peer overlay topology is extended 
accordingly. Thus, the BS server first assigns the new joining peer a new vertex ID 
and the peer IP into the super-peer table. It then assigns the status of 1 to the new 
joining peer and all of redundant super-peers. Next, the BS server calculates and 
updates new forward and backward connections based on the new order δ in the 
super-peer table for these active super-peers. 

 

Fig. 2. Schematic illustration showing a new peer joining the super-peer overlay networks 

Finally, the BS server sends the new joining peer information, such as the status, 
the for-ward connections and the backward connections. The BS server also notifies 
redundant super-peers about the status, the forward connections, and the backward 
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connections and informs the original active super-peers about the new forward and 
backward connections.  

We illustrate an example to describe the overlay topology extension. In the initial 
set-up phase (i.e. no super-peers have yet been identified), the BS server adopts a low-
order PDS (i.e. an order of 2) to construct an initial super-peer overlay network for a 
maximum of 7 super-peers. Assume that there are 10 new peers wishing to be-come 
super- peers. Since the number of new peers exceeds the number of available spaces 
in the overlay network, the former 7 peers are assigned as super-peers, and the 
remaining peers temporarily designated as redundant peers. Later,  when  a  new  peer  
wishing  to  become  a  super- peer enters the system, it will result in the number of 
peers, including active super-peers, redundant super-peers, and the new joining peer, 
exceeding a threshold 10(= (7+13)/2). The BS server according to the request process 
algorithm extends the super-peer overlay topology using a PDS with an order of 3, 
thereby allowing space for a maximum of 13 super-peers. Thus, the redundant super-
peers and the new joining peer are assigned as new super-peers and are informed 
about the IP addresses of their forward and backward connections by BS server. At 
this point, 11 active super-peers participate in the new enlarged topology. 

 

 

Fig. 3. Comparison of Super-peer degree in random-based and PDG-based overlay networks 

In general, the super-peer degree provides an indication of the cost incurred in 
maintaining the connections of the super-peers in the overlay topology. Thus, Fig.3 
shows that the maintenance costs of the super-peers in the proposed PDG-based network 
are higher than those of the super-peers in the random-based overlay network. Although, 
formulations for the diameters of a random-based overlay network and a PDG-based 
overlay network, respectively, the diameter of the random overlay network cannot be 
precisely determined by the number of super-peers. Therefore, Fig. 3 compares the lower 
bound of the random-based overlay network diameter with the diameter of the PDG-
based network. Although the random-based overlay network diameter represents the 
best-case scenario for this particular type of network, it can be seen that the diameter of 
the PDG-based overlay network is significantly smaller at all values of n equal to or 
greater than 13. The results presented above confirm that the PDG-based forwarding 
algorithm proposed in this study out-performs the SNC forwarding algorithm used in a 
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conventional random-based super-peer overlay topology in terms of a reduced number 
of broadcast messages and a lower average hop-count delay.  

5   Implementation 

To evaluate the file transfer performance of the proposed two-layer hierarchical 
unstructured P2P system using a perfect difference graph (PDG), we implemented a proto- 
type super-peer and BS server incorporating the request process algorithm presented in 
Section 4 on our tested. This work presents a series of experimental results to benchmark 
the performance of the proposed two-layer hierarchical unstructured P2P system against 
that of  a Gnutella hierarchical unstructured P2P system. The initial super-peer overlay 
topology is constructed by 91 nodes on the testbed with a bandwidth capacity 100 
Megabits/sec to form a Gnutella P2P and a PDG-based overlay. The PDG-based overlay 
topology makes use of PDS with an order of 9 described in Section 3.1, thereby allowing 
space for a maximum of 91 super-peers.  The system performance of the two schemes is 
quantified by hit rate. The hit rate is defined as the total number of discoveries over the 
total number of queries. A lookup query can result in multiple discoveries, which are 
copies of the same files stored at distinct nodes. We allow the system to run several rounds 
on condition that the number of super-peers equals the shrinking threshold value (e.g. 10). 
In the beginning of each round, each super-peer issues lookup queries to search files not 
stored in its local space. Lookup queries are flooded  by the PDG-based forwarding 
algorithm in the  PDG-based algorithm  in  the  Gnutella  P2P  overlay  topology  with 
TTL=2, respectively. When each round terminates on the condition that each search 
request is serviced, one  randomly  selected  super-peer  leaves  the  system  and  the other 
active super-peers then enter next round to  issue new lookup  queries. In the first round, 
since each overlay topology is a complete and connected graph for these overlay 
topologies, the hit rate achieves a highest value. Moreover, since the lookup queries on the 
PDG-based overlay can be efficiently flooded to each super-peer, the total number of 
discoveries is more than that on the Gnutella P2P overlay. Therefore, the hit rate of the 
PDG-based overlay is better than the Gnutella P2P overlay. 

6   Conclusion 

This paper has presented an efficiency technique for constructing and maintaining the 
super-peer overlay topology of a two layer hierarchical P2P system using a perfect 
difference graph (PDG) – based method. In addition, a PDG-based forwarding 
algorithm is proposed for enhancing the efficiency of the lookup process. The 
performance of the proposed super-peer overlay topology based on a perfect 
difference graph has been benchmarked against a super-peer overlay topology based 
on a random graph using SNC forwarding algorithm. The theoretical results have 
grown that the PDG-based construction scheme and the forwarding algorithm yield a 
lower network diameter, a reduced number of lookup flooding messages, and a lower 
average hop-count delay. Through experimental results on our testbed, the proposed 
PDG-based two-layer hierarchy overlay is an efficient P2P solution in the dynamic 
network environment 
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Abstract. Original Directed diffusion algorithm chooses the shortest path to 
transmit data from source node to sink node.  Thus, a particular set of nodes are 
used more frequently leading to energy hole problem. If the message transmis-
sion load is distributed considering remaining energy and the remaining path 
length of a node, then the above problem can be solved. In this paper we sug-
gest a scheme for reducing energy consumption in WSN. The scheme is an ex-
tension of the concept introduced in [1].  

Keywords: Wireless Sensor Network, Directed Diffusion, Uniform Energy 
Dissipation. 

1   Introduction 

Directed Diffusion [2] is a well-known routing algorithm in Wireless Sensor Networks 
(WSN). The algorithm chooses best path (shortest path) to transmit data from the source 
node to the destination (sink) node.  Thus, a particular set of nodes are used frequently 
for message transmission. The energy of these nodes may get exhausted and energy hole 
may be created. This paper explores alternative techniques to avoid such problems. The 
objective is to balance between minimal energy consumption for data transmission and 
maximizing network lifetime by using path selection algorithm. Energy dissipation dur-
ing transmission should be uniformly distributed among the nodes on different routes 
from source to destination. Here we propose an efficient path selection approach in case 
of Directed Diffusion algorithm and prove the efficiency of the approach using mathe-
matical logic. The work presented in this paper is motivated by the solution given by An 
Kyu Hwang et. al [1]. They proposed an algorithm for uniform energy dissipation based 
on maximum remaining energy in the paths. Our research work proves the efficiency of 
path selection techniques based on remaining energy in the nodes and provides theoreti-
cal basis for choosing the values of different parameters used in the approach. The  
solution, as presented in [1], provides mathematical model for selection of maximum-
remaining-energy path. We name this approach as Uniform Energy Dissipation Directed 
Diffusion Algorithm (UEDDD). Next, we provide a mathematical model for selection 
of a minimum remaining-hop-count path from the maximum-remaining-energy group. 
This approach is named as Approximated Uniform Energy Dissipation Directed Diffu-
sion Algorithm (AUEDDD).  
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Initially, Section 2 points out the limitations of the classical/ original directed dif-
fusion algorithm. Section 3 describes MREDD algorithm as proposed in [1]. UEDDD 
is implemented as part of MREDD and its advantages are described in Section 4. Sec-
tion 5 point out the limitations of UEDDD and an approximated UEDDD algorithm 
(AUEDDD) is described in Section 6. Section 7 lists the advantages of the AUEDDD 
algorithm. Section 8 describes the expected results in terms of theoretical analysis 
considering different limiting cases for the above mentioned algorithms. 

2   Limitation of Classical Directed Diffusion Algorithm 

In case of the Classical Directed Diffusion (CDD) algorithm, the path for data trans-
mission is established on the basis of the shortest hop count. Thus, the repetitive use 
of some particular nodes may cause those nodes running out of energy very fast. In 
this way some energy holes may be created and sensor nodes become unable to col-
lect event data in these areas. The network may also become partitioned. As a result, 
the effective lifetime of a WSN reduces.  

Let us assume that the total energy dissipation by the nodes on the optimal path for 
q number of packets of a message transmission (in case of the CDD algorithm) is cl

TE .  

We have already shown [3] that the value of cl
TE  can be calculated as:  

DATARIG
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where thsc _ is the amount of threshold energy of a signal at the receiving end, k is 

the permittivity constant, n is the path loss coefficient, rc is the energy consumption 

for receiving a packet, j
optH is the optimum hop count from the thj  node to the desti-

nation node, q is the total number of packets constituting each message. The number 

of nodes on the path with hop count j
optH  is )1( +j

optH . Here also 
GE is the energy dis-

sipation of the optimum path at the time of gradient setting,
RIE is the energy dissipa-

tion at the time of reinforcement of path and 
DATAE is the energy dissipation at the 

time of data transmission. Let us assume that the total energy dissipation for q num-

ber of packet transmissions per node through thj node is cl
je . 
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Let us assume that the total energy capacity per node is maxe  and the remaining ener-

gy of node j  is j
reme . Thus we can write  
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Let time for one packet to reach from the source node to the sink node be denoted by 

wsnT  and the hop count measurement from the source to the destination be denoted 

by wsnH . If we ignore other constraints (such as route congestion of any node) we can 

say that wsnT  is directly proportional to the wsnH [4].  So, tHT wsnwsn = [Since 

wsnT HT α  and t  is the time required for one data packet to traverse over one hop]. So 

we can say that the time required for the data packet to traverse the hop count j
optH   

is tH j
opt

. If the rate of decrease of energy per node on the optimal path for transmitting 

a message which contains q number of packets through node j is cl
jratee _  then  

}/{_ tHee j
opt

cl
j

cl
jrate =  (5) 
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If q  is large, then the total energy of the path with path length j
optH will run out soon 

and an energy hole will be created.  

3    A Modified Directed Diffusion Algorithm for Uniform Energy 
Use 

A solution to the problem is provided by An Kyu Hwang et. al [1]. The probability 
that a specific node j  selects node i as a next hop is given by  

}/1/{}/1{ 
∈

=
jFGTl

jljiij CCP  
 

(7) 

where jiC  is the cost of message transmission between node j  and node i and jFGT  

is the Forward Gradient Table(Table 1) of node j . Here Figure 1 represents the  

scenario, 

βα }{}{ i
remjiji eeC =  

 

(8) 

where jie is the amount of energy consumed to transfer one packet from node j  to 

node i  and i
reme  is the remaining energy of node i , and α  , β  are constants. The 

Forward Gradient Tables are established at the time of Gradient setting.   
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Table 1. Forward Gradient Table 

 
Next Node 
ID 

Remaining Energy of 
Corresponding Next Node 

 
Average Remaining 
Hop-Count 
 

 
Distance Between  
Current Node to Next 
Node ID 
 

 

Fig. 1. [1]: Probabilistic selection of next hop in the EAR algorithm 

If the distance between node i and node j  increases then the energy dissipation for 

transmitting a packet between node i and node j  will also increase. Since the energy 

dissipation jie  is directly proportional to the cost jiC  therefore from (8) we can 

say 0>α . Since i
reme is the remaining energy of any node i  from the Forward Gra-

dient Table (Table 1) j , then according to the algorithm if the remaining energy of a 

particular node from the Forward Gradient Table (Table 1) is high then the cost of 

sending a packet between node i and node j  will also be low. Thus i
reme is inversely 

proportional to the cost of transmission through the path from j  to i and for that if we 

consider the value of 0>β then the equation (8) will be  

βα }/{}{ i
remjiji eeC = where 0, ≥βα  (9) 

According to the modified Directed Diffusion algorithm proposed by An Kyu Hwang 
et. al[1], the probability of choosing the next node for packet transmission is calcu-
lated as per (7) and the cost of transmission of a packet is calculated as per (8). The 
Maximum Remaining Energy Constrained Directed Diffusion Routing (MRE-DD) 
algorithm actually selects a least energy consuming path among the paths formed by 
nodes with highest remaining energy. However as the least energy consuming path is 
chosen from among them, therefore it does not always guarantee that the maximum 
remaining energy nodes are always chosen. They claim to make a tradeoff between 
the uniform energy dissipation of every node in the network and total energy dissipa-
tion of the whole network for a particular message transmission. In short we can say 
that in case of the modified Directed Diffusion algorithm no route is predefined for 
packet transmission. The next node for packet transmission is chosen by each node, 
based on probability (7).  
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4   Advantage of the UEDDD Algorithm over the Classical Directed 
Diffusion Algorithm 

To traverse q  number of data packets, more than one route can be followed, and 
among these paths, each path can be used multiple number of times. Suppose the q  
number of packets in a data message follow p  number of routes while travelling from 
the current node j to the destination, where qp ≤ . These set of routes can be  

denoted as  

},....,,...,,{ 21 jpjijj
j

route RRRRS =  where, pi ≤≤1  (10) 

and jiR indicates the set of all possible routes from node j to the destination node, 

through node i , where the average remaining hop count is i
jH and iv is the number of 

times that a packet has traversed through 
jiR routes. Thus j being the current node 

and having i as its neighbor node, we define i
jH  as the average remaining hop count 

from node j where i is the next node. Then, F
i

n
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k
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i
j nHH
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/)1(
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+= 
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 where k
iH  is the 

remaining hop count from the thi node to the destination node through node k and the 
thk node is the next selected node from node i . The thi node is the neighbor node of 

the  thj  node and F
in is the total number of entries in the Forward Gradient Table 

(Table 1) of node number i . We assume that any thi  node is chosen iv times while 

sending q messages and 
=

=
p

i
ivq

1

 where iv is the total number of times that node 

j selects node i  as the next node.  Let j
optH  be the minimum path length from node 

j  to the destination node. Let the average length of all the paths from node j  to the 

destination, via the thi node during this transmission be j
avgH . So,  
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From (10) and (11) we can write j
opt

j
avg HH ≥ . 

Let j
opt

j
avg HH /=γ  where 1≥γ  

 

(12) 

Let jN  is the number of distinct nodes who participated in the q number of packet 

transmissions from node j  to destination node where 

jj
avg NH ≤+ 1  

 

(13) 

Let )1/( += j
avg

j HNψ then 1≥ψ
 

(14) 
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Let cl
je  and uni

je be the respective average total energy dissipations per node for the 

CDD algorithm and Uniform Energy Dissipation Directed Diffusion (UEDDD) algo-
rithm, for sending a total of q  number of packets through different paths starting 

from node j to the destination node. Therefore the equation for the uni
je will be 
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If we consider the that sensor nodes are distributed uniformly over the network region 
and the distance between any two nodes are the same,  

then we can write vujidd uvij ,,,; ∀=  where },...3,2,1{,,, Nvuji ∈  
 

(16) 

Therefore we can replace n
ijd with a constant dK and rewrite equation (2) as  
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j
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Therefore equation (15) can be rewritten as  
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It can be proved that jj
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j
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j
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j ee > . Now if we 

UEDDD algorithm is applied, then the total energy dissipation per node and the rate 
of energy dissipation per node are less than in case of the CDD algorithm. For 
q number of packet transmissions, let the cumulative averages of the total energy dis-

sipation per node in case of the CDD and the UEDDD algorithms be cl
Te and uni

Te  re-

spectively. Therefore the expression for cl
Te and uni

Te will be 

)1/(
1

1
_ += 

+

=

j
opt

H

j

cl
jT

cl
T Hee

j
opt

 and j
N

j

uni
jT

uni
T Nee

j

/
1

_
=

=  
 
 
 

As j is any node in the message transmission path in the WSN so the above relation 

is true for all j . Since j
avg

j
opt HH ≤ , j

route
j

avg NH ≤+ 1
 
and uni

j
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j ee ≥ therefore we can 

say that: 
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Let us denote cl
jratee _ to be the rate of energy dissipation (from node j  to the destina-

tion) per node in case of the CDD algorithm and  uni
jratee _   to be the rate of energy dis-

sipation per node in case of the UEDDD. As per (5) we can write 

}/{_ tHee j
opt

cl
j
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jrate =   

Similarly the expression for  (20)
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uni
jratee _
will be }/{_ tNee juni

j
uni

jrate =  
(21)

Since  

jj
opt NH /1/1 ≥  and uni

j
cl
j ee ≥

  (22)

Therefore from (20), (21) and (22) we can write  

uni
jrate

cl
jrate ee __ ≥   (23)

Let the cumulative averages of the rates of energy dissipation per node in case of the 
CDD algorithm and the UEDDD algorithm be cl

ratee and uni
ratee  respectively for 

q number of packet transmissions.  In a way similar to equation (23) it can be proved 

that uni
rate

cl
rate ee ≥ . From (24) we can say that if the UEDDD algorithm is used then the 

energy dissipation rate per node will decrease and hence the time of first failure of 
any sensor node will also increase.  

5   Limitation of UEDDD Algorithm 

From Section 3 we came to know that the hop count from the source node to the des-
tination node of the UEDDD algorithm is greater than the hop count for the CDD al-
gorithm.  Let us assume that when q number of packets are transmitted from node 

j to the destination, the total energy dissipation using the CDD and the UEDDD algo-

rithms will be cl
jE  and uni

jE  respectively.  

)1( += j
opt
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From (17) we can say  
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From (18) we can say  
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j EE /=γ ( since from (10) j

opt
j

avg HH /=γ ) (25)

Thus we can say that if 
j

opt
j

avg HH >>  then 1>>γ and cl
j

uni
j EE >>  

 
(26)

Let the cumulative averages of the total energy dissipation of WSN in case of the 
CDD algorithm and the UEDDD per node be cl

TE and uni
TE  respectively for q number 

of packet transmissions. Like (23) we can say cl
T

uni
T EE ≥ . From the above analysis it 

could be said that if the value of j
avgH  is much larger than j

optH  then the energy dis-

sipation will be more with respect to the CDD. Intuitively also we can say that as the 
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minimum path is not taken in the UEDDD algorithm, the total energy dissipation in 
the entire WSN will increase, although the energy will dissipate uniformly in the 
WSN. 

6   Approximate UEDDD (AUEDDD) Algorithm 

Usually, in WSN, all the nodes have sensing capability, which means that every node 
can act as a source node. Thus, if we can minimize the average path length )( j

avgH , 

then the total energy dissipation to transmit q  number of data packets will reduce. In 
this section, we propose a technique for reducing j

avgH . Suppose, when the probabili-

ties of selection of the next node are calculated for all the nodes, in the Forward Gra-
dient Table (Table 1) of node j , let the maximum probability from among them 
be max

jp . Let us assume that if the node x with probability max
jp is selected, then the 

average remaining hop count from node j  to the destination will be x
avgH . If the 

Forward Gradient Table (Table 1) of j contains more than one node, then there will 

exist another node y whose probability of being selected is '
jp . The average remain-

ing hop count from node j
 to the destination, if node y  would have been selected 

is y
avgH . If x

avg
y

avg HH << , then choosing the path through y is a much more logical 

decision than choosing x as the next node of j , although the probability of choosing 
y is slightly less than the probability of choosing x . In the above case, we propose 

that if the difference between the above two probabilities is below a threshold value, 
the second path may be chosen. We define a threshold value ε , and within the range 

max
jp and ε−max

jp , there may exist r number of nodes )1( ryN y ≤≤ , which may be 

selected if x
avg

y
avg HH < . Any node which has the probability of choosing the next 

node to be less than ε−max
jp , will not be considered.  

Let,  
ρ=− y

avg
x
avg HH  

 
(27) 

If the data message follows the path with length y
avgH  instead of the path with 

length x
avgH , where )( y

avg
x
avg HH > , then the energy that can be saved for transmitting 

q
 number of data packets is j

saveE . For different data packets the value of ρ might be 

different. We assume 
=

=
q

k
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Suppose after sending )1( −k  number of data packets along the path length nextj
uniH _  

 
the probability difference is exactlyε . So after sending of the 

thk  data packet, the 
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probability difference exceeds the value of ε  such that )( ε≥− j
uniuni pp . In that case 

to preserve the concept of uniform energy usage we have to choose another path with-
in the probability range ε−<< j

uni
j

uni ppp . 

7   Advantages of the Approximate UEDDD Algorithm 

As discussed in section 3 the transmission cost of one data packet from node j  to 

node i  is given by equation (8) βα }/{}{ i
remjiji eeC = . We assume that the average 

distance between the two neighboring nodes of any two paths are the same. Then we 
can write that the energy consumption for transmitting one packet from node j to 

node i is constant, i.e. cji ke =α   where ck is a constant. Therefore, 

β}/{ i
remcji ekC =  

(29)

From (7) and (29)we can write 


=

=
jFGTl

l
rem

i
remji eeP ββ )(/}{  

(30)

Let us assume that Figure 2 is an example of a subset of a network topology of a 
WSN where the thick lines represent the line of data transmission for a particular case 
among all the possible cases. We consider a node which transmits data along with its 
Forward Gradient Table (Table 1) nodes to constitute the sub component of the net-
work. Here, in Figure 2 the node j  transmits data and its sub component also 

named j  consists of nodes },,3,2,1{ ij . From the Forward Gradient Table (Table 1), 

node j  only knows about the neighbor nodes, the remaining energy of the neighbor 

nodes and the approximate hop count from node j to the destination node. When 

node j computes the probability of choosing the next node to transfer data, then it 

considers the summation of the factors β)( l
reme where 

jFGTl ∈  of the neighbor nodes 

of, j which has a fixed value at any particular instance of time, with respect to the 

remaining energy of each individual node of that Forward Gradient Table (Table 1).  

Thus, ji
remji eP Ψ= β}{ where })(/{1 

=

=Ψ
jFTl

l
rem

j e β
 

 
(31) 

So the value of jΨ remains unchanged at any particular instant of time with respect to 
each numerator value representing the remaining energy of any individual node from 
the Forward Gradient Table (Table 1). The value of this constant ( jΨ ) may vary 
from one node to another node. As per the previous discussion, in any particular in-
stance of time the value of jΨ is relatively fixed with respect to the remaining energy 
of the neighbor nodes of node j .  
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Fig. 2. Packer transmission from one sub components of network to another 

Suppose we choose two different values of ε , for a particular node j , given by 
low
jε and high

jε  where high
j

low
j εε ≤  . The total number of choices for selecting the next 

node to which the current data packet is to be sent is j
lowr   when low

jεε = . Similarly, 

when high
jεε =  then the total number of choices for selecting the next node to which 

the current data packet is to be sent is j
highr . The set of the different routes from node 

j  to the destination is },....,,...,,{ 21 jrjijj
j

route RRRRS = . When low
jεε =  

then 

j
lowrr =  , and for that case we denote j

low
j

route SS =  . Similarly when 
j

highrr = then high
jεε =  and for that case we denote j

high
j

route SS =  . It is clear that 

the number of possible routes for larger threshold values will be greater than the 
number of possible routes for smaller threshold values. Therefore we can say 
that j

high
j

low SS ⊆ .  Let min_j
lowH  is the minimum remaining hop count from node j to 

the destination node when low
jεε =  and similarly min_j

highH   is the minimum remaining 

hop count from node j to the destination node when high
iεε = . 

Now }min{min_ j
u

j
low HH = where j

lowru ≤≤1 and }min{min_ j
u

j
high HH =

 
where j

highru <<1  

. As j
high

j
low SS ⊆ so there is a greater chance that a route with an even lower hop 

count may be included in j
highS which is not in j

lowS  

Therefore, 

min_min_ j
low

j
high HH ≤  

 
 

(32) 

Let 
min_j

high
j

uni
j

high HH −=ρ  where j
high

j SS =  
 

(33) 
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and 
min_j

low
j

uni
j

low HH −=ρ  where j
low

j SS =  
 

(34) 

The amount of total energy saved for choosing a route with lower hop count (for thre-
shold value high

jε ) is savej
highE _  

j
highrinits

savej
high ccE ρ)( _

_ +=  
 

(35) 

The amount of total energy conserved for choosing a route with lower hop count (for 
threshold value low

jε ) is savej
lowE _ . 

j
lowrinits

savej
low ccE ρ)( _

_ +=  
 
(36)

From (32), (33) and (34) we can write
 

j
low

j
high ρρ ≥  

 
(37)

From (35), (36) and (37) we can say 

savej
low

savej
high EE __ ≥  

 
(38) 

From the above discussion we can say that since 

low
j

high
j εε > then savej

low
savej

high EE __ ≥  
 
(39) 

Therefore we can say that if we choose a greater threshold value of probability differ-
ence, then the total energy saved could be more.  

7.1   Conformance of UEDDD Algorithm with AUEDDD Algorithm 

We denote the probabilities of choosing nodes xand y as the next nodes for sending 

data from node j  as x
jp  and y

jp  respectively. We also denote x
reme  and y

reme  to be 

the remaining energy of the nodes x  (and the probability of choosing that node to 

be x
unip ) and y (and the probability of choosing that node to be y

unip ) respectively. 

As mentioned earlier, both the nodes x and y  are the members of the Forward Gra-

dient Table (Table 1) of j )( jFGT . From (39) we can say that a greater value of ε  

implies that more energy will be saved. Therefore from the previous assumption we 
can write 

ε≤− y
uni

x
uni pp  (40) 


∈

≤−
jFTk

jk
rem

jy
unirem

jx
unirem eee βββ ε }{)()( __  

 

Hence, ree
r

x

jx
rem

j
avgrem /}{}{

1
_ 

=

= ββ where j
avgreme _ is the power average of 

}){( βjx
reme  where rx ≤≤1  
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βββ ε )()()( ___
j

avgrem
jy

unirem
jx

unirem eree ≤−  
(41) 

When 0_ ≈jy
unireme and βββ ε )()()( ___

j
avgrem

jy
unirem

jx
unirem eree ≤− then we can say 

ββ ε )()( __
j

avgrem
ji

unirem ere ≤  
 

(42) 

It is obvious that as the energy in individual neighboring nodes decreases, the average 
remaining energy also decreases. As the value of jy

unireme _  is almost zero, so the value 

of j
avgreme _  will decrease. Also if the value of ε  is very small with respect to the oth-

er parameters of equation (42) then the product of ε  and β)( _
j

avgremer  will become 

low. So, it can be said that the value of jx
reme  is small when the value of 0_ =jy

unireme . 

Therefore if the value of ε  increases then the total amount of energy conservation 
will increase but the uniform energy dissipation rule will be violated to some extent. 
Thus there should be an optimum solution for choosing ε  and also α  and β in terms 

of known parameters to get the optimum energy dissipation.  

8   Conclusion 

When an application in a Wireless Sensor Network implements Directed Diffusion 
routing algorithms after setting the gradient, many paths are established between the 
source node and the sink node. In case of the classical Directed Diffusion algorithm 
the optimum path (the path with the minimum path length) is reinforced. If the same 
set of nodes is selected repeatedly for the packet transmission then the remaining 
energy of those nodes would run out very easily leading to the partitioning of the net-
work. There is a high chance that some set of nodes would run out of energy first, 
whereas some other sets of nodes would still have enough energy. So the effective 
lifetime of the WSN would decrease. For that problem Kyu Hwang et. al [1] sug-
gested an efficient algorithm based on the Directed Diffusion so that every sensor 
node consumes energy uniformly and also tried to find out the shortest possible path. 
But Kyu Hwang et. al [1] have just suggested a method but there was no proof pro-
vided in the continuous domain(mathematical proof). They took some variables like 
α and β , but did not specify any way to find out the values of those variables. We 
prove the concept described by Kyu Hwang et. al [1] in continuous domain assuming 
any kind of network topology . Based on the proof and modeling of the AUEDDD al-
gorithm in future we will able to estimate the value ofα , β  and ε  to optimize the 

energy dissipation per node and the total energy dissipation to maximize the life time 
of a WSN.  
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Abstract. Peak to Average Power Ratio (PAPR or PAR) is major problem of 
Orthogonal Frequency Division Multiplexing. The Classical Clipping method is 
used in this paper for reduction of PAPR using 4-PAM, 4-QAM and QPSK. 
Through the Analysis, it is shown that Clipping on 4-PAM is better than QPSK 
and 4-QAM with 64 subcarriers. 

Keywords: Peak to Average Power Ratio, Classical Clipping, Orthogonal  
Frequency Division Multiplexing (OFDM), QAM, QPSK, PAM. 

1   Introduction 

Orthogonal Frequency division Multiplexing (OFDM) has been considered as one of 
the strong standard candidates for the next generation mobile radio communication 
systems. OFDM technique is spectrally efficient and very robust to wireless multipath 
fading environment. Therefore it has been adopted as many standards of DAB/DVB 
(digital audio/video broadcasting) IEEE 802.11x, 3G LTE, and WiMAX systems. 
One of the main drawbacks of OFDM is its high Peak to Average Power Ratio 
(PAPR) because it is inherently made up of so many subcarriers. The subcarriers are 
added constructively to form large peaks. High peak power requires High Power  
Amplifiers (HPA), A/D and D/A converters. Peaks are distorted nonlinearly due to 
amplifier imperfection in HPA. If HPA operates in nonlinear region, out of band and 
in-band spectrum radiations are produced which appears as the adjacent channel inter-
ference. Moreover if HPA is not operated in linear region with large power backs-
offs, it would not be possible to keep the out-of-band power below the certain limits. 
This further leads to inefficient amplification and expensive transmitters. To prevent 
all these problems, power amplifiers has to be operated in its linear region [1]. 

There are many methods on PAPR reduction such as Clipping, Coding [2], Selec-
tive Mapping (SLM), Interleaving [3,4], Nonlinear Companding Transform[5,6],  
Hadamard Transform [7], Partial Transmit Sequence(PTS) [2] etc. The simple and 
widely used method is clipping the signal to limit the PAPR below a threshold level, 
but it is the nonlinear method which further distorts the OFDM signal. Clipping at 
Nyquist sampling rate will cause all the clipping noise to fall in band and suffers  
considerable peak regrowth after digital to analog conversion (D/A) conversion. The  
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out-of-band radiation is produced by Filtering. Filtering causes peaks to regrow. Itera-
tive clipping and filtering (ICF) works in recursive way to achieve less PAPR. Its 
modified version such as Simplified Clipping and Filtering (SCF) and one Time Itera-
tion and Filtering is proposed in [5]. 

The strength of Clipping and Filtering method is based on total degradation (TD) 
and results show that it degrades the system performance instead of an improvement. 
This method is still considered as a good choice in 60 GHz CMOS radio transceivers 
because of its simple implementation and effective PAPR reduction with small degra-
dation [6]. 

2   System Description 

An OFDM System consists of N subcarriers. The OFDM symbol x(t), 0 ≤ t ≤ T, consist 
of N complex baseband data X0, X1,…,XN-1  carried on N subcarriers, chosen to be or-
thogonal with constant spacing Δf as shown in Fig (1). The OFDM symbol x(t) is 

                          
 −

=
Δ= 1

0

21
)(

N

k

ftjk
keX

N
tx π   ,  Tt ≤≤0                         (1) 

The Bandwidth of OFDM symbols is B=Δf.N and symbol time T=1/Δf.Xk  is the com-
plex baseband data modulating the k-th subcarrier for x(t). The PAPR of OFDM sym-
bol may be defined as [8] 

                                                     

,
|)(|),0[max 2

avP

txTtεξ =                                          (2) 

Where Pav is the average power of the transmitted symbol and maximum sought over 
the symbol duration defined as Pav=E{|x(t)|2}. Where E{.} is the expectation operator. 
The value of ξ can be as large as N for Quadrature Phase Shift Keying (QPSK), Qua-
drature amplitude modulation (QAM) and Pulse amplitude modulation (PAM). How-
ever large PAPR occurs very less. The PAPR can be best marked by its statistical  
parameter, Complementary Cumulative Distribution Function (CCDF). For proper 
values of PAPR oversampling is necessary. L is the oversampling factor. L=1 deter-
mines discrete-time signal sampled at Nyquist rate, whereas L=4 gives sufficient 
samples to capture continuous-domain signal peaks. The oversampled signal can be 
obtained by (L-1)N zero-padding in the middle of the original input vector and con-
verting frequency domain signal into time domain. The OFDM signal sampled at time 
instant t=nΔt is then expressed as  

                                             
1,...,0),()( −=Δ= LNntnxnx                                    (3) 

3   Clipping and Filtering Method 

The Clipping based techniques clips the time domain signal to predefined level [9]. 
The method of Clipping and Filtering can be described with three modulation  
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Fig. 1. Orthogonal subcarriers 

techniques, Quadrature Phase Shift Keying (QPSK) Quadrature Amplitude Modula-
tion (QAM) and Pulse Amplitude Modulation (PAM). The OFDM signal contains 
high peaks so it is transferred from the clipping block shown in Fig (3b).  In this when 
amplitude crosses the threshold or cut off level, the amplitude is clipped off shown in 
Fig (2), while saving the phase. The clipped sample is given by 

                              



≤
≤

=
)(|)(|

)(|)(||)(|
)(

thresholdCnxifC

thresholdCnxifnx
nx                               (4) 

 

Fig. 2. Clipping method 

The out-of-band radiations occurred without filtering due to non linearity. To re-
duce the interference to neighboring channels, out-of-band components must be re-
duced with a band limiting filter [1]. The peak growth becomes small after filtering 
the oversampled signal. The repeated clipping and filtering can reduce the peak re-
growth and increases the system cost. So there has been a tradeoff between PAPR and 
system cost. 

The Modulated data can be of any type 4-QAM, QPSK or 4-PAM. In this paper we 
are trying to show the effect of clipping and filtering between the modulated data us-
ing constellation mapping of three modulations on 64 subcarriers.  
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Fig. 3. Block Diagram of (a) Original OFDM system (b) Clipped using threshold 

4   Results and Simulations 

We use the computer simulations to evaluate the performance of the proposed PAPR 
reduction technique over different types of modulated data. As a performance meas-
ure for proposed technique, we use the CCDF of the PAPR. Performances of the  
proposed system are first compared without clipping and filtering to OFDM for a 
multicarrier system with QAM and PAM symbols modulated on N=64,128,256 sub-
carriers and then  with QAM and QPSK symbols modulated on N=64,128,256 subcar-
riers. 10000 random OFDM blocks were generated to obtain the CCDF. Fig (4) shows 
the CCDF of PAPR of QAM signals is better than PAM and is given in Table (1). Fig 
(5) shows the CCDF of QPSK signals is better than QAM without clipping and filter-
ing. The increase in the number of subcarriers results into more PAPR as given in Ta-
ble (2). Fig (6) shows the effect of clipping and filtering over the CCDF of PAPR of 
QAM, PAM and QPSK signals with N=64. The decrease in PAPR is 7.89 dB over 
QAM, 9.73 dB over PAM and 7.68 dB over QPSK due to the effect of classical clip-
ping. A comparison of QPSK, QAM and PAM with N=64 shows the difference of 
1.12 dB as given in Table (3). 

Table 1. Comparison of 4-QAM and 4-PAM using 64,128 and 256 subcarriers without clipping 

Modulations 64 subcarriers 128 subcarriers 256 subcarriers 

QAM 11.35 dB 11.97 dB 12.27 dB 

PAM 11.73 dB 13.59 dB 12.76 dB 

Table 2. Comparison of 4-QAM and QPSK using 64,128,256 subcarriers without clipping 

Modulations  64 subcarriers 128 subcarriers 256 subcarriers 

QAM 11.63 12.02 12.40 

QPSK 11.58 11.41 12.04 
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Fig. 4. PAPR of 4-QAM and 4-PAM using 64,128 and 256 subcarriers without clipping 

 

Fig. 5. PAPR of 4-QAM and QPSK using 64,128 and 256 subcarriers without clipping 

Table 3. Comparison of 4- QAM, 4-PAM and QPSK using 64 subcarriers with and without 
clipping 

Modulations  Without Clipping With Clipping 

4-QAM 11.10 3.21 

4-PAM 11.82 2.09 

QPSK 10.89 3.21 

 

Fig. 6. PAPR of 4-QAM, 4-PAM and QPSK using 64 subcarriers with and without clipping 
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5   Conclusion 

In this paper, a Classical clipping and filtering technique is introduced to reduce the 
PAPR in multicarrier system applying 4-QAM, 4-PAM and QPSK with N=64 subcar-
riers. The PAPR of three different modulation techniques is compared with each oth-
er. Results show that PAM modulated with N=64 by clipping and filtering is better 
than QAM and QPSK. 
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Abstract. Wireless sensor networks consisting of many small sensor nodes 
with limited power resources, are useful in gathering data in different environ-
ment.  Some of the algorithms focus on setting up an event path and the nodes 
get the information by sending the queries to the event path. On the other hand 
some algorithms flood the event information from source node to its neighbors 
and from neighbors to the neighbors of neighbors and so on. The first type in-
volves extra delay, and the second type consumes more power. In this paper we 
introduce a new protocol ‘MERCC’ which can handle multiple events at a sin-
gle instance with power effective methodology. MERCC tries to retain the per-
formance even in case of network congestion. 

Keywords: Event categorization, Congestion Control, Event Priority, Event 
Number, Network longevity and Flooding. 

1   Introduction 

The sensor networks of future will be collaborative, dynamic and distributed compu-
ting communicating systems and self organizing. There are wide ranges of promising 
applications for these types of networks, which can identify different adverse situa-
tions. Energy efficiency and congestion less communication is a great challenge in 
designing such networks.  

Most of the algorithms which are being presently used in the field of sensor net-
working highly concentrate on sending signals to a base station through an event path. 
Some researchers focus on event-centric approach, so as to detect the source of natu-
ral events. The major problems encountered are—depletion of energy in the chosen 
paths. This leads to unstable uniform power of the whole system leading to system 
failure. The query nodes may face longer delays in receiving the event information if 
it sends its query irregularly. Otherwise, if the query node sends the query regularly 
then the power consumption will be very high for that node. 

This paper proposes The Power balanced routing with Multiple Event Handling 
and Congestion Control (MERCC) algorithm for handling multiple events and to re-
duce the congestion of the network by balancing the power of the overall network, so 
that the longevity of the network may increase.  
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The remaining part of this paper is organized as follows: Section 2 deals with the 
review of state of the art, section 3 gives a description of the proposed methodology, 
section 4 contains the simulation reports and section 5 is the concluding part. 

2   Review 

2.1   Power Aware Routing Algorithms 

In Energy Efficient Routing for Single Destination Flow redirection algorithm (FR) 
[4], the path with largest battery capacity and less energy consumption per bit trans-
mission than all other nodes in network and the path with minimum battery capacity 
and higher energy consumption per bit transmission than all other nodes in network 
are used for communication. This algorithm chooses the two paths from source node 
to the destination which are to be involved in redirection. Maximum Residual Energy 
Path Routing (MREP) [10] is designed to augment the flow on the path whose mini-
mum residual energy after the flow augmentation will be longest. This algorithm 
works with static networks only. The algorithm used fixed information generation 
rates and required a priori knowledge of future information generation. A Novel Pow-
er-Balancing Routing Scheme for WSN [2] is designed to detect the source of event 
in the network. The source node floods the event information along an event path and 
the other nodes send the queries at a regular time interval. When the query discovers a 
node belonging to the event path, then it detects the source node along the event path. 
The algorithm guarantees that the query packet will not get into an infinite loop by 
status checking mechanism and thus increasing the longevity of the overall network. 
Intelligent Energy Efficient Routing for Ad-Hoc Sensor Network by Designing QCS 
Protocol [3] uses signals of three different types for regular information, irregular In-
formation, and devastating information. Load-Balanced Minimum Energy Routing 
(LBMER) [5] algorithm proposes to maximize the network lifetime. The algorithm 
uses a mixture of energy balance and traffic balance to solve the problem of conges-
tion of WSNs.  

2.2   Cluster Based Routing Algorithm 

In clustered network, nodes are clustered in the form of hierarchical structure. The 
advantage of cluster based method is improving routing efficiency, scalability, sup-
porting QOS and saving power consumption in the nodes. Generally clustering trans-
forms a physical network into a virtual network which has interconnected clusters. 

Low Energy Adaptive Clustering Hierarchy (LEACH) [11] is also cluster-based 
protocol, which includes distributed cluster formation. LEACH randomly selects a 
few sensor nodes as cluster heads (CHs) and rotates this role to evenly distribute the 
energy load among the sensors in the network. In LEACH, the cluster head (CH) 
nodes compress data arriving from nodes that belong to the respective cluster, and 
send an aggregated packet to the base station in order to reduce the amount of infor-
mation that must be transmitted to the base station. LEACH uses a TDMA/CDMA 
MAC to reduce inter-cluster and intra-cluster collisions. However, data collection is 
centralized and is performed periodically. Therefore, this protocol is most appropriate 
when there is a need for constant monitoring by the sensor network. A user may not 
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need all the data immediately. Hence, periodic data transmissions are unnecessary 
which may drain the limited energy of the sensor nodes. After a given interval of 
time, a randomized rotation of the role of the CH is conducted so that uniform energy 
dissipation in the sensor network is obtained. The authors showed that only 5% of the 
nodes need to act as cluster heads. 

Hybrid Energy-Efficient Distributed (HEED) routing [13] is also a clustering ap-
proach, which is one of the most recognized energy-efficient clustering protocols. It 
extends the basic scheme of LEACH by using residual energy and node degree or 
density. In HEED, the initial probability for each node to become a tentative cluster 
head depends on its residual energy, and final heads are selected according to the in-
tra-cluster communication cost. The clustering process is divided into a number of ite-
rations, and terminates with in a constant number of iterations. HEED achieves fairly 
uniform distribution of cluster heads across the network. 

2.3    Query Driven Routing 

In Information-Driven Sensor Querying (IDSQ) [16], the querying node is capable of 
determining which node can provide the useful information with the advantage of ba-
lancing the energy cost. However, IDSQ does not specifically define how the query 
and the information are routed between sensors and the base station. Therefore, IDSQ 
can be seen as a complementary optimization procedure. Simulation shows that these 
approaches are more energy-efficient than directed diffusion where queries are dif-
fused in an isotropic fashion and reaching nearest neighbors first. 

2.4   Zone Based Routing 

The zone-based routing algorithm [1] generally follows a method in which max-min 
coordinate system is used. It is used for large scale networks and is fairly good to op-
timize the lifetime of the network. Zone-base routing is a hierarchical method where 
the area covered by the sensor network is divided into a small number of zones. Each 
zone has many nodes and thus a lot of redundancy occurs in routing a message 
through it. To send a message across the entire area it finds a global path from zone to 
zone and gives each zone control over how to route the message within itself. A local 
path for the message is computes within each zone so as to not decrease the power 
level of the zone too much. 

3   Proposed Work 

3.1   Basic Concept 

In WSN, the main issue of concern is to optimize the power consumption of the entire 
network, so as to guarantee the delivery of urgent information to the base station with 
minimum power consumption. Congestion in WSNs also add up to the delay in pack-
et delivery. Keeping in mind these factors, the proposed MERCC Algorithm introduc-
es three new features— Event Categorization, Multiple Event Handling and Conges-
tion Control. The Event Categorization is done to set priority to events that has 
occurred in the vicinity of the nodes. For example, if an earthquake occurs and its  



694 A.K. Das and R. Chaki 

intensity is computed by the node in the range of 7 and above on the Richter scale 
then treats that as a higher priority event. When the intensity is below 7 in Richter 
scale, then the event is treated as a lower priority event. The data packets with higher 
priority event will be sent through the shortest path from source node to base station 
so that it can take very less time and we are not concerning about the power at that 
time. The lower priority events are sent through the neighbor nodes having maximum 
available power. When multiple events occur simultaneously, then the network has 
multiple source nodes. Every source node will start sending data packets of different 
priorities. This may cause some nodes to get overloaded, damaging the overall per-
formance of the network. To control the congestion of the network an event queue is 
maintained. It is assumed that the event queue can receive 2 high priority packets and 
4 low priority packets, and it can transmit only one packet at a time interval of every 
2ms. The queue will transmit the high priority packet first, when the packets of same 
priority will be sent on first come first serve basis. 

3.2   Data Dictionary 

Ep : Event priority value. 
arr[]:An array consists of the connections between the nodes. 
s_path[ ]:List of all the nodes for shortest path from a source node. 
power[node_id][energy]:An array consists of initial power of each node. 
status[node_id]:Visited nodes are stored in this array. 
Pi[ node_id, status]: Neighbors of node i are stored in this array along with their 

status. 
D :The distance between the last and penultimate visited nodes. 
Total :Total distance traveled during one simulation. 
node_max_pow[ ]:The neighboring nodes with the maximum power are stored in 

this array. 

3.3   Description 

3.3.1    MERCC ( ) 
Step 1: Read n, p (total number of nodes, initial power for all the nodes) 
Step 2: Create the network with n nodes and set the initial value p for every node.  
Step 3: The source node m sense the event and set the priority value according to 
event intensity as ep : 2/1  
Step 4: If ep=2 then do— 

a) Find the shortest path from source node m to base station and store all 
the nodes of this path in the array s_path[ ]. 

b) Call Reduce_Power ( )  
Else  
a) Find the neighboring nodes of source node (m) and store them in the  

array ‘p’. 
b) Repeat following steps for n times  
                 If status i = visited then delete ith node from Visit[node_id] 
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c) If all the neighboring nodes are already visited, then choose any one 
randomly. 

                  Else  
                        Find the node among (not visited) nodes with the maximum power    
                      and store in the array ‘node_max_power’. 

d) If more than one node exists with maximum power content, then select 
any of them randomly as the next hop and store it as ‘next_node’. 

e) If the chosen next hop node falls on the base station then— 
                   Call function Reduce_Power ( ) 

        Else 
                       Make the next hop node as the source node(m) and continue the      
                    process from step 6(a). 

3.3.2   Reduce_Power ( ) 
Step 1: For i=1 to s_node (which is total number of nodes in s_path[ ])  

For j=1 to n repeat     
     If s_path[i] = power[1][j], then power[2][j]=power[2][j]-trans_power 

Step 5: For i=1 to n set total = total + power[2][i] 
Step 6: Set avg_power=total/n 

3.4   Case Study 

Consider the following sensor network of nine nodes. The values along with nodes 
are representing their powers and that of edges are representing the distance between 
the nodes. 

 

Fig. 1. Routing for multiple event 

In the above figure the nodes which are circled are the source nodes. The first one that 
is node 1 is of the higher priority when the second one that is node 3 is of the lower 
priority. Thus the information of devastating event from source node 1 will reach at 
base station (node 9) via the shortest path node 1, node 4, node 7, node 8 and node 9, 
when the information of non devastating event from source node 3 will search for the 
neighbor node consisting of maximum power instead of shortest path. Thus this time 
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node 2 will be selected. Now among the neighbor of node 2, node 1 has the maximum 
power, but is a source node, so node 5 is selected. After that the neighbors of node 5 
are node 4, node 6 and node 8. As node 5 already has a message from node 4, it will 
be rejected. Node 8 will be selected as it has more power than node 6. At last the data 
packet will be sent to the base station (node 9) from node 8.    

4   Simulation Result 

To analyze the performance of the algorithm a network with nine sensor nodes has 
created. The initial power for every node is considered to 50 units. To simulate the al-
gorithm two high priority and eight low priority messages have been sent from two 
different source nodes to one base station. The simulation parameters are given in the 
following table. 

Table 2. Parameter list 

Parameters Description 

Network size 9 nodes 

Initial energy 50J per node 

MAC Protocol IEEE 802.15.4 

Power consumption Equivalent to packet size and distance 

Number of high priority message At least 10 

     
After sending each message the average power of the network has measured and a 

graph of average power of the network vs. number of messages sent has drawn. It is 
also compared with the concept of sending packets only through the nodes consisting 
of maximum power.  

 

Fig. 2. Average power v/s. Number of messages graph 
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In the above figure message 4 and message 8 are of high priority and thus propa-
gating in shortest path, while the other messages are of low priority and is propagating 
considering maximum power. It is clear from the above figure that if the messages are 
sent only considering the maximum power of the neighbor nodes as stated in the algo-
rithm [2], after passing 10 messages the average power of the network will go down 
to 40.2 units from 50 units. Where as if we sent packets according to MERCC algo-
rithm then after passing 10 messages the average power of the network is 43.6 units. 
Therefore the power dissipation of the network according to MERCC is 34% less than 
other existing algorithm. Thus this algorithm is optimizing the power consumption of 
the entire network and also guarantying the delivery of the urgent message in mini-
mum time by controlling the congestion.   

5   Conclusion 

The main objective of any wireless sensor network is to transmit important informa-
tion to the destination within a very short span of time. The delivery time has to be 
minimized and the power consumption also should be optimized to serve the basic 
goal of the WSN. The current state of the art study shows that most of the power sav-
ing algorithms fails to take care of timeliness of delivery and the probability of  
multiple event occurrences at the same instance. This paper proposes MERCC, an 
event-driven routing methodology to handle multiple events at a single instance with 
minimum energy drainage. MERCC also takes care of the congestion within the net-
work. The simulation result shows the proposed algorithm increases the lifetime of 
the network by 34%, as compared with our earlier algorithm [2]. 

References 

[1] Karim, L., Nasser, N., El Salti, T.: Efficient Zone-based Routing Protocol of Sensor Net-
work in agriculture monitoring systems. Communications and Information Technology, 
ICCIT (2011) ISBN: 978-1-4577-0401-7, Issue Date: March 29-31 

[2] Das, A.K., Chaki, R.: A Novel Power-Balanced Routing Scheme for WSN. In: Özcan, A., 
Zizka, J., Nagamalai, D. (eds.) WiMo 2011 and CoNeCo 2011. CCIS, vol. 162, pp. 24–34. 
Springer, Heidelberg (2011) 

[3] Das, A.K., Ghosh, D., Majumder, P.: Intelligent Energy Efficient Routing For Ad Hoc 
Sensor Network by Designing QCS Protocol. In: Proceedings of The Second Internation-
al Workshop on Adhoc, Sensor and Ubiquitous Computing (ASUC 2011). LNCS(CCIS). 
Springer (June 2011) 

[4] Jain, S., Kaushik, P., Singhai, J.: Greedy Heuristic Based Energy Efficient Routing in 
Wireless Sensor Network. In: Nagamalai, D. (ed.) PDCTA 2011. Part 1, CCIS, vol. 203, 
pp. 282–292. Springer, Heidelberg (2011), doi:10.1007/978-3-642-24037-9_27 

[5] Gong, B.-C., Li, L.-Y., Jiang, T.-Y., Xu, S.-Z.: Distributed Spanning Tree-Based Routing 
Protocol for Wireless Sensor Networks. Microelectronics & Computer 25(11) (2008) 

[6] Siva Kumar, D., Bhuvaneswaran, R.S.: Proposal on Multi agent Ants based Routing Al-
gorithm for Mobile Adhoc Networks. IJCSNS International Journal of Computer Science 
and Network Security 7(6) (June 2007) 



698 A.K. Das and R. Chaki 

[7] Camilo, T., Carreto, C., Silva, J.S., Boavida, F.: An Energy-Efficient Ant-Based Routing 
Algorithm for Wireless Sensor Networks. In: Dorigo, M., Gambardella, L.M., Birattari, 
M., Martinoli, A., Poli, R., Stützle, T. (eds.) ANTS 2006. LNCS, vol. 4150, pp. 49–59. 
Springer, Heidelberg (2006) 

[8] Laxmi, V., Jain, L., Gaur, M.S.: Ant Colony Optimization based Routing on NS-2. In: 
The Proceedings of International Conference on Wireless Communication and Sensor 
Networks, WCSN 2006 (2006) 

[9] Huang, S.-C., Jan, R.-H.: Energy-aware, load balanced routing schemes for sensor net-
works. Dept. of Comput. & Inf. Sci., Nat. Chiao Tung Univ., Hsinchu, Taiwan(2004), 
ISSN: 1521-9097, Issue Date: July 7-9 

[10] Qiang Feng, J., Manivannan, D.: Routing protocols for sensor networks. In: First IEEE of 
Consumer Communications and Networking Conference, CCNC 2004 (2004) 

[11] Heinzelman, W.R., Chandrakasan, A., Balakrishnan, H.: Energy Efficient Communica-
tion Protocol for Wireless Microsensor Networks. In: Proceedings of the 33rd Hawaii In-
ternational Conference on System Sciences (2000) 

[12] Godfrey, P., Naps, R.D.: Scalable, Robust topology management in wireless ad hoc net-
works. In: Proceedings of the Third International Symposium on Information Processing 
in Sensor Networks (2004) 

[13] Younis, O., Fahmy, S.: Dept. of Comput. Sci., Purdue Univ., West Lafayette, IN, USA, 
HEED: a hybrid, energy-efficient, distributed clustering approach for ad hoc sensor net-
works. Appears in IEEE Transactions on Mobile Computing 3(4) (2004) ISSN: 1536-
1233 Issue Date: October-December 

[14] Gunes, M., Sorges, U., Bouazizi, I.: ARA- the ant colony based routing algorithm for 
MANET. In: Proc. of the ICPP 2002 (2002) 

[15] Handy, M., Haase, M., Timmermann, D.: Low Energy Adaptive Clustering Hierarchy 
with Deterministic Cluster Head Selection. In: 4th IEEE International Conference on 
Mobile and Wireless Communication Networks, Stockholm (2002) 

[16] Slijepcevic, S., Potkonjak, M.: Power efficient organization of wireless sensor networks. 
In: IEEE International Conference on Communications, Helsinki, Finland (June 2001) 

[17] Heinzelman, W.R., Chandrakasan, A., Balakrishnan, H.: Energy Efficient Communica-
tion Protocol for Wireless Microsensor Networks. In: Proceedings of the 33rd Hawaii In-
ternational Conference on System Sciences (2000) 

[18] Intanagonwiwat, C., Govindan, R., Estrin, D.: Directed Diffusion: A Scalable and Robust 
Communication Paradigm for Sensor Networks. In: Proceedings of the Sixth Annual In-
ternational Conference on Mobile Computing and Networks, MobiCOM 2000 (2000) 

 
 



 

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 176, pp. 699–708. 
springerlink.com                                                                      © Springer-Verlag Berlin Heidelberg 2012 

Awareness Based Approach against E-Mail Attacks 

Gaurav Kumar Tak1 and Gaurav Ojha2 

1 School of Computer Science & Information Technology, Lovely Professional University, 
Phagwara, Punjab - 144402, India 

2 Department of Information Technology, Indian Institute of Information Technology and 
Management, Gwalior - 474010, India 

Abstract. E-mail plays a very important role in modern day communication. It 
is helpful for personal as well as business correspondences between people, or 
organizations. The major features of E-mail, which make it a convenient mode 
of communication, are its speed, efficiency, storage options and search 
facilities. Due to the high popularity of E-mails, it forms the preferred medium 
for a large number of web attacks. Spammers usually send spams and phishers 
send phishing URLs via E-mail. Of the large number of techniques that have 
already been proposed for the detection of several types of such attacks, quite a 
few of them provide good results but with higher false positives. In this paper, 
we are proposing a novel technique, which not only identifies spam but also 
scam mails, phishing, advertisements, etc. This technique utilizes some 
intelligence on the part of users, apart from keywords parsing, knowledge base, 
and token separation methods to detect various E-mail attacks. Implementation 
of the proposed methodology can help protect E-mail users from a wide range 
of unwanted E-mails, with increased efficiency and highly reduced number of 
false positives. 

Keywords: Phishing, Scam, Spams, Social networking, Subscription. 

1   Introduction 

E-mail is considered as the most convenient mode for transferring messages 
electronically from one person to another, or among a group of people. It can be said 
that E-mail has become the de-facto standard medium of communication in almost all 
spheres of human life. Features such as quick, easy, and free access, Instant 
messaging service, and global acceptance only add to its popularity [1]. 

People from different age groups utilize E-mail for different purposes, some of 
which are as follows: 

1. Official purpose: E-mail is often considered as the official medium of 
communication in the corporate sector. Notices, announcements, contract 
papers, and other documents of legal importance are communicated in a 
group using E-mail. 

2. Entertainment: College-mates usually share a variety of entertainment 
material such as jokes, chats, photographs, files, links to videos online, 
stories, etc. through the medium of E-mail. 
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3. Creating other accounts: Various websites use E-mail as a token for their 
primary login mechanism. This includes websites such as Facebook, 
Blogger, bharatmatrimony.com, Knowafest.com, among many others. Even 
with the advent of ‘Open Authorization’ wherein it is possible to login 
through one’s social networking accounts such as Facebook or Twitter, the 
primary requirement is an E-mail ID. 

4. Participation in events: For a variety of online competitions, university 
fests, and other events, E-mail is the primary medium for submission of 
one’s B-plans, project abstracts, scripts, etc. Research related articles, book 
chapters, and research papers are often sent in various conferences or 
journals via E-mail. 

Apart from these, banks or organizations for sending notifications, advertisements, 
and promotional messages also use E-mail. 

E-mail is also being used for a large number of negative purposes due to its 
enormous outreach, such as spamming, spreading virus/worms/malware, and other 
attacks, which waste a user’s time and essential network resources such as memory, 
bandwidth, etc. Following are some the negative uses of E-mails: 

1. Spread of viruses/worms: Summarily, it can be said that virus/worm attacks 
over mailboxes are in the form of attachments bearing attractive file names, 
which may distract a user and force him to open it, causing the virus to 
spread and attack a multitude of other machines. 

2. Spam: Usually, the amount of spam received is directly proportional to the 
age of an E-mail ID, the older an E-mail ID gets, the more spam it is destined 
to receive, under ordinary usage conditions. Spam refers to any undesired 
mail, which is useless for the recipient. Spam is usually sent using a script, to 
a large number of people whose E-mail addresses have been harvested from 
the World Wide Web. Sometimes, a spam might include just hyper-links, 
while at times, it may include some text, and senders’ address trying to assert 
that it is not spam. Links, which have been shortened twice or more, often 
make it difficult to find the final website that they are pointing to, thus 
serving the purpose of an unidentifiable website. 

3. Scam: Scam E-mails are meant to lure an unsuspecting user into transactions 
that are completely bogus. Such scams are believed to have originated from 
Nigeria in the form of fake banking transactions, lottery, prizes, etc. The 
name Nigerian Scam was coined for such transactions. Sometimes, they are 
combined with phishing. The attacker announces a lottery or any such prize 
of large monetary value, in return of users’ personal information. Unaware 
users gladly provide such information only to be fooled into the trap. The 
attacker may then ask for some amount as transaction or processing charges 
for the prize amount, upon receiving which his purpose is served. Any 
person falling prey to such fake transactions is sure to incur large financial 
losses, and nobody can be directly blamed for it. 

4. Spreading URLs of phishing sites: Phishing websites are fake websites, 
which are almost identical to some popular website such as social 
networking websites, E-mail websites, Online Banking websites, etc., which 
require a user to login. Phishing websites then capture the confidential login 
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credentials of unsuspecting users, which may then be used to perform 
fraudulent transactions on their behalf. 

5. E-mail Spoofing: In E-mail spoofing, some important parts of an E-mail 
message, such as headers including sender’s address and other tokens, are 
morphed in such a way as to imply that the mail was sent by someone else. 
This is possible because there is very little or no authentication on SMTP. 
Misusing an E-mail address is like a cakewalk with spoofing, as any kind of 
mail can be sent bearing an E-mail ID without the knowledge of the person 
who owns that E-mail ID. 

Figure 1 shows a simple script that can be used for E-mail spoofing [5] [6]. There are 
many other methods using which E-mail spoofing can be performed. 

 

Fig. 1. E-mail spoofing of admin account at E-bay 

There are many spam detection techniques, which are designed to protect the 
recipients from spammers and scammers. Most of the techniques detect either spams 
or scams or other categories of E-mails, but they are not supposed to cover all the 
attacks. These techniques require a lot of filtering functions, which rely on 
mathematical operations to differentiate between a spam mail and an ordinary mail. 
This requires memory, space, and time complexity. Even after such resource-intensive 
operations, some false positives show up. In this paper, we have discussed novel user 
awareness based techniques to protect users from E-mail attacks. In the first section, 
we introduce about the concept of E-mails. Then we go about techniques to detect E-
mail attacks in the second section. In the third section, some techniques, which the 
user can practice to protect him from E-mail attacks, have been described. 

2   Related Work 

In literature, many discussions have described the techniques of detection of several 
types of spam or scams. Some techniques are useful, but most of them are 
implemented on the server side. We list below some of the important works towards 
detection of E-mail attacks over the web. 

In [12], a rule-based approach has been implemented for the detection of spam mails, 
which is based on some learning process and intelligence. The discussed approach uses 
the training and testing phases of data for learning as well as for churning out better 
results. However, the time as well as memory complexity is higher due to the generation 
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of rules, managing data sets and a number of execution operations. E. Damiani et al. 
have described some basic properties and behavior of spam mails. The use of digests in 
the proposed approach to identify spam mails in a privacy-preserving way is a 
fundamental technique for collaborative learning [13]. A social network is designed 
based on the fact that they are used to exchange a lot of information as well as email 
address of registered users [14][15]. Spammers are identified by observing misbehavior 
or abnormalities in the structural properties of the network. Most of the times, email 
attackers use public social sites to harvest email addresses, (sometimes this task may 
even be performed by bots) to their mail list database. However, it is a reactive 
mechanism, which is used to identify spam mails and their behavior since spammers are 
identified; in this approach, the spam filter uses previous history of spam mails. In [16], 
a novel and better approach has been described, which creates a Bayesian network out 
of email exchanges to detect spam [4]. 

Nitin Jindal et al. discussed an approach of review on content-based spam mails. 
Review spam is quite different from Web page spam and E-mail spam, and thus 
requires different detection techniques [17]. Shashikant et al. also proposed separation 
techniques based on token separation of E-mail contents and some probabilistic 
approach. Firstly, the email server receives the E-mail content, and then it separates 
the tokens of E-mail content using some proper operations and analyzes the content 
based on the requirement or need of users [11]. In [7] [8] [9] [10], some of these 
filters have been discussed to improve the spam detection and to protect the E-mail 
users against email attacks. Examples of filtering processes are Checksum based 
filtering, Bayesian spam filtering, Machine learning based classification, and Memory 
based filtering. In [1] [2], some techniques have been discussed, which focus on the 
partial match of attack keywords or spam keywords or spam content. In [1], the 
proposed approach uses some learning processes to identify E-mail attacks. One 
effective technique has already been proposed to identify the spam mail viz. ‘Fast 
Effective Botnet Spam Detection’. It uses the header information of mails to detect 
the spam mails or other email attacks. It effectively works for both types of spam 
mails namely, ‘Text based spam’ as well as ‘Image based spam’. It locates the 
sender’s IP address, sender’s email address; MX records and MX hosts, and analyzes 
all the recorded information to provide effective results [3]. 

We are proposing some new techniques to identify such email attacks, which 
provides efficient results with significantly small number of false positives. 

3   Proposed Methodology 

Various studies have found that most of the E-mail attacks are carried out due to 
social networking websites and subscription to various websites. On a stronger note, 
they are a result of giving out E-mail IDs at the time of registration for various 
subscriptions and accounts. Having identified the main reason behind the issue, we 
suggest the following methodology, which can protect E-mail users from a variety of 
E-mail related attacks. 
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3.1   Avoid Sharing E-mail ID with Untrustworthy People 

E-mail users generally distribute their E-mail address among friends, relatives, and 
other people concerned. But some of these, especially friends, may try to hack their E-
mail to steal personal or official information. This may result in various spam or 
pornographic advertisements arriving at one’s mailbox. Some people sell contact lists 
to various advertisement companies. 

We all know that whenever one joins a social networking site, the site provides a 
feature to invite one’s friends by using contacts in one’s E-mail account. 

 

Fig. 2. Functionality to invite friends on a social networking site (LinkedIn) 

In Figure 2 above, the social networking invitation feature is shown. It is used to 
add or invite friends with an E-mail contact list. 

In Figure 3, the invitation mails are shown on an official E-mail ID 
sors@iiitm.ac.in, which is the E-mail address of the administrator of the Students’ 
Online Record System (SORS), an online portal at Indian Institute of Information 
Technology and Management, Gwalior (IIITM), which manages information related 
to registered students. It has been observed that SORS also receives many such 
invitation mails, advertisements, promotional mails and other spam. 

As per this step in the proposed methodology, E-mail users are suggested not to 
give their official E-mail address to untrusted people or on advertisement groups, etc. 
If E-mail users follow this simple step, they can protect themselves from E-mail 
attacks especially spam, very easily. 

3.2   Avoid Clicking on Random/New URLs 

According to the proposed techniques, E-mail users are suggested not to click on any 
random or new URLs, as it may not be a trusted URL. Such URLs can be direct 
download links for viruses, or some phishing URLs, or URLs to pornographic 
websites. 

As per the discussion, most of the malicious URLs are circulated using social 
networking sites, instant messaging, E-mails, etc. 
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Fig. 3. Invitation mails on the official E-mail ID sors@iiitm.ac.in 

 

Fig. 4. A malicious link that arrives as an E-mail notification from Facebook 

In Figure 4, a malicious URL is shown which has circulated through Facebook, and 
an E-mail notification has arrived at the mailbox. When an E-mail user clicks on this 
URL viz. http://www.facebook.com/l/5cf9c;fbimage.blogspot.com/ to know about the 
new activity, then "Hi Friend Check Who Visited Your Profile Here...Amazing app 
By Fb >> ", a porn link is spread out to all friends in the friend list without requesting 
any permission from the email user. There are many such attacks, which can be 
spread out with URLs by appending/including them in E-mails. In Figure 5, phishing 
E-mail of PayPal is shown. As per this step of the proposed methodology, E-mail 
users must avoid clicking on non-trusted URLs, as they may be phishing URLs. 

3.3   Do Not Respond to Mails from Untrustworthy People 

Many times, E-mail users receive E-mails related to winning of cash prizes, lottery, 
gifts, or other scams. Sometimes, users gets a mail informing that some changes need 
to be performed in their online banking accounts, E-bay accounts, etc. for which they 
need to login using the provided link. Generally, these mails are related to unknown 
senders who just want to receive users’ personal information, account information, or 
financial details for various fraudulent purposes. 
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Fig. 5. A phishing E-mail for Paypal 

As per this step in the proposed methodology, users are suggested not to respond to 
E-mails from unknown senders. Gmail tries to fetch user information for every user 
on the network, so if user information is unavailable for an E-mail ID, it may be 
assumed that it is an unknown ID. Users are also suggested not to open any 
attachments from such mails, as they may be virus or malicious files, which may 
infect their computers’ data or privacy. 

 

Fig. 6. An E-mail from unknown person 

3.4   Do Not Register or Subscribe to Mailing List Using an Official E-mail ID 

At present, if users register on a social networking website using an E-mail ID, they 
get many notifications about their activity on such websites. This can be in the form 
of account activity, notifications, messages, or invitations. Due to the large proportion 
of such mails, users may miss their important or official E-mails. Sometimes, users 
receive excessive mails from subscriptions that have been willingly accepted. 
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Fig. 7. An E-mail from an untrustworthy person 

Many social networking sites are known to sell their users’ personal information 
such as contact details, social preferences and other information to advertisement 
agencies which eventually fall in the list of spammers. Some sites require premium 
membership to provide enhanced user experience, which requires the user to pay 
money. In this way, websites also acquire the financial details of their users. How 
they will use such details is outlined in the ‘Trust and Privacy Policy’ and ‘Terms and 
conditions’ which the users generally neglect. [link: 
http://www.buzzom.com/2011/11/facebook-selling-personal-info-of-users-to-advertisers/]. 

 

Fig. 8. An article showing news that Facebook sells personal information to advertisers 

Using this step in the proposed methodology, E-mail users are suggested not to 
register on social networking sites with their official E-mail IDs, so that they can 
reduce the rate of E-mails (E-mails per day), thus managing their official mailboxes 
efficiently. 
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Fig. 9. Notifications from social networking site (Facebook) 

4   Analysis and Evaluation 

Using the steps in the proposed methodology, users can avoid several types of E-mail 
attacks as well as other attacks. These steps are helpful for identifying all types of 
spams, scams and phishing E-mails with very low false positives. Not surprisingly, a 
famous proverb puts that ‘Prevention is better than cure’. 

We have analyzed 10 people’s mailboxes for a period of three months (September 
2011 to November 2011). Our proposed steps are able to identify all types of attacks 
over different mailbox. People have also used spam keywords approach or report 
spam facility to detect all type of spam or scam attacks over their mailboxes. The 
result is shown is the Table 1, which is given below. 

Table 1. Table showing analysis of ten different mailboxes over three months 

 Received mails Identified mails Efficiency (%) 
Total mails 16784 16273 96.95 

Social networking sites notifications 3490 3478 99.65 

Spam mails or scam mails 4693 4637 98.80 

Phishing mails 1034 987 95.45 

Official mails 3046 3042 99.86 

Advertisements or other mails 4521 4129 91.33 

5   Results and Conclusions 

We have achieved 96.95% efficiency using all steps. Table 1 categorizes all E-mails 
accordingly. We have achieved low efficiency in advertisement category of mails, 
because in the advertisements, email users have to update their own knowledge or 
managing criteria to find out all the advertisement mails and other attacks. 

In future, we are planning to integrate all these steps at mail server with machine 
learning or artificial intelligence. For the locations of different category mails, we will 
use proper classifiers for each category and clustering techniques to achieve higher 
efficiencies. 
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Abstract. Resource replication in distributed environment produces issues of 
secondary storage. Dereplication of resources is required when replication 
mechanism is hindered due to lack of secondary storage. This paper introduces 
dereplication approaches that depend upon last modification time, number of 
replica available and resource size. Comparative study shows that dereplication 
can be used to overcome the space overhead issue and reduces the dereplication 
time. Result shows that in case the space required is same but number of files to 
be dereplicated varies, dereplication time also varies depending on number of 
files to be dereplicated. Dereplication time will be more for case having large 
number of files. Also if file size is increasing by 7 times, increase in 
dereplication time is by 1.5 times. This shows that dereplication time is 
decoupled from size of files that are dereplicated on the fly dynamically and 
does not increase proportionally with respect to file size. 

Keywords: Dereplication, Distributed Systems, Replication. 

1   Introduction 

As the use of computer systems and internet is now becoming the part of our day to 
day life, requirement for services provided by them increases. To fulfill the 
requirement of services requested by an individual, service availability is an important 
issue. Distributed systems will take as the solution by various experts as compare to 
the centralized systems where services, resources, information are distributed over an 
environment and can be accessed by the members part of that environment. 

A basic definition of distributed system in [1] is that a distributed system is a 
collection of independent entities that cooperate to solve a problem that cannot be 
individually solved. A term that describes a wide range of computers, from weakly 
coupled systems such as wide-area networks, to strongly coupled systems such as local 
area networks, to very strongly coupled systems such as multiprocessor systems [2]. 

Replication is a mechanism of service or resource placement to provide their 
availability in case of unavailability of resources and services. Replication is how to 
replicate data and request actors using adaptive and predictive techniques for selecting 
where, when and how fast replication should proceed [3]. 
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Dereplication is a mechanism to dereplicate / garbage-collect data or request actors 
and optimize utilization of distributed storagebased on current system load and 
expected future demands for the object [3]. 

Dereplication will be done to optimize the utilization of storage space when a 
demand for a resource will made. The file to be dereplicated must be carefully taken 
into consideration of the future demands of a file. File currently being serviced cannot 
be dereplicated. The number of previously replicated files selected for dereplication 
can fulfill the requirement for storage space need of the upcoming file to be 
replicated. Dereplication is considered as a part of resource management process 
where as replication is considered as a part of resource placement process. 

2   Related Work 

Globally available various resource management policies and mechanisms represent a 
step towards efficient and adaptive resource management improving utilization of 
resources which results in improving the performance of system by reducing several 
overheads. Venkatasubramanian in [3] discuss about the security and timeliness 
application requirements using a using a customizable and safe middle ware 
framework called as CompOSE|Q. N. Venkatasubramanian describes the design and 
implementation of CompOSE|Q which is a QoS-enabled reflective middle ware 
framework. Also, to improve the performance of the system in the field of continuous 
media application, resource management technique is helpful in improving the 
utilization of resources. In [4], Chou Cheng-Fu et. al. describes various resource 
management policies on threshold basis in context of continuous media (CM) servers 
in the area of multimedia application. Venkatasubramanianet. al. in [5] discusses the 
two replication policies, these are static and dynamic. The division is based upon the 
number of copies of a file which is termed as degree of replication. In static 
replication policies, the degree of replication is constant while dynamic replication 
policies allow it to vary with time. 

Santryet. al. in [6] identified four file retention policies for Elephant and have 
implemented these policies in their prototype. The policies are viz., Keep One, Keep 
All, Keep Safe and Keep Landmarks. Keep One provides the non-versioned semantics 
of a standard file system. Keep All retains every version of the file. Keep Safe provides 
versioning for undo but does not retain any long-term history. Keep Landmarks 
enhances Keep Safe to also retain a long-term history of landmark versions.  

Hurley and Yeap[7]propose a file dereplication method based on β time interval that 
decides the frequency of invoking the dereplication operation. Over time, all files will 
eventually be candidates for migration/replication. Although many exist, the one we 
choose is as follows: every β time units (where β is a uniform time interval which 
defines the time between dereplication events), storage sites will decide which file 
qualifies for dereplication. The dereplication policy chosen applies the least recently 
used concept (i.e., the file selected for dereplication is the file which was not requested 
for the longest period of time at the storage site). Once the file has been selected, it will 
be removed from this storage site. Using β, it is possible to create a variety of 
dereplication policies: the smaller the value of β, the greater the frequency of 
dereplication, and the larger the value of β, the longer a file copy remains in the system. 
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3   Problem Definition 

During replication when a File Replicating Server (FRS) creates a replica of file on 
the peer nodes, space management issue arises i.e. whether space is available or not in 
the secondary storage of the peer nodes on which the file needs to be replicated. If 
space is available, the file will get copied, but if space is not available dereplication of 
previously replicated files needs to be done in the secondary storage of that peer node.  

Dereplication of files will take place in a manner such that it will fulfill the size 
requirement of upcoming files. While maintaining the space management overhead, 
deletion of file should depend on the three criteria which will be discussed in section 3.1.  

3.1   Parameters to Be Used 

Solution to this problem will be represented on the basis of three parameters of a file 
which are last modification time of the file, number of replica available of a file and 
file size. 

− Last Modification Time of a File:Last modification time is the time at which the 
file was last modified or last used.  

− Number of Replicas Available of a File:Number of replicas available of a file is a 
count on number of copies available for a particular file. Whenever a copy of file is 
created, it will increase the number of replicas available of a file.  

− Size of a File:File size is the size of a file required on a disk. 

4   Proposed Solution 

With everything being lodged on internet, computing paradigm is changing fast to 
harness this capability. Many information servers and files are resident on various 
machines and this can be effectively utilized by the users. We present a scenario 
discussed in section 4.1, although on a smaller scale where geographically disparate 
clusters interact with each other for information sharing through replication. Each of 
these cluster are owned by respective Institutes.  

In proposed model, we talk about space overhead in replicating file on the storage 
site. If space is available, the file will get replicated, otherwise dereplication of 
previously replicated files needs to be done in that directory. 

4.1   Architecture Used 

One node in each cluster is designated as FRS. FRS can also be replicated on some 
other node in the cluster for backup and recovery. The scenario presented in the paper 
is illustrated in figure 1 and is elaborated subsequently. 

The proposed architecture consists of loosely coupled systems, capable of 
providing various kinds of services like replication, storage, I/O specific, computation 
specific and discovery of resources. Based on the application requirement, the 
resources are made available to other nodes. 
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Fig. 1. Architecture 

Figure 1 shows a network of three clusters that are connected to each other via 
intercommunication network. Each cluster consists of a group of trusted nodes and a 
File Replicating Server (FRS) assigned to these nodes. A FRS can be ‘local’ or 
‘remote’. A FRS is assigned to a subset of nodes known as local FRS and FRS 
positioned outside that cluster, will be called as remote FRS. Each subset of nodes 
(denoted as requesting nodes) receives the list having IP-address of remote FRS, to 
increase fault tolerance capability. But the nodes of a cluster will send the file request 
only to the local FRS. In case of the failure of the local FRS, a node can automatically 
select a remote FRS from the list and file request will be routed to the selected remote 
FRS. This makes the model robust and capable of handling crashes in case of local or 
even remote FRS fails. The system will keep functioning under all circumstances and 
will never come to halt. Each FRS maintains two tables:  

 

1. File request count table with the following attributes: <file_id, file_name, 
request_count, meta data>. 

2. Peer FRS table with the following attributes: <FRS_IP, FRS_PORT>.  
 

Each FRS is informed whenever a new FRS is added to the network, to updates its 
peer FRS table. FRS does not monitor and maintains the status of remote FRS, instead 
FRS request for the current status of remote FRS on-demand. FRS status can either be 
‘busy’ or ‘ready’.  

Threshold based file replication works as follows:  
Each local FRS is responsible for accepting the file request and based on its current 

status (checks if the number of requests currently serving for a particular file is below 
the threshold or not), in the following manner: 

 

1. If the status of local FRS is ‘ready’, the local FRS will fulfill the request. 
2. If the status of local FRS is ‘busy’, it looks for a remote FRS that can handle the 

request, by one of the following manner, described as under:  
 

The local FRS contacts the remote FRS that can handle the request by the available 
copy of the requested file i.e. the status of remote FRS is ready. If not so, the local 
FRS contacts those remote FRS on which the requested file is not available. In that 
case file replication will be initiated, by the local FRS of the cluster and the file 
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replica will be created on remote FRS on which the file is not available. For both the 
cases mentioned above, IP address of the remote FRS that can handle the request will 
be send to the requesting node. On receiving the IP address, the requesting node will 
connect to the remote FRS and receives the file, without any user intervention. Thus 
the overhead of polling and broadcasting is reduced.  

4.2  Approaches Proposed for Dereplication 

Dereplication of files will take place in a manner such that it willfulfill the size 
requirement of upcoming files. While maintainingthe space management overhead, 
three approaches for file dereplication are discussed below. 

Last Modification Time Based Approach 
In this approach, files are sorted on the usage basis file that was not requested for 
longest period of time will be selected for dereplication. A drawback of this approach 
is that if only one requested file is there before deletion, it causes loosing of 
information. So a check is performed before dereplication which will be done on 
number of replica available basis approach.  

Number of Replicas Available of a File Based Approach 
In this approach, files having many copies or the files with more than one replica are 
dereplicated only when there is not sufficient space available for new replicated files. 
Files with one replica are not dereplicated to avoid losing information of the file. In 
this case, before the dereplication of file, a check is performed, whether or not there 
are other copies of file available or not. If only single copy of file exists in the system, 
in that case next probable file for dereplication will be selected from the sorted file list 
on the basis of last modification time. 

File Size Based Approach 
File size based dereplication approach is used when time required for dereplication 
considered as important factor. When there is a very little difference in the last 
modification time of the two files and number of replicas available of both files is 
more than one, dereplication of file with minimum file size among them will take 
place to avoid the delay in the process and complete it in the less time. 

The proposed approach for dereplication will be described in Figure 2. The 
detailed description of the number labeled arcs will be describedin sequential manner 
as follows: 

 

1. Node A of cluster1 sends connection request to FRS1. 
2. FRS1 sends ip addresses of peer FRS and resource list to node A of cluster1. 
3. Node A of cluster1 sends request for file f1 to FRS1 at time t0. 
4. Node A of cluster1 starts receiving requested file f1 from FRS1. 
5. Node D of cluster1 sends connection request to FRS1. 
6. FRS1 sends IP addresses of peer FRS and resource list to node D of cluster1. 
7. Node D of cluster1 sends request for same file f1 to FRS1 at time t1. 
8. As FRS1 can fulfill only one request at a time because the value of file threshold is 

1 on FRS1, so node D of cluster1 will look for another FRS in the system, here 
FRS2, to fulfill its request. 



714 P. Gupta et al. 

 

Fig. 2. Proposed Model 

9. To fulfill the request of node D of cluster1 replication of requested files is 
initiated by FRS1 as the requested file is not present on FRS2. So FRS1 sends the 
size of the file to be replicated to FRS2. 

10. FRS2 does not accept the file replication request because of space/storage 
scarcity. FRS2 initiates dereplication operation on set of previously replicated 
files. The required amount of space is made available on FRS2. If the secondary 
storage on FRS2 did not contain any replicated files then user interruption will 
come, as dereplication of non-replicated file is not allowed. 

11. FRS2 sends message ‘ready to receive file f1’ to FRS1. 
12. FRS1 starts replicating the file f1 to FRS2. 
13. FRS2 sends message ‘replication of file f1 to be done successfully’ to FRS1. 
14. FRS1 updates its file replica table. 
15. FRS2 updates its file replica table. 
16. FRS1 sends IP address and port of FRS2 to node D of cluster1 informing that the 

file f1 is now available on FRS2. 
17. Request of node D of cluster1 for file f1 will now be fulfilled by peer FRS, FRS2. 
18. After some time node A of cluster1 request same file f1 from FRS1. 
19. In case file with the same name already exists on the node A of cluster1, file 

dereplication will be done on that node then the file transfer from FRS1 to node A 
of cluster1 will be initiated. 

4.3   Stability Analysis 

According to Figure 3, the communication between a requesting node and a FRS 
(Source A and FRS1) is described as follows: Source A sends a file request to 
FRS1through .FRS1 will receive the request of SourceA represented as M1. In 
return, FRS1 sends file to Source A shown by M3 received on Source A using . 
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Fig. 3. File Dereplication Model Flow Graph in Process Algebraic Approach 

The total communication between requesting node Source A and FRS1 with 
internal actions ( ) will be given by equation 1 as follows: 

                                      SourceA SourceAMM ... 31 τ         (1) 

Also as shown in Figure 3, communication between the two existing FRS in the 
architecture (FRS1 and FRS2) is described as follows: FRS1 will send file size of the 
file to be replicated using _  which will be received at FRS2 end by _ . 
When file size is received by FRS2, it initiates dereplication operation on set of 
previously replicated files which will be represented by . _ , which is 
file dereplication with internal actions ( ). After the successful completion of 
dereplication operation, the required size for replication will be available on FRS2. 
Now, FRS2 will send ‘ready to receive replicated file’ message to FRS1 represented 
through . FRS1 received this message using M4. After receiving the message, FRS1 
will send the file to be replicated to FRS2 represented by message . FRS2 will 
receive the file send by FRS1 represented as M2. When the file will be replicated 
successfully on FRS2, it will send a message ‘successful replication done’ to FRS1 by 

which was received by FRS1 using M5. 
As shown in Figure 3, FRS1 and FRS2 will act as source node and destination node 

respectively. From this, we can build the definition of FRS1 and FRS2 whichis defined 
as by the equation 2 and 3 respectively: 

                              1FRS 135241 ....._. FRSMMMMsizeFileM       (2) 

               2FRS 2524 ...._.._ FRSMMMfileedereplicatsizeFile τ
       

(3) 

From the equations 1, 2 and 3, we can build the complete system as defined by the 
equation 4: 

                            FDM nDestinatioFRSSource ||||                       (4) 
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5   Results and Discussion 

To overcome from the overhead of space management issue, a data structure 
consisting of a table considered which is described in Table 1. 

Table 1. Attributes 

Attribute 
Name 

Last 
Modification Date 

Last 
Modification Time 

File 
Name 

File 
Size 

File 
Replica 

Type yyyy-mm-dd hh:mm String Long Integer 

 
Replicated files on the storage site will be sorted based on least recently used 

parameter which will be obtained using the combination of both last modification date 
and last modification time. The list of replicated files will be sorted in descending 
order. Example of a data structure of available files maintained at the storage site is 
described in Table 2.  

Table 2. Data structure example for comparison between approaches 

Last 
Modification Date 

Last 
Modification Time

File 
Name 

File 
Size (in MB) 

File 
Replica 

2011-12-21 20:08 a.mp3 3 4 
2011-12-08 22:48 b.mp3 500 1 
2011-11-23 16:36 c.mp3 100 2 
2011-11-23 16:03 d.mp3 250 1 
2011-11-09 20:11 e.mp3 50 1 
2011-11-09 18:47 f.mp3 5 4 
2011-11-09 18:43 g.mp3 10 2 

 
The Figure 4 plots efficiency of all the three approaches versus load based on the 

data shown in Table 2 and the three approaches based on least recently used 
parameter, replica counts and file size parameters. Efficiency calculated is 
proportional to the reciprocal of extra memory size vacated during dereplication. 

Unlike 2nd and 3rd approaches (i.e. number of replica available of a file basis and 
file size basis respectively), 1st approach(i.e. last modification time basis) is based 
only on least recently used parameter and disregards the replica counts and file size 
parameters. Thus it may even delete the last replica of file present in system. While 
2nd approach is based on both least recently used and replica counts parameters and 
disregards the file size parameter. 3rdapproach is based on all the three parameters, 
least recently used, replica counts parameters and file size parameter. Percentage 
efficiency of 2ndand 3rdapproach is always better than 1stapproach while in some cases 
percentage efficiency of 3rdapproach is also better than 3rdapproach. All the three 
approaches said to be 100% efficient only when space required before dereplication 
and after dereplication will be same. 



 On the Fly File Dereplication Mechanism 717 

Table 3. Dereplication time in required space 

Number of Files 
dereplicated 

Space Required  
(in MB) 

Space Freed  
(in MB) 

Dereplication Time  
(in msec) 

1 6 6.0523 60 
2 7.8607 13.1792 75 
3 20.0399 21.0399 77 
3 36.2634 39.7985 79 
5 36.2634 59.7151 96 
5 43.9405 51.0140 98 

 
Dereplication time increases, as the number of files not accessed for the longest 

period and smaller in size, are more as compared to the files that are larger in size.Table 
3 shows when the space required is same but the number of files to be dereplicated 
varies, dereplication time also varies depending on the number of files to be 
dereplicated. Dereplication time will be more for the case having large number of files. 

 

Fig. 4. Comparison of the Three Approaches 

Table shows that if file size increases 7 times i.e. from 6 MB to 43.9405 MB, the 
increase in dereplication time is only 1.5 times i.e. from 60 milisec to 98 milisec. This 
shows that the dereplication time is decoupled from the size of files that are dereplicated 
dynamically and does not increase proportionally with respect to the file size. 

6   Conclusion 

This paper proposes approach that tackles the issue of space overhead in a distributed 
system environment. Proposed approach resolves this issue of space overhead. 
Dereplication time increases, as the number of files increases that are not accessed for 
the longest time period and smaller in size as compared to the files that are larger in 
size. Result shows that, in case when the space required is same but the number of 
files to be dereplicated varies, dereplication time also varies depending on the number 
of files to be dereplicated. Dereplication time will be more for the case having large 
number of files. If file size increases 7 times, the increase in dereplication time is only 
1.5 times. This shows that the dereplication time is decoupled from the size of files 
that are dereplicated on the fly dynamically and does not increase proportionally with 
respect to the file size. 
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Abstract. Cloud computing is defined as delivering of computing resources as 
a service. Discovery of reliable resource provider and access control are key 
components of cloud computing. Service level agreements are negotiated 
between the service provider and enterprise. This paper proposes authentication 
interface to access a cloud service. User authentication token is required to 
validate whether the user is registered employee of enterprise or not. Service 
authentication token is required to validate the access right of a user for service. 
Service selection is acquired via monitoring of security measures of services 
provided by a service provider through security service level agreements at 
enterprise end. Thereby, completely relieving end user from the nitty-gritty of 
service providers in comparison to approaches proposed in past. Single sign on 
mechanisms for user and services is used.  Features like Denial of service, man 
in the middle attack and access control rights of employees are also handled.  

Keywords: Authentication, Cloud, Denial of Service attack (DOS), Kerberos, 
Services, Service Level Agreement, Symmetric Encryption. 

1   Introduction 

Cloud computing has been envisioned as the next generation architecture of IT 
enterprise. Cloud consumers face various challenges such as security, privacy and 
discovery of reliable resource provider with the increase of public cloud providers.  

A service level agreement (SLA) is maintained between the service provider and 
the consumer of the service about the quality parameters of the service which will be 
delivered by the service provider. In general SLAs consider the terms like packet loss, 
delay, throughput, etc. The security service level agreement (Sec-SLA) is a specific 
SLA that deals with metrics related to security instead of the traditional metrics of a 
service. 

In the scenario as shown in Fig. 1 where an enterprise wants to store its data on the 
cloud, to choose a right service provider is very critical. To eliminate the denial of 
service due to the traffic on a particular service provider, an enterprise registers with 
more than one service provider providing the same data storage as the service through 
negotiating SLAs. A trusted third party plays the role of authentication interface 
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between an enterprise and cloud service provider to access the cloud service. An 
employee does not directly communicate with a service provider, as it goes through 
the enterprise via authentication interface. Authentication interface provides the 
employee authentication token for authenticating a registered employee, a service 
authentication token for authenticating a employee for accessing the service. Different 
service providers provide services based on different security measures like different 
encryption mechanisms viz., AES, DES and RSA to store the data, thus provides 
different data confidentiality and integrity. To relieve the burden of employee, the 
record of the security measures of services provided by different service providers 
should be maintained at the enterprise end. Before providing the service 
authentication token, security measures of services provided by different service 
providers, maintained through security service level agreements (Sec-SLAs) should 
be analyzed and accordingly a service provider should be selected to fulfill the request 
of the employee. Access rights given to employees for accessing a service according 
to their roles in an enterprise has to be considered before granting the service 
authentication token.  

 

 

Fig. 1. Cloud computing Scenario 

To access a cloud service registered with the enterprise, employees need to be 
authenticated as well as authorized by the help of employee and service authentication 
token. Enterprise employee’s access rights records should be maintained at the 
enterprise end only and should not be shared with the authentication interface to 
eliminate the chances of manipulation of records.  

A new authentication approach is proposed taking into account the security 
measures of services and their dynamic changes, provided by the service providers 
through the help of the Sec- SLAs. The proposed authentication interface is trusted 
third party trusted by the service provider and the enterprise. The access rights of an 
end user while accessing the cloud service are considered. The new approach tries to 
solve the following issues of previously proposed authentication approaches. 

 

a. In Pippal et al. [9] proposed approach the service authentication credentials are 
given to those employees also who don’t have the access rights for the particular 
requested service. The possibility of denial of service attack increases, as service 
authentication credential granting server will get overloaded with the unauthorized 
employees demand.  
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b. In Hota et al. [11] proposed model, an enterprise shares information regarding 
employee’s credentials and access rights of employees with the service providers, 
proving as a source of leakage and misuse of employees information crucial to an 
enterprise. 

c. Authentication token is used in approach proposed by the Tao et al. [10] to 
resolve the problem of the single sign on of the user to access a service. If the same 
user wants to access the same service very frequently, the employee validity for the 
service is checked again and again through the authentication token, thus increasing 
the overhead.   

d. An employee has to check the trust level of a service provider before accessing 
the service. For this an employee should have all the information regarding the trust 
level and the features provided by a service provider increasing the load on an end 
user. 

e. Previously proposed models only consider SLAs while registering with cloud 
providers, don’t consider security measures of services in general and their dynamic 
variations with time. 

 

The rest of the paper is organized as follows. The next section discusses various 
related work done in the context of authenticating a user to access a cloud service and 
the service level agreements so far. Section 3 proposes a new trusted authentication 
interface between the service provider and an end user. In section 4 the proposed 
approach results are evaluated. The final section concludes the work followed by the 
references. 

2   Related Work 

Cloud Computing is the challenging area of research in IT field, many authors are 
working on it and tackling the various issues regarding the cloud. Chaves et al [1], 
Bernsmed et al. [2] and Kandukuri et al. [3] discusses the work done on the service 
level agreements and pro-posed an approach for the management of the service level 
agreements in the con-text of hybrid clouds. Authors discusses the security issues in 
the cloud computing and how they can be solved by the help of the service level 
agreements. To fulfill the service requests in cloud, Ahuja et al. [4], Clark et al. [5], 
Daniel and Lovesum [6] and Kubert and Wesner [7] discusses the usage of SLAs and 
their monitoring. Authors propose a service selection algorithm which allows re-
provisioning of resources on the cloud in the event of failures. Author main focus is to 
provide a fair deal to the consumers, enhance quality of service delivered to the 
consumer as well as generation of optimal revenue. Liu et al. [8] and Pippal et al. [9] 
discuss approaches for mutual authentication and authorization, addressing the issue 
of establishing trust across heterogeneous domains. Tao et al. [10] discusses a generic 
authentication interface to allow the user to access the diverse Clouds in a unified way 
by the help of the authentication tokens. The proposed interface also combines 
different clouds enabling inter-cloud communications. Hota et al. [11] and Zhang et 
al. [12] addresses the issues of data security in cloud storage system and access 
control by using the capability based access control techniques. Data storage safety 
issue is tried to address by dividing the various technologies to make the data storage 
safe roughly into the storage protect, transfer protect and authorize. 
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3   Proposed Approach 

In the proposed model as shown in Fig. 2.an enterprise and the cloud service provider 
are present in different domains having different security policies. Assumptions made 
for the proposed model are: 

 

• An employee is registered with his enterprise. 
• A role is assigned to an employee and according to it the permissions to 

access a service that are registered with an enterprise. 
• An enterprise is registered with the service providers which are providing the 

services of its need after negotiating the service level agreements. 
• Employee uses a service and records the security measures of services (like 

integrity of the data, backup frequency, reliability, confidentiality of the data, 
data store laws according to the domain) provided by the service provider 
and give feedback to the enterprise about the service provider. 
 

 

Fig. 2. Proposed Model 

The enterprise as shown in Fig. 2. consists of the following units: 
 

Registry: Responsible for registering a service provider with an enterprise after ne-
gotiating the service level agreements. 

Employee Registration Unit (ERU): An employee registers with an enterprise through 
this unit and it provides an employee with a unique employee id and a unique 
password. Records of employee credential (Password) are maintained, to check 
whether the employee is the registered employee of an enterprise or not before a user 
authentication credential i.e. User Validation Key (UVK) is granted. 

Sec-SLA Management Unit (SMU): It keeps record of the security measures of 
services provided by the various service providers. A Sec-SLA is maintained about 
the service reliability, availability, backup frequency, data confidentiality, data 
integrity, domain where the data get store as the security policies change for different 
domains. Records of employee’s access rights are maintained, to check the validity of 
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employee to access a service, before a service access credential i.e. Service Access 
Key (SAK) is granted. 

Third party authentication interface as shown in Fig. 2. consists of the following 
units: 

 

User Validation Key Granting Server (UGS): It is responsible for granting UVK to an 
employee which works as an authentication token. The same authentication token can 
be used for single sign on till the lifetime of the UVK. Before granting the UVK, it 
takes the help of the Employee Registration Unit to validate an employee credentials 
as they are not shared with the third party because of security reasons. UVK is 
encrypted with the symmetric key Ku, known to the third party i.e. the 
authentication/authorization interface. 

 

UVK: E (Ku [empid||special_code||timestamp||lifetime||random_no]) 
 

Service Access Key Granting Server (SGS): It is responsible for granting a SAK to an 
employee to access a service after validating the UVK. Employee can use the same 
SAK to access the same service up to a certain time limit, till the SAK don’t expire. 
SAK is encrypted with symmetric key Ks known to the third party i.e. the 
authentication/authorization interface and the service provider, shared between them 
initially by a secure procedure.   

 

SAK: E (Ks [empid||special_code||timestamp||lifetime||random_no]) 
 

In the Proposed model the message flows as shown in the Fig. 3. total ten numbers of 
messages are required to access a service as described below. 
 

1. An employee sends a request to UGS for the UVK. 
           E→UGS: empid||password 
2. UGS asks the ERU for the validity of the employee. 
3. ERU returns a positive response if the employee pass correct credentials  
        otherwise returns a negative response. 
           ERU→UGS: True/False 
4. UGS grants the UVK to the employee if the response of the ERU is true. 
           UGS→E: UVK 
5. Employee requests the SGS for SAK. 
           E→SGS: empid||special_code||UVK||serviceid 
         SGS verifies the validity of the UVK if its valid then goes to step 6. 
6. SGS requests the appropriate service provider reference from the SMU. 
           SGS→SMU: serviceid||empid 
7. SMU gives the service provider reference to the SGS by checking out the  
         security measures of services provided by the service providers and access   
         rights of the employee. 
8. SGS grants the SAK to the employee for a particular service. 
           SGS→E: SAK 
9. The employee requests the service from the service provider. 
           E→SGS: SAK||empid||special_code||serviceid 
10. The service provider checks the validity of the SAK and grants the service to  
         the employee if SAK is valid. 
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Fig. 3. Message flow sequence of the proposed model 

A Rivest-Shamir-Adleman (RSA) based approach is used to make the UVK and 
SAK generation and validation algorithms more secure. 

1. Select two prime numbers p and q. 
2. n=p*q. 
3. φ (n) = (p-1)(q-1), where φ is Euler’s Totient Function. 
4. Select an integer e such that 1 < e < φ (n) and greatest common divisor of               
         ( e, φ (n)) = 1, i.e. e and φ(n) are co prime, e will work as the public key. 
5. d = e–1 mod φ(n); i.e. d is the multiplicative inverse of e mod φ(n), where d  
         will work as the private key. 
 

Different private and public keys are generated and used for the SAK and the UVK 
generation and validation process. Private key d and public key e used for UVK are 
known to UGS only. For SAK private key d1 is known to the SGS and public key e1 is 
known to the service provider providing the service for which the SAK is granted. A 
random no is included in the UVK and the SAK by the help of the d and e. 

 
Algorithm to generate the UVK 

1. Generate a random number r, through random number generator function. 
2. K2= re mod n, by using standard cryptography Rivest-Shamir-Adleman   
         (RSA) algorithm. Here e is the public key. 
3. Add a constant c. K3=K2+c. 
4. String=concatenation of the employee id and the special code passed by the  
         user while requesting the UVK. 
5. Compute the substring KEY1 of 10 bytes from the symmetric key K1 using  
         random number r. 
6. Encrypt the String with KEY1. enc = encrypt (KEY1, String). 
7. Compute Ticket1 i.e. the concatenation of the K3, current time T, lifetime L  
         for which the UVK has to be valid and enc. 
8. Finally encrypt the Ticket1 with the symmetric key Ku to get the final   
         authentication token UVK.  UVK=encrypt (Ku , Ticket1). 

 



 Security Service Level Agreements Based Authentication and Authorization Model 725 

Algorithm to check the validity of the UVK 
1. Decrypt the UVK with the symmetric key Ku . Ticket1= decrypt (Ku , UVK) 
2. Fetch the lifetime L and T from the Ticket1. 
3. Check the expiration of the lifetime of UVK by using the current time.  
4. Fetch K3 from the Ticket1. 
5. K2=K3- c  
6. r = K2d mod n; by using standard cryptography Rivest-Shamir-Adleman   
         (RSA) algorithm. Here d is the private key. 
7. Compute KEY1 of 10 bytes from the symmetric key K1 using random  
         number r. 
8. Fetch the enc from the Ticket1. 
9. Decrypt the enc with the KEY1, get the String. String= decrypt (KEY1, enc). 
10. Compare the String and the concatenation of the employee id and the special  
         code provided by the user while using UVK. If both are same the UVK is   
         valid otherwise not.                        
 

The algorithm to generate and validate the SAK is same as of UVK except the 
symmetric key Ks is used in place of Ku. Ks is shared between the service provider 
and the authentication interface initially by a secure means. 

4   Results and Analysis 

Message Flow: Proposed model uses total 10 numbers of messages for accessing a 
distributed cloud service. The comparison with other models based on the number of 
messages required to access a service is shown in Table 1. Based on the number of 
messages exchanged in different models, the load on the systems implementing the 
models due to message overhead varies as shown in the Fig. 4. 

Table 1. Comparison based on the number of messages 

 Kerberos Pippal et al. Model 
[9] 

Proposed Model 

1. Number of messages 
to get the User 
Authentication Key 

2 4 4 

2. Number of messages 
to get the Service 
Access Key 

4 6 8 

3. Number of messages 
to access the service 

6 12 10 

4. Total number of 
messages 

6 12 10 

    

 
In the proposed model the number of messages increases while acquiring the 

following benefits: 
To acquire a user authentication credential i.e. UVK, two extra messages are used 

to validate the employee credentials through ERU by the UGS. This overcomes the 
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problem of misusing the employee credentials by third party authentication interface, 
which is stored at ERU and not shared with the third party. 

To acquire a service access credential SAK, two extra messages are used to check 
the access rights of an employee and providing the reference of a service provider, 
considering security measures of services provided by the different service providers 
through SMU by the SGS. This overcomes the chances of employee access rights 
alterations and misuse by third party authentication interface as they are stored at 
SMU and not shared with the third party. All the information regarding the security 
measures of services provided by a service provider are handled by the SMU, thereby 
relieving the employee. 

 

 

Fig. 4. Graph showing message overhead required in different models 

Security Service Level Agreements (Sec-SLAs) 
Security measures of services provided by a service provider are handled by SMU 
without the intervention of an end user through the help of the Sec-SLAs, thereby 
relieving the end user of service providers as shown in Fig.5. in comparison to the 
Hota et al. [11] approach where all the information regarding a service provider are 
handled at the user end only. Selection of service provider is done by considering the 
Sec-SLAs maintained of different service providers. 
 

 

Fig. 5. Graph showing user awareness of service providers 

Security Analysis 
• Denial of Service Attack (DOS): Access rights of an employee for a particular 

service is checked before granting the SAK through SMU, the SAK granting server 
will not get overloaded by the requests of the unauthorized users, thus reducing DOS. 

• Access Control Rights: Access rights of an employee are checked before pro-
viding him the SAK. Access rights are not shared with the authentication inter-face; 
there usage is done from the enterprise end only, increasing the trust level. 
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• Man in the Middle Attack: If a third person is able to capture SAK, even then this 
key cannot be used, as the special code is incorporated into SAK that is known only to 
the valid user that owns the SAK. A random number is used in SAK to make it more 
resistive from the security breaches. 

• Two Level Authentication: Two level authentication is done at the authentication 
interface, first the enterprise authentication and after that the employee authentication. 

• Trust Level: The user validation key (UVK) and service access key (SAK) are 
delivered by the use of a third party authentication interface trusted by both the 
service provider and the enterprise. 

• Encryption: Encryption and decryption in the proposed model are taking place to 
encrypt and decrypt the UVK and the SAK with the help of the symmetric key. A 
RSA based asymmetric keys are also used to incorporate a encrypted random number 
into the UVK and SAK overcoming the issues of man-in-the middle attack.  

• Security Measures: The Security measures of services provided by a service 
provider and their dynamic change are considered in the proposed model while 
accessing a service.  

• Single sign on: In the new proposed model user authentication token UVK is used 
for user single sign on, service authentication token SAK is used for the single sign on 
for a particular service making the approach more efficient. 

 

On the various features a comparison of the proposed model with the Pippal et al. [9] 
and Tao et al.[10] proposed approaches is shown in Table 2. The results show that the 
proposed model provides extra new features with the features already provided by the 
proposed models. 

Table 2. Feature based comparison with previously proposed models 

Particulars Pippal et al. 
approach [9] 

Tao et al. approach 
[10] 

Proposed Model 

User Single Sign On Yes Yes Yes 
Service Single Sign On Yes No Yes 
Checking of security        
Parameters 

No No Yes 

Adequate service registry 
maintenance 

Yes Yes Yes 

Use of symmetric keys  Yes Yes Yes 
Checking the access rights  No Yes Yes 
Handling of Denial of Service 
Attack 

No No Yes 

Total 4 4 7 

5   Conclusion 

The proposed model explains the number of messages involved in the process of 
authenticating employees of an enterprise and provides them access of the services. 

Access control rights of a user for a particular service are considered before granting 
the service access to the user of that service at the enterprise only. To make the system 
more securely intact, the access rights are not shared with the authentication interface. 
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Denial of service attack is controlled by not granting authentication tokens to 
unauthorized users. Man in the middle attack is handled by encrypting the 
authentication tokens with the help of symmetric and asymmetric encryption. The trust 
is established between the end user and the service provider through the authentication 
interface. Security measures of services, maintained through Sec-SLAs are considered 
while selecting a service to fulfill the user request in order to provide more trusted cloud 
service. At enterprise end, based on the security measures of service provided by 
different service providers, service is selected. Thereby completely relieving the end 
user from the nitty-gritty of service providers as compared to the models proposed in the 
past that considers the handling of security measures of services by end users.  Thus the 
proposed methodology overcomes the drawbacks of previously defined models. 
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Abstract. Modern computation is becoming complex in a way that the resource 
requirement is gradually increasing. High Throughput Computing is one 
technique to deal with such a complexity. After a significant amount of time, 
computing clusters gets highly overloaded resulting in degradation of 
performance. Since there is no central coordinator in Computer Supported 
Cooperative Working (CSCW) load-balancing is more complex. An overloaded 
node does not participate in a CSCW network as they are already overloaded. 
This paper proposes migration of computation intensive jobs from overloaded 
nodes, which will allow overloaded nodes to be able to participate in CSCW. 
The proposed solution improves the performance by making more nodes 
participating in CSCW by migrating compute intensive jobs from overloaded 
nodes to underloaded nodes. Evaluation of proposed approach shows that the 
availability and performance of the CSCW clusters is improved by 30%-40% 
with fault-tolerance based load balancing.  

Keywords: Checkpoint/Restart, CSCW, Fault Tolerance, Job Migration, Load 
Balancing.  

1   Introduction 

Computer Assisted Cooperative Working is concept, in which a group of computer 
nodes participate to share services, computational workload and perform compute 
intensive jobs cooperatively. Cluster computing is becoming more popular these days 
and the prime reason for that is high availability, more reliability and more efficient 
computing. Checkpoint/Restart is a technique of storing the state of process at 
particular intervals. If the process fails at some point of time, previously stored 
process states can be used to restart the process from the last stable state. Storing the 
state of a running process i.e. process id, register values, stack pointer etc. in a file 
known as context or checkpoint file is known as creating a checkpoint. 
Checkpointing/Restart allows starting a job from the most recent stable running state 
saving a lot of computational time and reducing response time of crashed jobs in 
overloaded conditions. Berkley Lab Checkpoint/Restart (BLCR) is an open source 
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checkpointing and restart utility for Linux clusters that targets the space of typical 
High Performance Computing applications (HPC) developed at Computational 
Research Division, Ernest Orlando Lawrence Berkeley National Laboratory. 

Cluster is a group of computers interconnected for providing efficient computation 
for High Throughput Computation (HPC) application. Balancing load for achieving 
optimal performance forces the job migration. Job migration is termination of job on 
the overloaded CPU and restarting it on a underloaded or idle CPU. Since a CSCW 
does not have a central controller or coordinator, balancing load in such situations is 
more complex and needs to be done in decentralized manner. Migration of job 
requires transfer of files required for restarting a job on new node. Due to increasing 
complexity, requirements of computational intensive jobs, the possibility that the 
process may fail during the course its execution will increase. 

 

 

Fig. 1. Architecture 

Figure 1 shows three clusters, each having a cluster head. Each cluster head 
manages some node locally. If one of the cluster head fails because of overloading, all 
the nodes in its cluster zone will not be able to participate in computer supported 
cooperative working. Job migration helps in handling issues related to fault tolerance 
for critical processes as well as for balancing the load among the nodes of cluster. In 
all job migration improves availability of cluster node in CSCW. 

The rest of the paper is organized as follows. The next section discusses the related 
work done in the context of job migration, checkpointing and load balancing. Section 3 
discusses the proposed work. In section 4 performance evaluation is performed which is 
followed by conclusion in section 5. 
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2   Related Work 

Selikhov and Germain [1] propose a fault tolerant message passing environments that 
protects parallel applications against node failures. Very large scale computing 
systems, ranging from large clusters to worldwide Global Computing systems, require 
a high level of fault tolerance in order to efficiently run parallel applications.  Khaled 
and Kassem [2] present an algorithm for migrating processes in a general purpose 
workstation environment. In such an environment, parallel applications are allowed to 
co-exist with other applications, using workstations when released by their owners, 
and off loading from workstations when they are reclaimed. The applications can 
dynamically create and terminate processes during their execution.  Author presents a 
migration algorithm that conforms to a set of stated objectives. The presented 
algorithm enables to implement migration in an environment of general purpose 
homogeneous workstations. In such an environment, workstations are added and 
removed from the pool of available resources to the general users based on the release 
and reclaim of the workstation by its owner, respectively.  Joshua and Richard [3] 
propose an Algorithm Based Fault Tolerance (ABFT) technique to improve the 
efficiency of application recovery beyond what traditional techniques alone can 
provide. Applications will depend on libraries to sustain failure-free performance 
across process failure to continue to use High Performance  Computing (HPC) 
systems efficiently even in the presence of process failure. Optimized Message 
Passing Interface (MPI) collective operations are a critical component of many 
scalable HPC applications. However, most of the collective algorithms are not able to 
handle process failure. Chtepen et al. [4], introduces several heuristics that 
dynamically adapt the abovementioned parameters based on information on grid 
status to provide high job throughput in the presence of failure while reducing the 
system overhead. Furthermore, a novel fault-tolerant algorithm combining 
checkpointing and replication is presented. Fault tolerance forms an important 
problem in the scope of grid computing environments. To deal with this issue, several 
adaptive heuristics, based on job checkpointing, replication, and the combination of 
both techniques, were designed. Lapriore [5] proposes migration paradigms with 
reference to a memory environment implementing the notion of a single address 
space. The operations defined by a given type are the services that may be provided 
by an object of this type to a client process. When the process and the object are 
located in different nodes, migrations may represent valid alternatives to remote 
procedure calls. Migration of the server object causes the memory area storing the 
internal representation of this object to be copied into the node of the client process. 
Migration of the client process causes execution of this process to proceed in the node 
of the server object.  

Dynamic Load Balancing (DLB) by Pyali et al. [6] provides application level load 
balancing for parallel jobs using system agents and DLB agent. The approach requires 
a copy of system agents on all the system so that DLB agent may collect load 
information from these systems and perform load balancing. The other contemporary 
work includes grid load balancing using Intelligent Agents by Cao et al. [7], proposes 
a combined approach using intelligent agents and multi-agents for effectively 
scheduling the local and global grid resources that also incorporate peer to peer 
advertisement and service discovery to balance the workload. The approach requires a 
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copy of system agents on all system so that DLB agent may collect load information 
from these systems and perform load balancing. Yagoubi and Slimani [8] puts 
forward a dynamic tree based model to represent grid architecture and proposes Intra-
site, Intracluster and Intra-grid load balancing. Nehra et al.  [9] addresses issues to 
balance the load by splitting processes in to separate jobs and then distributing them 
to nodes using Mobile Agent (MA). The authors propose a pool of agents to perform 
this task. 

3   Proposed Work 

This paper proposes a solution in which, a process running on one of the machine of a 
cluster is migrated to other node if the load on the CPU on which the process 
originally scheduled, is more than threshold load of the cluster. Scripts are installed 
that runs on every node in the cluster which periodically calculate the CPU load on 
that machine, periodically checkpoints the process using BLCR utility and checks for 
any files that are currently in open state by the process. If at any point of time, CPU 
load gets over the threshold value the migration script is invoked. In migration 
procedure, to enabling checkpointing for the process, requires running the process 
with cr_run (blcr utility). The migration script finds the node that has the lowest CPU 
load in the cluster in past one minutes. Migration of a process starts by copying the 
exe files, checkpoint file and files that were in use by the job at the time of taking 
checkpoint, to the node having less CPU load. The migration script resume the job at 
the chosen node using the cr_restart (blcr utility) with the checkpoint file created at 
the source node. 

The whole procedure of migrating job is automated. Hence migration process does 
not require manual support. This paper proposes a solution, which tries to balance the 
load by migrating jobs and enable fault tolerance for compute intensive job. 
Sometimes, a job executing on a node gets crashed during course of its execution, one 
possible reason for the crash is less resources which implies overloading. Hence 
approach implicitly does load balancing and also enable fault tolerance. Figure 2 is 
process flow diagram of the proposed approach for balancing load in CSCW clusters. 
The proposed approach balances load as well as provides load aware fault tolerance. 
Average CPU load in considered as the percentage utilization of the CPU during a 
particular interval. Load is calculated with help of UNIX utility “uptime”, which 
gives metric of 3 load average numbers. One can interrupt the values as average 
during past 1, 5 and 15 minutes. A node is considered to be overloaded if it is over 
utilized as compared to other nodes in the cluster. The threshold load value is decided 
as double of the average of CPU load of all the nodes in the cluster. For example: if 
there are 3 nodes in the cluster and their respective load is L1, L2, and L3, load 
threshold value will be described by eq. 1.  

Lm = (2 / 3) * (L1 + L2 + L3) (1) 

Hence for a cluster with n nodes, load threshold will be calculated as shown in eq. 2. 

Lm = (2 / n) * (L1 + L2 + L3 + ………. + Ln)  (2) 
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This threshold value is calculated periodically on every node that has a process 
running on it. There are two situations in this solution in which the migration 
procedure is invoked. Migration achieved by copying the checkpoint and I/O files to 
the destination node using a secure tunnel (Ssh). Results are copied back to the source 
node after successful termination. In this approach it is assumed that all the nodes in 
the cluster are trusted user on trusted host. Every node in the cluster should be able to 
login or copy data from one another without need of any password with secure shell 
login. A remote user should have the privilege execute process on remote nodes in the 
cluster.  

 

 
 

Fig. 2. Flow chart showing load balancing with fault tolerance 

Figure 2 is process flow diagram of the proposed approach for balancing load in 
CSCW clusters. It describes the migration of a process upon abnormal termination, 
which may be due to resource requirement of the process or overloading of the execution 
node. In this approach the process is periodically checkpointed using BLCR checkpoint 
and restart tool. The load on the node is calculated periodically. The process is migrated 
to a less loaded remote machine using the latest checkpoint created if it terminates 
abnormally or the load on that machine goes over the calculated load threshold. The 
required files are copied to remote machine using a secure tunnel created using Ssh 
(Secure Shell). The process is restarted at destination node with checkpoint files copied 
previously. The flow chart show in figure 2 describes 4 services that needs to be 
deployed on every node in the cluster to implement the propose algorithm. Figure 3 
shows the Algorithm used for load balancing in CSCW cluster. 
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Fig. 3. Algorithm of Migrate_Job_terminate (Job=J, Source=S, Destination=D, Pool=N) 

4   Performance Evaluation 

4.1   Experimental Setup  

To evaluate the performance of proposed model, Three Personal Computers (Dual 
core, 1GB RAM, 100 Mbps Ethernet) in our lab at Computer Science and 
Engineering Department, MNNIT, Allahabad are configured. All machines has Linux 
version (ubuntu 10.04) of operating system and BLCR configured on every machine. 
The nodes communicate through secure shell protocol. While testing the performance 
the behavior for different number and variety of process is observed. The following 
scripts/processes were installed on every node in the cluster to automate the process 
of migration and load balancing. 
 

• Blcr_run.sh script starts the execution of the job (process). It starts the 
execution of the process using cr_run utility provided by BLCR 
checkpointing and restart tool. It starts p_chkpt.sh for taking periodic 
checkpoints of the previously started process and waits for the process to 
terminate. When process terminates it checks the exit status of the terminated 
process and if found unsuccessful termination, then the migrate.sh will be 
executed. 

• P_chkpt.sh, child process created by blcr_run.sh takes periodic checkpoints 
of the running process. It takes checkpoints periodically at particular 
intervals, which can be specified by the user using cr_checkpoint utility of 
BLCR tool. It also finds the list of files opened by the running process during 
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execution.  It stores and updates the list periodically in a file name <process 
name>.list. 

• Migrate.sh process is started by blcr_run.sh script if the process started 
terminates unsuccessfully. It starts with finding a destination node in the 
cluster pool having the lowest load among all nodes present in the cluster. 
The machine having minimum load is found by load_check.sh. The nodes in 
the cluster communicate using the Ssh (secure shell protocol). It finds the 
suitable node for the unsuccessfully terminated process and transfers the 
checkpoint file and files opened by the process before terminating 
abnormally by reading the file <process name>.list file created by 
p_chkpt.sh. It resumes the process execution by restarting the process using 
the cr_restart utility of BLCR which takes the checkpoint file as an 
argument. When the process successfully terminates at remote node the 
migrate.sh script transfers the output files to source node and removes the 
temporary files from destination node. 

• Load_check.sh:- returns the node having minimum CPU load within last 
minute in the cluster pool and load of the host machine. Information about 
nodes available in the pool is present in a file named nodes, which is updated 
periodically. 

4.2   Results 

The threshold value of CPU load is calculated on the fly. For evaluating the results, 6 
CPU intensive jobs started on each machine in the cluster using the proposed 
approach as well as Mosix (Multicomputer Operating System for UNIX). Average 
CPU load is the percentage utilization of CPU during a respective amount of time. All 
UNIX system generates a metric of three load averages for 1, 5 and 15 minutes upon 
querying current results by running uptime command. For example:  

Table 1. CPU load on different nodes of cluster 

 Proposed Approach Default Mosix Behavior 
Node 1  4.1 3.3 
Node 2 3.5 6.13 
Node 3 4.3 2.5 

 
A CPU load of 1.73 means CPU is overloaded by 73% (1 CPU with 1.73 ready 

queue process so that 0.73 process has to wait). During performance evaluation load 
from other process/demons is kept minimal on all machines. During Idle conditions 
(No cluster or other Job running or other user process are running) average CPU load 
varies from 0%-15%. Load is observed by running 5-6 process on each node in Mosix 
and proposed model. Load threshold is kept at 4.5 for overloading condition i.e. only 
three waiting process are allowed at a node. The behavior of the node in terms of CPU 
loads is observed. The Comparison of both the approaches is shown in Table 1 and 
Figure 4. 
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Fig. 4. Comparison of CPU loads on nodes of cluster 

The Data in table 1 and figure 4 is reflection of the state of the cluster nodes at a 
particular instant of time during the execution of process in both the approaches. In 
case of MOSIX, even if it does load balancing, the difference between Node1 and 
Node2 load is high. MOSIX only considers peer nodes load for load balancing. 
Proposed approach results show better performance in terms of load balancing. The 
proposed solution improves the performance by 30%-40%, avoids overloading of 
nodes and improves their availability.  

5   Conclusion 

The proposed solution for load balancing with fault tolerance of Computer Supported 
Cooperative Working (CSCW) has been described and evaluated. The proposed 
model provides new services that can be deployed on any CSCW based cluster, 
extending existing services. Recent researches in checkpoint and restart has made this 
more attractive and feasible option. Discussed approach indicates that distributed fault 
tolerant load-balancing is not only feasible, but also produces reasonable results. 
Proposed model discuss two approaches, one proposes only load balancing 
considering load factors on every node in cluster. Second approach provides fault 
tolerance for compute intensive jobs, at the same time monitors the load in cluster 
nodes, and migrate the job in case of overloading. Overall performance evaluation 
shows that, performance of nodes in terms of availability and load in CSCW cluster is 
improved by 30%-40%. 
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Abstract. Adaptive version of loss-less Region Based Huffman compression 
techniques are proposed where a proposed region formation algorithm is used to 
divide the input file into a number of regions that adapts region size depending 
on the ASCII value difference of symbols. Huffman codes are obtained for 
entire file after formation of regions. Code interchanging between the maximum 
frequency element of a region and maximum frequency element of entire file is 
done before symbols of that region are compressed. Another variation of the 
technique where region wise interchanging of code is done based on an 
additional condition. Comparisons are made among these two compression 
techniques with Region Based Huffman compression technique, Size Adaptive 
Region Based Huffman compression technique and classical Huffman 
technique. The proposed techniques offer better results for most of the files. 

Keywords: Data compression, Huffman tree, Frequency Table (FT), Symbol 
Code Table (SCT), compression ratio, Region Based Huffman (RBH), Size 
Adaptive Region Based Huffman (SARBH). 

1   Introduction 

To reduce the time of data transmission over network and the storage space requirement, 
the data compression techniques are used.  Among the two major class of data 
compression techniques, the loss-less techniques generate exact duplicate of the original 
data after compress/expand cycle. But, the lossy techniques concede a certain loss of 
accuracy. One of the well established loss-less technique is Huffman Coding [4,6] which 
is based on the frequency of elements of entire file . If an element has maximum 
frequency, it gets shortest code. But if we divide a file into a number of regions, it is 
obvious that in each region the maximum frequency element may not the maximum 
frequency element of entire file and has large code length. If the large codes produced by 
Huffman coding are used for the elements which have maximum frequency for each 
region, the size of compressed file increases. In light of this Region Based Huffman 
(RBH) [2] coding has been introduced. The RBH coding technique divides the total input 
file/stream into a number of regions N. The maximum frequency elements for each 
region are calculated. Huffman codes are obtained based on frequency of elements for 
entire file/stream. Now for first region, if the code length of maximum frequency element 
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of that region is larger than the code length of maximum frequency element of entire 
file/stream, the code between maximum frequency element of that region and maximum 
frequency element of entire file/stream is interchanged. This interchanged information is 
attached with the compressed file/stream. The elements of that region are compressed 
with the changed codes and interchanged codes are reset. Otherwise, same symbol code 
table is used. Similarly, all other regions are compressed repeatedly. The main problem 
of RBH coding is that the performance depends on the number of regions of the file.  
Modified Region Based Huffman (MRBH) [2] coding also suffers from the same 
problem if the optimum value of number of region does not lie in the specified range. 
Fixed size regions are not able to adapt its size based on symbols that offers better 
compression. Section 2.0 discusses the weakness of Region Based Huffman technique. 
The Size Adaptive Region Based Huffman Compression (SARBH) [1] can be used to 
overcome this limitation. But, the performance of the same is not so well. To enhance the 
performance of SARBH, two variants of this technique are proposed where a proposed 
region formation algorithm is used and termed as Adaptive Region Formation (ARF) 
Algorithm as discussed in section 3.0.  The proposed compression techniques based on 
ARF are discussed in section 4.0. Results have been given in section 5.0 and conclusions 
are drawn in section 6.0.  

2   Limitation of RBH Coding  

The main problem of Region Based Huffman (RBH) coding is that the performance 
depends on the number of regions of the file and therefore also on the size of region 
of the file. Compression ratios of same file with different region size are not same. It 
is very difficult to determine the optimum region size that offers maximum 
compression of a file as it depends on the symbols of the file. As different region 
contains different frequency of symbols, the compression ratios of different region are 
also not same. For example let us consider a file/stream containing the message as– 
CACBABCBCCABACBABABACBBADBDBEB (say MSG). Huffman tree is build 
based on the frequency of symbols from Table 1 and given in Fig. 1. Code of each 
symbols are obtained from the tree and placed in same Table 1. Now input message 
stream MSG is grouped into regions of size 10 as given in Fig. 2. In region 1, the 
maximum frequency symbol is C. The same under entire message stream is B. 
Therefore, code of B and C are interchanged and the symbols of region 1 are 
compressed. Symbol codes are reset as obtained from Huffman tree. In region 2, code 
of B and A are interchanged and the symbols are compressed. Symbol codes are reset 
as obtained from Huffman tree. In Region3, the maximum frequency symbol is B and 
is same with the maximum frequency symbol of entire message stream. Therefore, no 
interchange of symbol codes is occurred and the symbols of region3 are compressed 
using the same symbol codes. The region wise compressed message for entire 
message stream given in Table 2.  The effective compression ratio may be obtained as 
follows: Original message size = 30x8 bits  = 240 bits, Frequency Table size =7x8 
bits = 56 bits, Code interchange information size = ( 3+3 + 2) bits = 8 bits, Value of 
number of region takes 5 bits, Only Compressed message size= 56 bits, Compressed 
message size including Frequency Table , code interchange information and value of 
number of region = (56+56+8+5) bits = 125 bits, Compression ratio = {(240–
125)/240}X100% = 47.9 %. Now the same message is compressed  again considering 
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region size = 6. Then the input message stream is grouped into 5 regions as given in 
Fig.3. The 5 regions are compressed similarly as before. The compressed message 
stream will be 0100111 1011101110010111011110010001011100101101011010000 
and the compression ratio is 45%. 

Table 1. Frequency and code of Symbols  

Symbol Frequency Code 
A 8 10 
B 12 0 
C 7 111 
D 2 1101 
E 1 1100 

 

 
 

Fig. 1. Huffman tree based on frequency of Table 1 

 
CACBABCBCC ABACBABABA CBBADBDBEB 

               Region 1                         Region 2                           Region 3            
 

Fig. 2. Region wise symbols 

Table 2. Compressed symbols of  region 1, 2 and 3 

Region 1 
Symbol 

 
Code 

Region 2
Symbol 

 
Code 

Region 3 
Symbol 

 
Code 

 

C 0 A 0 C 111 
A 10 B 10 B 0 
C 0 A 0 B 0 
B 111 C 111 A 10 
A 10 B 10 D 1101 
B 111 A 0 B 0 
C 0 B 10 D 1101 
B 111 A 0 B 0 
C 0 B 10 E 1100 
C 0 A 0 B 0 

 
CACBAB CBCCAB  ACBABA BACBBA DBDBEB 
  Region 1   Region 2   Region 3  Region 4   Region5  

 

Fig. 3. Region wise symbols 
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For the same file/stream (MSG), compression ratio is 47.9% for region size 10 and 
compression ratio is 45% for region size 6. Therefore, the proper region size (or 
number of region) must be chosen for better compression of file/stream.  Modified 
Region Based Huffman (MRBH) coding also suffers from the same problem if the 
optimum value of number of region does not lie in the specified range. Fixed size 
regions are not able to adapt its size based on symbols that offers better compression. 
The Size Adaptive Region Based Huffman Compression overcome this limitation. 
But, the performance of the same is not so well. To enhance the performance of 
SARBH, two compression techniques are proposed where a proposed region 
formation algorithm  is used that has the ability to adapt its region size based on 
symbols and termed as Adaptive Region Formation (ARF) Algorithm and discussed 
in section 3.0. 

3   The Proposed Region Formation Algorithm 

It is found that ASCII value differences among group of adjacent characters are not so 
high most of the time. The proposed Adaptive Region Formation (ARF) algorithm 
uses this concept. The aim is to group sequence of characters into regions such that 
the differences among the ASCII values of characters in a region do not exceed   a 
specified value (r). Therefore, after grouping into regions, the information of each 
region can be preserved by storing the number of symbols, minimum ASCII value 
and the differences among other ASCII values of symbols in the region with the 
minimum ASCII value. After that each region contains ASCII values not exceeding 
the specified value except first two (the number of symbols and the minimum ASCII 
value). The proposed Adaptive Region Formation (ARF) algorithm is given in Fig. 4. 

4   The Proposed Compression Techniques 

Two compression techniques are proposed in this section to enhance the performance 
of SARBH, all of which use ARF algorithm to group file/message stream into 
variable size regions as described below. 

4.1   Size Adaptive Region Based Huffman Compression with Code 
Interchanging (SARBHI) Technique 

The schematic diagram SARBHI coding is shown in Fig. 5. Initially, variable length 
regions ( R1 , R2 , R3  . . Rn) of input file / Stream are formed using ARF algorithm 
with a specified value(r). The frequencies of all the numbers of all regions are 
obtained whose value lie in the range 0 to r-1. Huffman Codes of the same are also 
constructed to obtain the code of each numbers. Code between maximum frequency 
element of entire file/stream and the same of that region are interchanged. During 
compression, for each region first two numbers (number of element and minimum 
value symbol) are kept unchanged and all other numbers (whose values lie in the  
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range 0 to r-1) are coded by corresponding Huffman code. But, there is a limitation of  
the technique. The code interchanging may increase the compressed message size 
sometime. To overcome such limitation, another technique is proposed in the 
following section 4.2.   

4.2   Size Adaptive Region Based Huffman Compression with Selective Code 
Interchanging (SARBHS) Technique 

Similar with SARBHI technique, codes between maximum frequency element of a 
region and the same of entire file/stream are interchanged. But, one additional 
condition is checked before interchange of code. Code interchange is not allowed if 
the overhead (code interchange information size) is more than the benefit (reduction 
of size for code interchange). 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

              

 
Fig. 4. Adaptive Region Formation (ARF) algorithm 

 
 
 

 Input: Input file, specified value(r). 
Output: Collection of variable length regions (R1,R2,R3,…Rn) in a array B. 

 
1. Initially, set no_of_region=0, i=1. 
2. Read one symbol from input file and store it in a one dimensional 

array A[i] and increment i by one. 
3. Find minimum and maximum ASCII value of symbols of already 

read symbols (x1,x2,x3,……xm+1) in  array  A as min and max 
respectively. 

4. Find diff = max - min. 
5. If diff > r , then 
5.1  A region is formed with symbols m, min, (x1-min), (x2-min), (x3- 
       min),…. , (xm-min) where m is the number of elements of the  
       region excluding  first two number m and min. 
5.2  Increment no_of_region by one and save the value of m and min 

in two dimensional array B as B[no_of_region] [1]=m and    
B[no_of_region][2]=min. 

5.3 Set B[no_of_region] [i]=(xi-2-min) , for i=3 to m+2. 
5.4 Release all symbols from the array A except (xm+1-m) from 

A[m+3] and shift xm+1 to the  first position of the array as A[1]= 
xm+1 and set i=2. 

            End If. 
6. Repeat step 2 to step 5 until end of file. 
7. Stop. 
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Fig. 5. Schematic diagram of SARBHI coding 

4.3   Example 

Let us consider a same file/stream – ABAABDADAAWXXZXWXYZXXYPQP SQ 
SPR (say MSG1). ARF algorithm is used with specified value(r) =16 to form regions 

Compress Ri with changed (or 
same ) Code table. Reset SCT if 

necessary. 

Input  file / Stream 

Form variable length regions R1 , R2 , R3 . . . Rn from  input file / Stream using Adaptive 
Region Formation(ARF) algorithm with a specified value(r). 

Obtain the frequencies of all the numbers of all regions whose value lies in the range 0 to 
r-1. 

Find maximum   frequency 
element (mi) of Ri. 

If code length of 
mi > code length of m  

Interchange code 
between mi and m. 

Compressed R1,R2,……Rn are combined. 

Compressed output file/stream 

Obtain Huffman Code  of all numbers whose value lies in the range 0 to r-1 of 
 All regions and find maximum frequency element ( m )  of entire file / stream. 

If i<=N 

i=i+1 
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of MSG1. In ARF algorithm, MSG1 is grouped into a number of regions in such a 
way that each region does not have two symbols with ASCII value difference gather 
than or equal to 16 as shown in Fig. 6. Information of each regions are kept by storing 
the number of symbol of each region, minimum ASCII value of all the symbols and 
ASCII value difference of all the symbols with minimum ASCII value of symbol in 
the corresponding region as shown in Fig. 7. After formation of regions, compression 
techniques are applied. 

 
ABAABDADAA WXXZXWXYZXXY PQPSQSPR 

               Region 1                    Region 2                 Region 3     
 

Fig. 6. Symbols of variable length regions 

 

 
 

Fig. 7. Variable length regions of MSG1 

 
<i> SARBH Technique: Frequencies of all the numbers in the range 0 to 15 are 
found as given in Table 3 and Huffman tree based on the frequency of numbers  is 
constructed as shown in Fig. 8 and  codes of each number are obtained and placed in 
same  table 3. Maximum frequency number of the entire file /stream (m) is 0. Same of  
R1 (m1) is 0. As m=m1, no interchange of code is occurred for R1 before 
compression. Maximum frequency number of R 2 (m2) is 1. As code length of m2 is 
larger than code length of m, interchange of code between m and m2 is occurred and 
the numbers of R2 are compressed.  Maximum frequency number of R 3 (m3) is 0. As 
m=m3, no interchange of code is occurred for R3 during compression. Compressed 
numbers of R1, R2 and R3 are given below in Table 4. Compressed size of R1, R2 
and R3 (excluding first two numbers of each region) are 16, 22, 16 bits respectively.   

Therefore, the compressed message will be-‘10’,’65’,0,10,0,0,10,111,0,111, 
0,0, ‘12’, ’87’,10,0,0, 111,0,10,0,110,111,0,0,110,’8’,’80’,0,10,0,111,10,111,0,110. 
Size of all regions (excluding first two numbers of each region) is 16+22+16 bits 
=54 bits. Size of interchange information is 3+2 bits =5 bits. Frequency Table size 
=6x8 bits =48 bits, size of first two numbers of three region=3x2x8 bits =48 bits. 
Total Compressed message size=(54+48+48+5) bits=155 bits, Compression 
ratio={(240–155)/240}X 100 % = 35.41 %.  
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Table 3. Frequency and code of symbols 

Number Frequency Code
0 11 0 
1 10 10 
2 3 110 
3 6 111 

 

 
 

Fig. 8. Huffman tree based on Table1 
 

Table 4. Compressed numbers of  region 1, 2 and 3 except first two numbers of each region 

Region 1 
Number 

 
Code 

Region 2
Number 

 
Code 

Region 3 
Number 

 
Code 

 

0 0 0 10 0 0 
1 10 1 0 1 10 
0 0 1 0 0 0 
0 0 3 111 3 111 
1 10 1 0 1 10 
3 111 0 10 3 111 
0 0 1 0 0 0 
3 111 2 110 2 110 
0 0 3 111 - - 
0 0 1 0 - - 
- - 1 0 - - 
- - 2 110 - - 

 
 
<ii> SARBHS Technique: Frequencies of all the numbers , Huffman tree and codes 
of each number are obtained like previous technique. Maximum frequency number of 
the entire file /stream (m) is 0. Maximum frequency number of R 1 (m1) is 0. As 
m=m1, no interchange of code is occurred for R1.  Maximum frequency number of R 
2 (m2) is 1.  As code length of m2 is gather than code length of m and overhead 
(interchange information size = 2bits) is less than benefit (reduction of number of 
bits=4bits), interchange of code between m and m2 is occurred. The resultant symbol 
code table is shown in Table 14. Maximum frequency number of R3 (m3) is 0. As 
m=m3, no interchange of code is occurred for R3.  Compressed size of R1, R2 and R3 
(excluding first two numbers) are 16, 22 and 16 bits respectively as shown in Table 
11.Therefore, the compressed file/message stream will be- ‘10’,’65’,0,10,0,0,10, 111, 
0,111,0,0,‘12’,’87’,10,0,0,111,0,10,0,110,111,0,0,110,‘8’,’80’,0,10,0,111,10,111,0, 110. 
Similarly, total compressed message size and the compression ratio are calculated as 
155 bits and 35.41 % respectively.  
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5   Results  

Comparison of compression ratios of Huffman technique, RBH coding, MRBH 
coding and  SARBH coding with proposed SARBHI , SARBHS have been made 
using  different type of files as shown in Table 5. Here the specified value(r) of ARF 
algorithm is taken as 128. The graphical representation of the same is shown in Fig. 
9. The results show that both the proposed techniques offer significant compression 
ratio with respect to its counterpart for almost all type of files.  

Table 5. Comparison of compression ratios in different techniques 

File 
Name Huffman 

RBH 
With 
N=5 

RBH 
With 
N=10

RBH 
With 
N=20

RBH 
With 
N=30

MRBH 
With 

Range 
10 - 25

SARBH SARBHI SARBHS   

Sample.txt 26.84 27.13 28.12 28.61 28.47 28.71 29.01 29.37 29.37   
Task.txt 30.31 30.29 30.44 31.13 31.64 31.41 31.34 31.12 31.21   
DDA.exe 18.41 18.57 18.92 19.10 19.25 19.37 19.59 19.65 19.71   
TRY1.exe 21.09 21.38 21.67 21.81 21.92 21.86 21.84 21.98 21.92   

ChipsetCHS.dll 51.25 51.22 51.20 51.25 51.29 51.39 50.09 51.17 51.25 
ChipsetARA.dll 24.42 24.68 24.81 24.99 25.30 25.25 25.21 25.37 25.32   

Dolly.doc 35.35 35.34 35.37 35.36 35.37 35.38 35.34 35.36 35.36   
Resume.doc 35.16 35.17 35.19 35.20 35.20 35.20 35.31 35.37 35.39   

Complex.java 35.48 35.48 35.50 35.49 35.52 35.51 35.71 35.79 35.81   
Inharit.java 35.24 35.24 35.24 35.25 35.26 35.27 35.21 35.24 35.24   

 
 

 
 
Fig. 9. The graphical representation of Comparison of compression ratios in different techniques 
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6   Conclusion 

The proposed SARBHI and SARBHS coding techniques enhance the performance of 
SARBH, RBH and MRBH coding by introducing the concept of ARF algorithm 
which adapts region size based on symbol’s ASCII value difference and region wise 
interchanging codes or selective interchanging of codes. The performances of 
proposed techniques are better than Huffman coding most of the time. For some files, 
the proposed techniques offer better results than RBH and MRBH coding also. 
Among the proposed two techniques, SARBHS is more effective for all most all types 
of files. The presented scheme has also a better scope of modification. Region wise 
multiple code interchanging   can be done instead of region wise single interchanging 
of code. The techniques can also be applied for image compression. 
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Abstract. Video Surveillance has become area of research and development 
due to increase in terrorist activities, thefts and other activities that can cause 
harm to human property and lives. Due to this researchers have been trying to 
add more and more intelligence in the video monitoring systems, so that it 
could automatically detect the malicious activities in the area under surveil-
lance and raise alarm. The goal of visual surveillance is not only to put cam-
eras in place of human eyes, but also to accomplish the entire surveillance 
task as automatically as possible. We can say that video surveillance is noth-
ing but taking the video, identifying unwanted entities, tracking their actions, 
understanding their actions and raising an alarm. In this paper, we will be 
study the phases of the video surveillance system. We will study how a video 
is divided into frames, those frames are then sent to detect any change detec-
tion (human detection), further this information about detected humans in one 
frame is correlated with the information of the other frame and thus the de-
tected human is tracked in the subsequent frame and this is called human 
tracking. We will see most salient region method for tracking and in this pa-
per we propose a method of handling occlusion using velocity and direction 
information. 

1   Introduction 

Video surveillance has been with us since a long time. In the traditional surveillance 
system, the camera captured video would be directly displayed on a monitor in a con-
trol room where human resources will be continuously monitoring the video for any 
abnormal activities. But, due to increase in thefts, terrorist activities and other crimi-
nal activities the demand for the sensitivity and accuracy of the surveillance system 
has increased and any small human error or delay in monitoring abnormal activity 
may lead to drastic damage to society. We all know that humans have their limita-
tions. Due to this, an effort was made to automate the video surveillance system by 
giving extra information about the objects captured along with the captured video, by 
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triggering alarm in many cases or by generating reports. This extra information will 
help in accurate monitoring of the sensitive areas with less human resources occupied 
in the whole process. 

Automatic video surveillance is becoming increasingly important in many applica-
tions, including traffic control, urban surveillance, home security and healthcare. In 
this paper we will study the process of automatic video surveillance. Also, we will see 
a proposed method for human tracking. 

There are basically three conventional approaches for moving object detection: 
temporal differencing, optical flow and background estimation methods. Temporal 
differencing [2] is very adaptive to dynamic environments, but generally does a poor 
job of extracting all relevant feature pixels [5]. Optical flow [2, 3, 10] can be used to 
detect independently moving targets in the presence of camera motion, however most 
optical flow computation methods are very complex and are inapplicable to real-time 
algorithms without specialized hardware. Background subtraction is a particularly 
popular method for human detection especially under those situations with a relatively 
static background. It attempts to detect moving regions in an image by differencing 
between current image and a reference background image in a pixel-by-pixel fashion. 
However, it is extremely sensitive to changes of dynamic scenes due to lighting and 
extraneous events. 

Human detection is one of the critical phases of video surveillance system as it is 
not only responsible for the extraction of moving objects but all the remaining phases 
process based on the output of this phase. A large number of people detection and 
tracking algorithms rely on the process of background subtracting, a technique which 
detects changes from a model of the background scene. Let study different techniques 
that are used to detect human and let us see why its output is importance for the next 
phase (human tracking). 

2   Video Surveillance System 

Video surveillance process that takes video as an input, processes the video and per-
forms actions or outputs the captured video along with analyzed information. The 
process of video surveillance consists of many phases as shown in the figure 1. 

In section 3 we will discuss about the image generation phase. Section 4 discusses 
about human detection. Following which sections 5, 6 and 7 discuss about Noise re-
moval, human tracking along with occlusion handling and the activity analysis and 
triggering alarm respectively. 
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Fig. 1. Phases of Video Surveillance System 

3   Image Separation 

When we talk about processing a video, it is actually not a video that we are dealing 
with but the video must be divided into sequence of images which are further 
processed. The speed at which a video must be divided into images depends on the 
implementation of individuals. From [1] we can say that, mostly 20-30 images (or 
frames) are taken per second which are sent to the next phases for further processing. 
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4   Human Detection 

In this phase, an attempt is made to detect human entities in the area under surveil-
lance. There are mainly three ways in which this task can be accomplished 1) Simple 
Background Subtraction 2) Optical Flow and 3) Temporal Difference. 

4.1   Simple Background Subtraction 

The Background subtraction approach is mostly used when the background is static 
[4]. The principle of this method is to use a model of the background and compare the 
current image with a reference. In this way the foreground objects present in the scene 
are detected. It attempts to detect moving regions in an image by differencing be-
tween current image and a reference background image in a pixel-by-pixel fashion as 
shown by equation below: 

| Pc − Pbk | > T                                                (4.1) 

where,  Pc – Current image pixel, 
Pbk – Background image pixel, T – Threshold value. 

This method is very useful for static background. Here the threshold is fixed such 
that the foreground pixels are extracted from the background image. When the pixel 
difference is above the threshold value, it is considered as foreground image. 

4.2   Optical Flow 

Optical flow can be used to segment a moving object from its background provided 
the velocity of the object is distinguishable from that of the background, and has ex-
pected characteristics. Optical flow is the amount of image movement within a given 
time period [2, 3, 10]. 

Let us study an optical flow method entitled Lucas-Kanade Method [2, 10]. This 
method calculated the motion between two image frames which are taken at time t 
and t +δt for every pixel position. As a pixel at location (x,y,t) with intensity I (x,y,t) 
will have moved by δx, δy and δt between the two frames, the following image con-
straint equation can be given: 

I ( x, y, t ) = I ( x + dx , y + dy , t + dt )                                  (4.2) 

Assuming that the movement is small enough, the image constraint at I(x, y, t) with 
Taylor series can be derived to give: 

dt*tI/dy*yI/dx*xI/t)y,I(x,dt)tdy,ydx,I(x ∂∂+∂∂+∂∂+=+++       (4.3) 

From (4.2) and (4.3) we get, 

0dt*tI/dy*yI/dx*xI/ =∂∂+∂∂+∂∂                                 (4.4) 

    Or 

0dt/dt*tI/dy/dt*yI/dx/dt*xI/ =∂∂+∂∂+∂∂                          (4.5) 
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Equation (4.5) can be further written as:- 

0tI/Vy*yI/Vx*xI/ =∂∂+∂∂+∂∂                                       (4.6) 

Where, Vx and Vy are the x and y components of the velocity or optical flow of I(x, y, t) 
and ∂I/∂t at a given pixel is just how fast the intensity is changing with time. 

4.3   Temporal Differencing 

Unlike, the background subtraction method where the base image was the background 
image, here in temporal differencing [5] the reference image is the previous images. 
Hence the previous frame is subtracted from the current image and the subtraction 
value must be greater than a threshold value in order to give a difference image. 

threshold<=  diff 0, =    

 threshold>  diff 1,=y)(x,I

y)I(x,

y)I(x,current
                                  (4.7) 

From the above three human detection methods, the background subtraction is the 
simplest and mostly used when the background is stationary. In our implementation 
we will be keeping static background and hence will use the simple background  
subtraction method of human detection. 

5   Noise Removal 

The image is expected to contain noises. These noises might be included in the image 
due to environmental factors (for example, humidity or fog in the area under surveil-
lance), due to illumination changes, during transmission of video from the camera to 
the processing unit, and many more. Due to noise it is possible that there might be ei-
ther added or erased portions in the obtained images. Hence, we might get any extra 
or lesser portion in the human detection phase.  

Such noise has to be handled before the detected object is sent for further processing. 
This can be done by performing morphological operations [6] like opening and closing 
on the subtracted image. Opening is a combination of erosion and dilation operations 
with erosion followed by dilation whereas closing is dilation followed by erosion [15]. 

6   Human Tracking and Handling Occlusion 

Human tracking means deriving a correspondence between the object detected in one 
frame with the object detected in the next frame. If a correspondence is found than we 
can say that the object found in the previous and the current frame is the same and the 
objects in both the frames are marked with same colored rectangle. In order to find 
the correspondence a simple strategy is followed. Few features [11] of the object de-
tected in the previous frame are stored and the features are then matched with the ob-
ject detected in the current frame. If they match, then the object detected in the current 
and the previous frame are said to be the same. Features can be color, orientation, 
speed, posture, speed, intensity or any other information that can be obtained from a 
pixel. Hence, selection of the features plays an important role in tracking an object.  
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The tracking methodologies [14] can be mainly divided into 2 types:- 
 

1. Region Based Tracking: Here, the features of the blob, detected in one image 
frame are matched to the blob detected in the other frame. If there is a match then 
the detected image is linked with the image in the previous frame.  

2. Contour Based Tracking [7]: Here, the energy of the boundary/contour of the blob 
detected in the previous frame is matched with the energy of the boundary of the 
blob detected in the current image.   

Region tracking is very efficient with stationary background and hence we are taking 
region tracking. Region tracking stores the features of whole object and matches the 
features with the features of the object in the next frame. This wastes time, instead 
most salient region method only matches the most salient region of the previous frame 
with the most salient region of the current frame. Hence, reducing the amount of time 
required to match the whole image. The most salient region tracking [8, 12] works as 
follows: 

• The initial features for color, orientation and intensity are fetched from the image 
[12].  

• From the above fetched features, the feature vector is calculated for color, orienta-
tion and intensity using center-surround method [13].  

• Once the feature map is obtained, the 3 features are weighted in order to find out 
which feature more uniquely identifies the object. Once weight is obtained, using 
their weight we get the saliency map for the detected object.  

• Finally feature weight vector is calculated for this most salient region. This feature 
weight vector is matched with the subsequent frame’s feature weight vector, if the 
match is above the threshold value then there is a match otherwise, the search area 
is doubled and the above procedure is repeated again.   

Even after doubling the search area, a match is not found then object is expected to be 
occluded by some other object or any stationary background object. 

As seen in figure1, occlusion handling is not a separate process rather it is a paral-
lel process to human tracking process. When an object is detected its centroid can eas-
ily be obtained and when a match is found between the object in the previous and the 
current frame object, we will get the centroid of the current image. From the centroids 
of these two images we will obtain following: 

• The speed (velocity) at which object is moving using the simple distance upon time 
formula as shown below 

• The direction of the motion by the tanθ formula. 

In case, the object is not found even after doubling the search area, the object can be 
said to be occluded and its next position can be predicated by the previously calcu-
lated velocity and direction of motion. In order to calculate the velocity and the direc-
tion of motion, minimum 5 frames should be processed. 
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7   Activity Analysis and Alarm Triggering 

Activity analysis is like adding intelligence to the whole process. The information 
about the detected human is sent to a program which will study its position, pose and 
motion. After analysis, in case any abnormal pose, motion or position is found then an 
alarm is triggered. 

Abnormal activity can be any action like moving into any highly secure area, mov-
ing with speed more than a limit in a secure place, any typical pose that is not normal, 
and many other actions can trigger the alarm. The list of abnormal activities varies 
from customer to customer. 

Also, alarm triggering [9] may include actually ringing alarm/bell, sending notifica-
tion to any department through e-mail or SMS, generating a report, etc. Thus, this phase 
totally deals with how you want to utilize the information that has been obtained from 
the previous phases and react on or handle abnormal activities. 

8   Conclusion 

Our proposed method of finding the speed and direction while performing most sa-
lient region tracking will help in fast and efficient occlusion handling. Also, as dis-
cussed above, in case the most salient region method is not able to find the human in 
initial search window, we just double the search window and if this fails too then the 
position of the human is predicted. This reduces the processing time in case the object 
is hidden as we are not searching whole frame instead just doubling the search area. 

9   Future Enhancement 

In this paper, we have considered static background; in future it can be enhanced for 
changing/non-static background. Here, we are making an assumption that the detected 
entity is a Human. But, we can further enhance it to classifying the detected entities 
into human and non-human entities.  
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Abstract. Adhoc networks are the networks, deployed in the areas where the 
needed infrastructure is not feasible to install. Mobile Adhoc Networks (MA-
NETs) use wireless medium in which each node acts as both data terminal and 
router without the need of any centralized control. Vehicular Adhoc Networks 
(VANETs) are subset of MANETs. The successful deployment of vehicular 
communication requires Vehicle-to-Vehicle (V2V) & Vehicle–to-Infrastructure 
(V2I) communication with security which requires confidentiality, integrity, 
availability and authenticity to improve road safety and optimize road traffic. 
The technique used for secure communication in the presence of unauthorized 
parties (adversaries) is known as cryptography. Cryptography refers to encryp-
tion in which a plaintext message is converted into a ciphertext. Encryption can 
be done with private-key or public-key.  In this paper, an algorithm based on 
private key encryption is used to make communication possible between two 
people with QualNet simulator. 

Keywords: Mobile Adhoc Networks (MANETs), Vehicular Adhoc Networks 
(VANETs), Intelligent Transport System (ITS), Security, Vehicle-to-Vehicle 
(V2V), Vehicle –to-Infrastructure (V2I).  

1   Introduction   

The process of exchange of information via some transmission media is known as 
network. VANETs are used for inter-vehicular communication considering all the se-
curity aspects required by the process of cryptography. In Safety applications, there is 
a requirement of V2V & V2I communication.  

B.Karp in 2000 [1] discussed Greedy Perimeter Stateless Routing (GPSR) scheme 
in which the default packet forwarding strategy is the greedy strategy, where the 
sender selects the closest vehicle to the destination as the next hop. If the sender can-
not find a forwarder based on the greedy strategy, it forwards the packet around the 
perimeter of the region containing itself and the destination.  
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Giuseppe Ateniese in 2005 [2] presented a new re-encryption schemes that realizes 
a stronger notion of security and demonstrated the usefulness of proxy re-encryption 
as a method of adding access control to a secure file system.  

Maxim Raya in 2006 [3] described the security problems of the emerging vehicular 
networks and it outlined the solution architecture and several of its components. Tim 
Leinmuller in 2006 [4] aimed to define a consistent & future-proof solution to the 
problem of V2V/V2I security by focusing on SEVECOM (Secure Vehicle Communi-
cation). Pandurang Kamat in 2006 [5] proposed a security framework for vehicular 
networks using Identity-Based Cryptography (IBC), that provides authentication, con-
fidentiality, message integrity, non repudiation and pseudonymity.  

Xiaonan Liu in 2007 [6] described an Intelligent Transport System (ITS) which can 
be used under the security pattern to provide the appropriate solving measures in con-
cern with the security issues of VANETs from some aspects.  

Department for Transport in 2008 [7] concluded that it had been seen from various 
studies that the number of lives lost in motor vehicle crashes worldwide every year is 
by far the highest among all the categories of accidental deaths. 

P.Caballero-Gil in 2009 [8] analyzed the features of inter-vehicle and vehicle-to-
roadside communications to propose differentiated services for node authentication, 
according to privacy and efficiency needs.  

Zuowen in 2010 [9] proposed an improved privacy-preserving mutual authentica-
tion protocol for vehicle ad hoc networks by using secure identity-based group blind 
signature, the private encryption system and the public encryption system. Surabhi 
Mahajan in 2010 [10] discussed a comparison between the two schemes that are used 
to reduce the overhead in authentication, when roaming – proxy re-encryption scheme 
and new proxy re encryption scheme. Hatem Hamad in 2010 [11] proposed a new me-
thod of message security by using the coordinates in GPS (Global Positioning Sys-
tem) service.  

Umar Farooq Minhas in 2011 [12] described an important methodology required to 
enable effective V2V communication via intelligent agents. Nizar Alsharif in 2011 
[13] explained that the reliability of position-based routing (PBR) in VANETs is en-
sured by proposing a set of plausibility checks that can mitigate the impact of PBR at-
tacks without extra hardware requirement. 

2   Security Challenges 

The necessities required to provide security in VANETs are: 
 

1. Authentication:  An authentication framework is necessary to identify and 
ensure that the participants are valid and they are whom they claim to be to 
operate securely in VANETs.       

2. Integrity: The data sent between two communicating nodes should be accu-
rate that is to protect data accuracy is security issue desirable in VANETs. 

3. Confidentiality: The major challenge is to protect data content/access from 
the third parties. 

4. Non-Repudiation: Non-Repudiation refers to somebody who possesses the 
private key corresponding to the signing certificate with reasonable certainity 
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but if the key is not properly safeguarded by the original owner, a major con-
cern can be digital forgery. 

5. Pseudonymity: The state of describing a disguised identity is Pseudonomity 
which is the major issue of concern in the security of VANETs. A holder that 
is one or more human beings are identified but don’t disclose their true 
names. 

6. Privacy: The protection of personal information of drivers within the net-
work from other nodes but extracted by authorities in case of accidents is a 
major privacy issue which is desirable for VANETs. 

7. Scalability: The ability of a network to handle growing amount of work in a 
capable manner securely is Scalability, which is the main challenge in VA-
NETs. 

8. Mobility: The nodes communicating in VANETs constantly change their lo-
cations with different directions and speeds making the network dynamic in 
nature. So, in order to make communication successful, it is challenging to 
establish security protocols. 

9. Key-Management: The key is used to encrypt and decrypt information dur-
ing communication process. When designing security protocols for networks 
like VANET, the issue of key management must be resolved. 

10. Location-verification: This is necessary to prevent many attacks and is help-
ful in data validation process. Thus to improve the security of VANETs, a 
solid method is required to verify the nodes positions. 

3   Scenario Used 

When implementing encryption, the choice of algorithm should be dictated by the 
purpose of the encryption. Private Key encryption is faster than public key encryp-
tion. However, private key encryption does not provide for digital signatures or the 
signing of information. It is also important to choose well-known and well-reviewed 
algorithms. Such algorithms are less likely to include back doors that may compro-
mise the information being protected. 

The security policy should define acceptable encryption algorithms for use within 
the VANET System. The security policy should also specify the required procedures 
for key management. In order to successfully gain access to the information transmit-
ted over the VANET, an attacker must 

 
• Capture the entire session, which means that a sniffer must be placed be-

tween the two end points at a location where all the VANET traffic must 
pass. 

• Use a substantial amount of computer power and time to brute-force the key 
and decrypt the traffic. 

• It would be much easier for an attacker to exploit vulnerability on the user’s 
computer or to steal a portable computer in an airport. Unless the informa-
tion is extremely valuable, any well-known, strong algorithm is appropriate 
for use in the VANET System. 
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Fig. 1. V2V Communication in VANET 

4   Algorithm Description 

The Algorithm used in VANET system by implementing Private Key Encryption (In 
this Algorithm i and j remain secret) in a straight road. Assume there were two Ve-
hicles V1 and V2 that need to communicate securely and thus need to agree on an  
encryption key. 

 
1. V1 and V2 agree on two large integers a and b such that 1 < a < b. 
2. V1 then chooses a random number i and computes I = ai mod b. V1 sends I 

to V2. 
3. V2 then chooses a random number j and computes J = aj mod b. V2 sends J 

to V1. 
4. V1 computes k1 = Ji mod b. 
5. V2 computes k2 = Ij mod b. 
6. We have k1 = k2 = aij mod b and thus k1 and k2 are the secret keys to use for 

the other transmission. 

5   Implementation Tool 

The performance results have been evaluated using QualNet Simulator. QualNet is 
network evaluation software, which is entirely modeled as a Finite State Machine 
(FSM) and is written purely in C++. It can run on a variety of operating systems like 
UNIX, Windows, MAC and Linux and is equipped with an extensive range of libra-
ries for simulating a variety of networks. The layered architecture of QualNet com-
prises of Application, Transport, Medium Access Control (MAC), Physical layer. A 
unique capability for accurate, efficient simulation of large-scale, heterogeneous net-
works can be provided by the following features of QualNet: 

 

• QualNet can simulate a robust set of wired and wireless networks. 
• QualNet has support for ITM (Irregular Terrain Model). 
• QualNet executes scenarios 5-10x times faster than commercial alternatives. 
• Processors addition makes execution of simulation multiples faster with 

QualNet. 
• QualNet can simulate fading with Rayleigh and Ricean methods. 
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6   Results and Discussions 

In this paper, the different results have been evaluated using QualNet simulator. The 
results shown indicate that the packet is sent between sender and receiver by using 
private key encryption algorithm. This means the same key is used for encryption and 
decryption. This leads to increase in throughput with reduce delay.  

 
Fig. 2. First packet received during transmission 

From the figure 2, we have measured the throughput of moving Vehicles commu-
nicating with each other via Access Point (A.P) already shown in figure 1. V1 Com-
municates with V2 via Access Point which leads to the calculation of the throughput 
of V1. From the Figure1, when the communication starts between AP and V2 then the 
throughput of first packet is calculated at its arrival. The first packet arrives from V1 
having Node ID 1=2.8 seconds. The simulation carried from the help of QualNet Si-
mulator and the length of Packet = 1024 Bytes. 

From the Figure 3, the throughput of Last Packet received by the AP from V1 
(called Source Node) =100 Seconds approximately is calculated. After the Packet is 
received, the Vehicle Node sends the termination signal to do end of communication 
between two Vehicles with the Base Station (AP) Node. 

 
Fig. 3. Last packet received during transmission 
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Fig. 4. Throughput observed during transmission (with private key) 

 

The figure 4 represents the Throughput of Two Nodes with AP by applying Securi-
ty Algorithm and also calculates the speed at which the two vehicles move when shar-
ing the data. The speed at which the Vehicles move was 60m/s with a packet size of 
1024 Bytes and approximately calculated value was 4200bits/s.  

 

 

Fig. 5. Average End-to-End Delay during transmission (with private key) 

The average end-to-end delay in a VANET means that the source node (V1) sends 
packet to destination Node (V2) and total average time to reach the packet to destination 
Node. In this Figure 5 the total average time was 0.007 seconds approximately. This de-
lay was due to retransmission and applying security Algorithm at 802.11 networks.  

7   Conclusion 

Security measures protect data during transmission and guarantees that the transmis-
sions of data are authentic that is data is accessible only by authorized parties. Various 
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security techniques can be applied to vehicular users in Vehicular Adhoc Networks. 
The algorithm used in the paper is private key encryption in which sender and receiv-
er communicate securely with the help of encryption key. The algorithm reduces de-
lay, increases throughput, provides authentication and higher security level in VA-
NETs. 

8   Future Work 

The algorithm discussed here leads to solution of the security problems that are en-
countered in VANET. The system is costly, so an effective cost management analysis 
of the system can be a great future research issue. Various performances of data 
transmission in VANETs can be tested by applying more encryption algorithms to 
provide more security with increased throughput and reduced delay. 
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Abstract. In MANET secure routing is an important issue because of its self 
organizing and cooperative nature, capable of autonomous operation, rapid 
changing topologies, limited physical security and limited energy resource. So 
our proposal is a new scheme which significantly differs from other available 
schemes dealing with security attacks against mobile ad hoc networks. In this 
paper, our proposed scheme, Efficient Secure Routing Protocol in MANET 
(ESRP) provides a new routing scheme based on trust, which is an integer value 
that helps to select administrator inside the network for routing. The 
comparison between our proposed protocol and parameters of ad hoc network 
shows the performance according to secure protocol. We have also 
implemented the message confidentiality and integrity in our proposed scheme. 
Our simulation result shows the robustness, reliability and trustworthiness of 
our scheme. 

Keywords: manet, ESRP, trust, administrator, digital signature, secure routing 
protocol, willingness function, olsr, secure routing. 

1   Introduction 

Mobile Ad Hoc Network (MANET) is a network consisting of a collection of nodes 
capable of communicating with each other in a self-organized and non predefined 
infrastructure. Ad Hoc networks are new paradigm of wireless communication for 
mobile hosts where node mobility causes frequent changes in topology. It has been used 
in a wide range of applications ranging from a battlefield to the user’s living room. 
Many efficient routing protocols have better network performance however they are 
more vulnerable to security threats. Ad hoc network has faced even more serious 
security problems as compared to traditional wireless networks. Several security 
solutions require a centralized server for key distribution or a secret understanding 
between communicating entities. This lack of infrastructure has posed serious threats as 
far as routing security is concerned. Secondly, the vulnerability of the nodes towards 
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physical compromise gives rise to serious internal threats within the network which 
make the issues of authentication, integrity and confidentiality even more challenging 
than conventional wireless networks. Thirdly, without support from fixed infrastructure 
it is undoubtedly arduous for people to distinguish the insider and outsider of the 
wireless network thereby difficult to tell apart the legal and illegal participants in 
wireless network. This assumption is also coupled with pre-configuration of nodes with 
encryption keys prior to joining the network. Public key cryptography with digital 
signature makes the network stronger to stand up against the attackers and secure 
communication is assured. However, due to the limitation of battery energy of mobile 
nodes, methods of prolonging the lifetime of nodes as well as the network become the 
key challenge in MANET. The performance of MANET depends on the routing scheme 
employed and the traditional routing protocols do not work efficiently in MANET. 
Developing routing protocols for  has been an extensive research area in recent years, 
and many proactive, reactive  and  hybrid  protocols  have  been  proposed  from  a 
variety  of  perspectives[1]. Section I introduces our research on the security of 
MANET. Section II describes the Working Methodology of ESRP, while section III 
explores related works in this domain. Section IV describes our proposed algorithm. In 
section V, we present the proposed packet format while section VI gives us the picture 
of the performance evaluation. Lastly, section VII deals with all future work and section 
VIII express the conclusion in relation to this domain. 

2   Working Methodology of ESRP 

Our proposed routing algorithm, ESRP (Efficient Secure Routing Protocol) is a pro-
active routing protocol inspired by OLSR [2]. In this algorithm trust has been established 
using signed acknowledgement based on asymmetric key cryptography. Key distribution 
is out of the scope of this paper and any popular key distribution methodology can be 
followed. This protocol concentrates in dispersal of packets from source to network 
through administrator. We have selected Admin node as a minimal subset of all nodes 
that can form a fully connected network. It consists of all the administrators which can 
reach out to all the neighbor nodes. This administrator node selection depends on 
symmetric link, node coverage, willingness of that node and TRUST. 

3   Related Works 

Till date many secure routing protocols have been developed like SOLSR, TAODV, 
SAODV, etc. SOLSR [3] (based on OLSR) has used symmetric key for encrypting all 
data and control packets but Trust concept has not been implemented yet. While 
TAODV [4] (based on AODV [5]) does not use any encryption technique but it uses 
the trust factor. Again when considering the case of SAODV [6], it uses public key 
cryptography and digital signature to protect RREQ & RREP messages [7]. It also 
uses hash-chain to authenticate hop-count of each message. Few secured routing 
protocols like SRP [8], FTAODV [9], Ariadne [10] and others [11], [12], [13] have 
similar kind of approaches and so are not included in this paper.  So in our protocol 
we have blended the concepts of both cryptography and trust factor to enhance the 
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security of the protocol. We are using digital signature in each acknowledgement 
packet to prevent generation of forged packet. 

4   Proposed Algorithms 

This paper outlines the mechanism for selection of administrator, based on willingness 
& trust value of a node considering more exhaustive parameters so as to keep the  
admin node count to the  minimum (as per basic OLSR) and make routing more 
secure. Our algorithm forces the same path return as traversed while sending. Only 
when absolutely necessary, admin node can switch from one node to another, 
offloading their job to the other node, increasing network runtime. The algorithms to 
maintain a secure and reliable network run in each individual node. 

First we will discuss about Admin node selection algorithm. The value of willingness 
will be derived from next algorithm and trust from algorithm given in section 4.  

4.1   Dynamic Willingness Function 

Our algorithm takes a weighted sum of battery power of a node, coverage area and 
reliability of the node while calculating willingness value.  The weighted values are 
experimentally tested and optimized. The power factor in MANET is crucial so it has 
been assigned the highest weighted value and so on. All weights are experimentally 
tested and optimized value for the scheme. 

Willingness (P, C, R) = (0.75 * P) + (0.15 * C) + (0.1 * R)                (1) 

Where, P:  power available for that node (in %) 

                    P = (current node power/rated capacity of the node)*100                    (2) 

     C: coverage (in %) 
                   C = (no of 1-hop neighbors of that node / no of 2-hop neighbors of nodes 
that want to select this node as its ADMIN)*100                        (3) 

 
     R: reliability of the node (in %) 
                   Reliability (R) is calculated from various sensor inputs regarding outside 
environment condition where R ranges from 0% to 100% depending upon the node’s 
position. R = {0% … 100%}                                        (4) 

4.2   Admin Node Selections  

This algorithm selects the administrator node which can cover most of the 2-hop 
neighbor of its selector. Selection also takes care of willingness and trust value of 
node. In case of tie, node with higher trust/power will be selected. 
 

Few Definitions 
 ADMIN(x): Admin set of node x which is running this algorithm. 
 N1(x): One hop neighbor set of node x (symmetric neighbors) 
 N2(x):  Two hop neighbor set of node x [symmetric neighbors of   nodes in 

N(x)].The two hop neighbor set N2(x) of node x does not contain any one hop 
neighbor N(x) of node x. 
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 D(x,y) : Degree of one hop neighbor node y (where y  is a member of N1(x)  -
- means y belongs to N1(x)), is defined as the number of symmetric one hop 
neighbors of node y  EXCLUDING the node x and all the symmetric one hop 
neighbors of node x,  i.e., 

                   D(x, y) = N(y) - {x} – N1(x)                                       (5) 

 W = Current willingness value of the node. [can range from 0 to 7] 

 T = Current trust value of the node. [can range from 0 to 10] 

 Trust_Threshold = Implementation dependent [we choose 2]  

Initialization 

1. Initialize Node_Trust table with default trust value 3 for each node. 
2. Initialize PATHLIST = []. 
 

Algorithm 

Step 1:  Start with an empty ADMIN(x) set. 

Step 2:  Calculate D(x, y), where y is a member of N1(x), for all nodes in N1(x)    (put 
              for all +ve sign) 

Step 3:  First select as ADMINs those nodes in N1(x) which provides the "only path"  
              to reach some of the nodes in N2(x). [Trivial case]  

Step 4:  For each node in N1(x)   
           { 

                     4.1 SELECT current node as a ADMIN as per table 1.                        

            4.2 While if some nodes still exists in N2(x) that is not covered by ADMIN(x): 

    { 

 For each node in N1(x), calculate the no. of    nodes in N2(x) which are not 
yet    covered by ADMIN(x) and are reachable through this one hop neighbor 
of x. 

     } 

 4.3 Select as a ADMIN that node of N1(x) which reaches the maximum 
number of uncovered nodes in N2(x) & refer table 1.  

  4.4 If a tie occurs, select that node as ADMIN whose    D(x,y) is greater & refer 
table 1.  

      } 

Step 5: To optimize, process each node y in ADMIN(x), one at a time, if ADMIN(x) -  
            {y} still covers all nodes in N2(x) then remove y from ADMIN(x).      

Step 6: After that Convert the link between node x and ADMIN as SYM_LINK to  
              ADMIN_LINK 

Step 7:   Exit 
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Table 

Table 1. Admin Selection in case of tie 

NODE 1: NODE 2:   

TRUST  
(T1) % 

POWER 
(P1)% 

TRUST 
 (T2)% 

POWER
(P2)% 

SELECTION 

L L L L WHEN BOTH THE NODES HAVE THE 
SAME VALUES THEN SOURCE NODE 
CAN BROADCAST THE MESSAGE TO 
THE NETWORK THROUGH EITHER OF 
THE NODES. EITHER NODE1 OR NODE2 

L L L H NODE2 

L L H L NODE2 

L L H H NODE2 

L H L L NODE1 

  

L 

  

H 

  

L 

  

H 

(IF P1>P2 THEN NODE1 ELSE NODE2) 
ELSE 
(IF P1==P2 THEN IF T1>T2 THEN NODE1 
ELSE NODE2) 

L H H L (IF P1-TH_PWR>T2-TH_TR & T1-TH_TR > 
P2-TH_PWR THEN NODE1) ELSE 
(IF T2-TH_TR>P1-TH_PWR & P2-TH_PWR > 
T1-TH_TR THEN NODE2) 

L H H H NODE2 

H L L L NODE1 

H L L H (IF P1>P2 THEN NODE1 ELSE NODE2) 

H L H L (IF T1>T2 & P1-TH_PWR>P2_TH_PWR 
THEN NODE1)  ELSE 

(IF T2>T1 & P2-TH_PWR>P1_TH_PWR 
THEN NODE2) ELSE 

 

H L H H NODE2 

H H L L NODE1 

H H L H NODE1 

H H H L NODE1 

H H H H ( IF P1>P2 THEN NODE1 ELSE NODE2 ) 

4.3    Digital Signature and Trust Value Calculation 

Sender Node’s Job 
 
Step 1: Encrypt the message with Public Key of destination  
             ENC_MSGENCRYPT (PlainText_MSG) 
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Step 2: Calculate HASH VALUE for ENC_MSG 
             HASH_VAL  HASH (ENC_MSG) 
Step 3: Create a entry for PATHLIST table with following data: 
           < HASH_VAL, DEST_NODE_ID > 
Step 4: Set a TIMER for this entry with timeout value T.  
             [Value of T is implementation dependent] 
 
Original Message 
 
If the Node is Intermediate Node 
 
Step 1:      Receive the encrypted message. 
Step 2:      Append next Hop ID to the variable Path. 
Step 3:      Update the packet size to reflect the modified Path. 
Step 4.1:   Calculate: HASHVALHASH (MSG.ENC_MSG) 
Step 4.2:   Store the following entry in PATHLIST table: 

              <HASHVAL, DEST_NODE_ID +MSG.PATH>  
Step 5:       Set TIMER with T sec Timeout for this entry. 
Step 6:       Forward the updated encrypted message. 
 
If the Node is Intended Receiver Node (DEST) 
 
Step 1: Extract PATH from received message: 
             PATH  MSG.PATH 
Step 2: Extract message: 
             MSGDECRYPT (MSG.ENC_MSG) 
Step 3: Create a HASH value for ACK message generation: 

         HASHVAL_CHASH (MSG.ENC_MSG) 
Step 4: Sign the ACK message: 

         SIGN ENCRYPT (HASHVAL_C, PVT_KEY_DEST) 
Step 5: Transmit the ACK message with SIGN to Previous  
              Node found in PATH. 
 
For Acknowledge Message. 
 
Step 1: Receive the ACK packet. 
Step 2: Extract the encrypted hash value. 

         HASHVAL_RACK.ENC_HASH  
         [Where ACK.ENC_HASH = ENC (HASH (ENC_MSG), PRK_DEST))] 

Step 3: Find entry in PATHLIST with HASHVAL_R  
Step 4.1: If entry found 

i) Extract stored path 
E_PATH Entry.PATH 

ii) If 
the last node in E_PATH is Sender Node of this ACK packet  
then 
 increase TRUST of Sender Node by 1. 
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Else 
decrease TRUST of Sender Node by 1 and discard the packet.  
Remove this entry from PATHLIST. 
Round off TRUST to within 0 to 10. 
GOTO Step 5 

iii) Update the E_PATH of ACK packet by removing the Sender Node 
ID. 
Remove this entry from PATHLIST. 

iv) Forward the ACK message to the previous hop in E_PATH. 
 

Step 4.2: If entry not found decrease TRUST of Sender node 
                  by 1(round off within 0 to 10) and discard the    
                  packet. 
                  Remove this entry from PATHLIST. 
                  GOTO Step 5 
 
Step 5:       Done. 
 
On expiration of time out for particular entry in path list 
 
Step 1: Extract path from Time out entry: 
             PATH_T  Timeout_Entry.PATH 
Step 2: Decrease TRUST value for last node in PATH_T by 1unit 
Step 3: Remove the entry from PATHLIST table. 

5   Packet Format 

 
 

Fig. 1. Message Packet Format 
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As multiple packet are piggybacked (as in OLSR) into a single packet, each message 
part will contain its own path and separate encrypted message content. All message 
type except HELLO_MESSAGE will be encrypted with destination node’s public 
key. Scheme & Algorithm field is used to send ATSR specific data. In each hop, 
Message Path field is updated to add the current hop address. Accordingly, Message 
Size & Packet Length is updated. For ACK packet (Message Type = ACK), Message 
Path is omitted for ACK packet. Instead of Encrypted Message part, following is 
send: 

 

 
 

Fig. 2. ACK packet format 

6   Performance Evaluation 

6.1   Admin Node Selections 

We used OLSR protocol implementation from Niigata University for Glomosim.  
[14], [15]. 

Table 2. Simulation parameters 

Parameter Value 
Terrain Dimension (600x500) sq. meter 

Simulation Time 500 minutes 
Channel Noisy 
Noise Figure 10 dB 
Radio Frequency 2.4 Ghz 
Radio Receive Threshold -65.046 dBm 
Radio Transmit Power 22.5 dBm 
Node Placement Random 
Mobility Speed 0-10 m/s 
MAC Protocol 802.11 
MAC Propagation Delay 1000 ns 
Bandwidth 11 Mbps 
Routing Protocol OLSR, ESRP, SAODV
Number of Interface per 
node 2 

Rated Battery Power
(each node) 1500 mAh 

Data Packet Type FTP, CBR
Data Packet Size 2044 byte 
Cryptographic  algorithm RSA (512 bit)
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To simulate the proposed algorithm we used Glomosim 2.03 network simulator 
[14]. Glomosim can simulate both wired and wireless network with layered TCP/IP 
stack with model based on noisy & noiseless channel with MAC protocol 
802.11/CSMA/MACA/TSMA and various network, transport & application layer 
protocols. Glomosim is written using PARSEC language [16], a C derivative for large 
scale parallel simulation. 

6.2   Energy Consumption Model 

We are using IEEE 802.11b (DSSS modulation) as MAC protocol. The transceiver 
uses energy both to transmit and to listen for incoming packet. It also consumes energy 
in idle state. Let, the energy needed to transmit a packet Et for duration tt and to receive 
a packet Er for duration tr .Also assume it waits for ti consuming energy Ei . Then total 
energy consumed by that node will be approximately: 

Ec =Et * tt + Er * tr + Ei * ti    (6) 

We assumed each node will use 5V DC battery with rated capacity of 1500 mAh. 
Transmission energy consumed will depend on radio signal strength of transmission; 
here we assumed 22.5 dBm; which approximately translate into 177.83 mW.   

A = 
V

W
                   (7) 

From equation (7) we get, A= 35.57 mA for V=5V DC. If we draw the same amount of 
current, using 1500 mAh battery, we’ll get approximately 42 hour of runtime before 
the battery dies. Adding Idle and receiver power we’ll get less than that.  

6.3   Simulation Results 

We have made a comparative study between OLSR, SAODV and our protocol ESRP. 
We carried out the result is based on the simulated data, the ACK being sent and 
frequency of data transfer. First we evaluate number of admin in the network by both 
protocols variant as a function of number of nodes. Maximum numbers of nodes were 
set to 50.  Also to simulate attack vector, we configured Glomosim in such a way that 
20% of those nodes will randomly drop packet or delay the delivery to next hop. 

Simulation results are illustrated in following figures: 
 

 
 

Fig. 3. ADMIN Count  
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Here we can’t see much difference in average ADMIN count over basic OLSR 
protocol. We can also see that number of ADMIN count has increased slightly when 
numbers of nodes were 20, 40 & 50. This increase in ADMIN count is due to shift in 
responsibility as the node’s willingness & trust changes with time. Significant increase 
in ADMIN count adversely decreases network performance. But here the count has 
increased only slightly. SAODV does not use ADMIN concept. 

But increase in ADMIN count will affect radio layer packet collision, as depicted in 
figure 4: 

 

 

Fig. 4. Average Collision 

We can see the collision in fact has increased, but only slightly as the increase of 
ADMIN count was not so drastic. This increase was due to reselection of ADMIN and 
subsequent topology message being broadcasted internally. It also increases due to 
sending and receiving of acknowledgement packets. For SAODV, the increase in 
collision is due to frequent route request-reply in each transmission. Collision increases 
with network density as more and more nodes are trying to compete for radio 
frequency. Using 802.11b reduced collision due to deliberate use of collision 
avoidance scheme (such as RTS/CTS) built into radio layer protocol itself. Also we 
saw a slight change in throughput in the protocol. SAODV’s performance was poor as 
compared to OLSR & ESRP. [Depicted in following figure]: 

 

 
 

Fig. 5. Average Throughput 
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With 11 Mbps network bandwidth and multiple FTP and CBR data transfer, we saw 
average throughput stayed around 27 kbps. Actually the average throughput increases 
in the case of successful data transfer. Implementation of security helps us to avoid 
retransmission of packets as well as data packet flooding. We also found that end-to-
end delay also increased with our proposed protocol compared to stock OLSR: 

 

 

Fig. 6. Average End-To-End Delay 

Compared to ESRP, SAODV has increased end-to-end delay; we suspect it is due to 
transmission through suboptimal path. End-To-End delay increases for encrypting each 
message though the transmission of every packet is secured. Then ACK transmission 
and encryption of messages also increases the end to end delay considerably. 

We are trying to demonstrate that our protocol does not adversely affect the network 
performance compared to the existent solutions. Our protocol is quite robust as it 
protects from data and control traffic attacks. 

7   Future Work 

We have already implemented trust factor in ESRP using signed acknowledgement 
which has enhanced the security of the routing protocol. We have also been able to 
mitigate black hole, gray hole, forged ACK, snooping attacks using this protocol. We 
have also implemented parameterized willingness function in ESRP. Now our next 
future goal is to mitigate as many routing attacks as possible by simulating each of 
those attacks individually. 

8   Conclusion 

Our secure ESRP which is inspired from OLSR may not be energy efficient but is 
quite secure for end to end communication as compared to other routing protocols. In 
this paper Administrator and trust based routing has been proposed. This novel feature 
allows us to forward the data packets to the destination and by receiving the 
acknowledgement it verifies the validity of the nodes in the route. The performance  
of this routing algorithm in comparison to OLSR has improved. The security 
implementation has also protected the network from internal and external threats. 
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Abstract. This research aims to identify the security threats in on-demand routing 
protocol, AODV for Ad-hoc network. In this context we have extended the AODV 
protocol with trust and recommendation to secure the network. In AODV, estab-
lishment of routing path depends on the faster route request and route reply packets. 
Rushing attacker exploits such faster traversal activities to attack the network. 
Firstly, rushing attackers are identified based on their misbehavior in comparison to 
other nodes of the network. Furthermore, trust value is assigned to the misbehaving 
node and the same is augmented with other aspects of trust like dependency pattern, 
context, previous history and dynamicity. Finally, based on threshold value of trust, 
trust evaluating node takes the decision to include or not to include the trustee node 
in routing path depending on the final trust value. To facilitate the trust computation 
and decision of our trust model, AODV is enhanced with different functional mod-
ules: Node Manager, Trust Module and Decision Manager. Lastly, AODV secures 
the routing path by isolating the rushing attacker, based on their trust value. Our 
analysis and simulation results show the effectiveness of our proposal against rush-
ing attack. 

Keywords: AODV, rushing attack, trustor, trustee, direct trust, indirect trust. 

1   Introduction 

In existing on-demand routing protocol AODV [9], a source node requiring commu-
nication to a destination node, broadcasts route request packet (RREQ), to find a 
communication route to that destination. Network is flooded with RREQ. To limit the 
overhead of such flooding, each node typically forwards only one RREQ that arrives 
first from each route discovery. Rushing attack [10] exploits this mechanism of the 
route discovery process. A rushing attacker forwards RREQ more quickly than legi-
timate nodes to increase the probability of discovering routes including itself. When a 
node receives rushed RREQ from the attacker, it broadcasts this first received RREQ 
and discards late arriving legitimate RREQs.  As a result, AODV is unable to discover 
data delivery route without attacker. 

To prevent this rushing attack, we incorporated trust concept in AODV, and pro-
posed Context Aware Trusted AODV against Rushing attack (CAT-AODV-R). In our 
work, trust is represented as a level of one node’s expectations about responsiveness of 
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another node and trust value varies in-between zero and one. Depending on trust, a 
binary relationship [2], which denotes belief-disbelief decision, is established between 
two interacting nodes. One node’s trust evaluation is not restricted to direct expecta-
tions. It is extended to the combined effect of direct and indirect trusts under timing 
constraints and relevant contexts for more precision. Direct trust is evaluated by direct 
monitoring and indirect trust is considered as recommendations and notifications. Con-
sidering all current and old values of direct and indirect trusts in accordance to their 
contributing factors, final trust is evaluated for trustee at current time instant. Trust 
evaluating node is called current trustor (CT) and the node whose trust is evaluated by 
CT is called current trustee (TE). Using proposed TOR (Trusted On-demand Routing) 
model, final trust value is computed by CT, based on the context of MAC and/or 
routing layer delay, or on the context of using grater transmission range of communica-
tion. If TE is detected as rushing attacker by its CT, on the basis of computed trust 
value, CT does not consider malicious TE forwarded RREQ and discards it. As a con-
sequence, rushing attacker is avoided and data delivery path become secured. 

In the section 2, the status of the considered domain is presented and the rushing 
attack is discussed in section 3. In section 4, TOR model architecture is explained. In 
section 5, functionalities of CAT-AODV-R are discussed on the basis of trust compu-
tation of underlying TOR model. Simulation results of our experiments are presented 
in section 6. Section 7 includes the conclusion part. 

2   Related Work 

Trust becomes a popular approach to provide security in a distributed way for ad-hoc 
networks. Trust concept is proposed in different ways and in different aspects. In [7] , 
a trust monitoring architecture called TrAM (Trust Architecture for Monitoring), 
monitors trustworthiness of service users at run-time depending on trust rules and 
calculation mechanism for preventing occurrences of unwanted events. A system [4], 
based on path reputation and trust value, is proposed to enhances network throughput 
and reliability of discovered route. Here, trust value is incremented and decremented 
according to positive and negative observations, respectively. An integrated trust 
management model [8] is introduced to select trustworthy service by quantification of 
trust on platform of context-aware service. This model, addresses a basic set of trust 
aspects related to identity provisioning, privacy enforcement, and context provision-
ing activities. 

Using trust concept AODV is secured by many proposed approaches. Trust-based 
SAODV [3] is proposed on the basis of intrusion detection mechanism (IDM) and 
trust-based mechanism (TBM) to penalize selfish nodes in AODV. In [1], a modified 
version of AODV is proposed on the basis of node trust and route trust to secure 
AODV. This work supports continuous node performance evaluation and neighbor 
node’s recommendations collection. In [6], implicit trust relations between nodes are 
used to differentiate between trustworthy nodes from malicious nodes in AODV. 
Here, implicit trust relations of  AODV are formalized. Based on these relations, each 
node is able to reason out the actions performed by its neighbors and deduces infor-
mation about their knowledge. Finally, deduced information is used to supervise the 
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behavior of neighbor and to detect malicious nodes. In [5], a trust-based framework is 
proposed for improving security and robustness of AODV. This mechanism is based 
on incentives and penalties depending on the behavior of network nodes. 

3   Rushing Attack in AODV 

Rushing attacker sends RREQ quickly to target node in comparison to other legiti-
mate sender node. AODV protocol considers this first arriving rushed RREQ and 
discards late arriving legitimate RREQs. Rushing attackers send RREQ more quickly 
by ignoring MAC and/or routing layer delay, or by using higher transmission range. 
 

 

Fig. 1. Rushing attacker ignores routing or MAC layer delays 

On-demand routing protocols are imposed by MAC and/or routing layer delays for 
collision avoidance among the routing packets. Rushing attacker ignores these delays 
to achieve faster transmission of RREQ. In Fig. 1, node R1 is rushing attacker which 
sends RREQ more quickly to target node 2, in comparison to node 1, by ignoring 
delays. As a result, node 2 considers first received R1 forwarded rushed RREQ for 
route discovery and discards node 1 forwarded and late arriving legitimate RREQ. 
 

 

Fig. 2. Rushing attacker using higher transmission range  

Another type of rushing attacker sends rushed RREQ to target node using higher 
transmission range. In Fig. 2, node R2 (rushing attacker) is using higher transmission 
range in comparison to node 1, for sending RREQ more quickly to target node 3. 
Node 3 considers R2 forwarded rushed RREQ for route discovery and discards lately 
received legitimate RREQ that reached form node 1 via node 2. But to establish the 
routing path, when RREP packet from node D will reach node 3, it can’t be forwarded 
to R2 since of shorter transmission range of node 3. As a consequence, node S will not 
get RREP packet and no route will be discovered between S and D. 
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4   Trusted On-Demand Routing (TOR) Model 

In this work, AODV is extended with TOR model to establish secure routing path 
between source and destination by avoiding malicious nodes. The following section 
describes the structural and functional components of the model. TOR model (Fig. 3) 
consists of three functional modules (Node Manager, Trust Module and Decision 
Manager) along with the on-demand routing protocol, AODV. 

 

Fig. 3. TOR Model 

4.1   Node Manager 

On receipt of AODV specified RREQ, RREP and TSB_Events, CT’s Node Manager 
sends TC_Events to Trust Module for computing trust value for TE. On the other 
hand, based on received decision (based on trust value) from Decision Manager, Node 
Manager either considers TE in the route discovery (case of belief decision) or avoids 
TE (case of disbelief decision). It also broadcasts the computed final trust value as 
notification to other nodes. When a node receives this notification, it sends the value 
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to Trust Module for storing in Final Trust Repository. When CT requires recommen-
dation about TE, Node Manager of recommender sends recommendation to CT’s 
Node Manager.  

4.2   Trust Module 

Trust Module of TOR model is responsible for trust value computation of TE. Trust 
Module consists of Trust Engine, Direct Trust Manager and Indirect Trust Manager 
for computing different levels of trust values which are stored in respective reposito-
ries. Trust Module sends the computed final trust to decision Manager for taking be-
lief-disbelief decision. Context Analyzer of Trust Module analyzes the contexts of 
incoming recommendations and trust notifications. Trust Module also has Event Ana-
lyzer for analyzing input events and Notifier for notifying output events. On the other 
hand, Trust Module sends recommendation from the Final Trust Repository and also 
stores the incoming notified final trust value for a TE. 

4.3   Decision Manager 

On the basis of received trust value from Trust Module, Decision Manager takes  
either belief or disbelief decision for TE. If the computed trust value is greater than 
0.5, it takes belief decision otherwise it takes disbelief decision (Fig. 4). It sends this 
decision to Node Manager for considering or not considering TE in route discovery. It 
also forwards the received final trust value to Node Manager for notifying other nodes 
in the network. 

 

Fig. 4. Belief-disbelief graph 

5   CAT-AODV-R: Context-Aware Trusted AODV  
against Rushing Attack 

In CAT-AODV-R, context (C) is classified into context-1 and context-2, and on these 
considered contexts two types of misbehaviors (misbehavior-1, misbehavior-2) of 
rushing attacker is defined.  

Context-1 (C1): C1 is defined with respect to ignorance of routing layer delay 
and/or MAC layer delay. 

Context-2 (C2): C2 is defined with respect to usage of higher transmission range of 
a node in comparison to other nodes of the network. 
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Misbehavior-1 (M1): Based on C1, if a particular node sends rushed RREQ pack-
ets by ignoring MAC and/or routing layer delays, this behavior is considered as M1. 

Misbehavior-2 (M2): Based on C2, if a particular node sends rushed RREQ using 
higher transmission range, this behavior is considered as M2. 

In CAT-AODV-R, every node broadcasts RQres packet (response packet of 
RREQ). In Fig. 5, when TE receives RREQ, it broadcasts RQres and after receiving 
it, CT considers RQres receiving time for direct evaluation of TE. After necessary 
processing TE broadcasts RREQ and after receiving it, CT considers RREQ receiving 
time for direct evaluation. Next, CT broadcasts RQres in response of received RREQ. 
Against RQres, TS_Events are collected for direct trust evaluation, and also recom-
mendations are collected for indirect trust evaluation. 

 

Fig. 5. Packet transfer sequence diagram 

CAT-AODV-R deals with following set of symbols: 
• TPacket:  (time taken for packet transmission and reception) + (packet travel 

time) + (MAC and routing layer delays) + (queuing time at receiver node). 
Here, Packet stands for RREQ / RQres / RRQres / recommendation packet.  

• TPi   :   Processing time, where i = 1, 2,…. different levels of processing. 
• TConst-j: Different constant times for network. Where j = 1,2,…  . 

 

Fig. 6. Trust Chain 
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In this work, CT evaluates final trust of TE depending on different level of trusts. 
Inter-dependencies among trust levels are shown in Fig. 6. In symbolic representation 
[XTY], T denotes trust of X on Y. Here C1, C2 and C are the contexts of computation; 
and tcur or told are time instants at which respective trust values are computed.  

CAT-AODV-R computes trust in phases. These are concerned with initiation, 
computation, decision and reaction phases. Phase-1 is for initiating Direct and Indirect 
Trust Manager to compute final direct trust and final indirect trust respectively. Con-
sidering phase-2, phase-3 and phase-4, final direct and indirect trust is computed in 
phase-5. In phase-6, current trust is computed by Trust Engine depending on final 
direct and indirect trust. Based on current trust and collaborative old self evaluated 
final trust, Trust Engine computes the final trust in this phase. Finally, on the basis of 
computed final trust, belief or disbelief decision is taken for TE in phase-7. Based on 
belief-disbelief decision, CAT-AODV-R avoids rushing attacker, and secures the 
route discovery. 

5.1   Phase-1: Initiating Direct and Indirect Trust Manager 

After receiving RREQ, TE broadcasts RQres and CT receives this RQres at time 
T1(TE). Next, after necessary processing, TE broadcast the received RREQ and CT 
receives it at time T2(TE). CT’s Node Manager sends T1(TE) and T2(TE) as 
TC_Events to Trust Engine via Event Analyzer. Then Trust Engine initiates Direct 
Trust Manager by sending T1(TE) and T2(TE), for computing [CTTC1

TE]tcurD. On  
the other hand, Trust Engine fetches stored notified trust values from Final Trust  
Repository and initiates Indirect Trust Manager by sending these fetched values for 
computing [CTTC

TE]toldN. 

5.2   Phase-2: [CTTC1
TE]tcurD and [CTTC

TE]toldN Computation 

After receiving initial TC_Events (T1(TE) and T2(TE)) from Trust Engine, CT’s  
Direct Trust Manager calculates T(TE). Here, TE = ( T2(TE) – T1(TE) ). Direct Trust 
Manager compares T(TE) with specific threshold time α. Here, α = (TRREQ + TP1 + 
TConst-1) where, TP1 and TConst-1 are constant for the network. For α, the time TRREQ is 
the specified standard time, concerned with legitimate TE forwarded legitimate 
RREQ to CT. If T(TE) < α, Misbehavior M1 of TE is identified based on context C1. 
On the basis of M1 identification, CT’s Direct Trust Manager assigns [CTTC1

TE]tcurD 
for TE as per equation (1). 
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Lemma 1. For T(TE) < α, [CTTC1

TE]tcurD = 0.1 . 
 
Proof: Here, T(TE) = ( T2(TE) – T1(TE) ) = (TRREQ + TP1+ TConst-1). For T(TE), the 
time TRREQ is concerned with TE forwarded RREQ to CT. If T(TE) < α, it implies that 
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TRREQ  is taking less time than standard time, specified for legitimate TE forwarded 
legitimate RREQ to CT, since TP1 and TConst-1 are constant for the considered  net-
work. It implies that, TE is forwarding rushed RREQ to CT ignoring MAC and/or 
routing layer delays. As a consequence, CT’s Direct Trust Manager identifies misbe-
havior-1 of TE on the basis of context-1 and therefore [CTTC1

TE]tcurD = 0.1 as the case 
of disbelief.   

On the other hand, after receiving stored notified trust values ([TiC
TE]told, where 

i=1,2…n; n=total numbers of old notified trust values ) from Trust Engine, CT’s Indi-
rect Trust Manager computes [CTTC

TE]toldN for TE as per equation (2). Here  e-(told-t0) is 
time decaying function, where t0 is initial time and told is the old specified time at 
which received notified trust value is computed. 

}tte]t[Ti{
n

N]tT[
n

i

)(

old
C
TEold

C
TECT

oold
=

−−××=
1

1
 (2)

Next, Indirect Trust Manager and Direct Trust Manager send recommendations re-
quest (O[rec-req]) and request of  input for direct evaluation (O[Di-req]) respectively 
to Node Manager via Notifier. Against O[rec-req] and O[Di-req], CT’s Node Manag-
er broadcasts RQres packet after initializing time to zero. Against RQres, CT not only 
collects recommendations from recommenders for indirect evaluation, but also col-
lects response packet of RQres i.e. RRQres from TE for direct evaluation.  

5.3   Phase-3:  2nd Time Initiation of Direct and Indirect Trust Manager  

After broadcasting RQres at time instant zero, CT waits for RRQres till time (TRQres + 
TP2 + TRRQres + TConst-2). Here, TRQres is concerned with CT forwarded RQres to TE, 
and TRRRQres is concerned with TE forwarded RRQres to CT. TP2 is the time taken for 
processing at TE after receiving RQres from CT and before sending RRQres to CT. In 
response to RQres, if CT does not get back RRQres from TE within specified time, 
CT’s Node Manager sends Nack[RRQres] as TC_Events to Direct Trust Manager via 
Event Analyzer and Trust Engine, otherwise sends Ack[RRQres], for computing 
[CTTC2

TE]tcurD.  
As well as, in response to RQres, CT gets recommendations about TE from  

Recommenders. CT’s Node Manager sends these recommendations as TC_Events to 
Context Analyzer via Event Analyzer. If the contexts of incoming recommendations 
are in valid context set C ( set of C1 and C2), Context Analyzer sends these recom-
mendations to Indirect Trust Manager, for computing [CTTC

TE]tcurR.  

5.4   Phase-4: [CTTC2
TE]tcurD and [CTTC

TE]tcurR Computation  

If CT’s Direct Trust Manager receives Nack[RRQres], it understands that CT did not 
receive RRQres in response of RQres, within specified time, since of CT’s smaller 
transmission range.  In this case, CT’s Direct Trust Manager identifies Misbehavior 
M2 of TE on the basis of context C2, and it disbelieves TE. Based on M2 identifica-
tion, CT’s Direct Trust Manager assigns the value of [CTTC2

TE]tcurD for TE as per  
equation (3).  



 Trust Oriented Secured AODV Routing Protocol against Rushing Attack 785 







=

=

=

)( 90

)(   10
2

2

2

belief  ;         .D]tTres],   [ForAck[RRQ

disbelief;   .D]tT[RQres],   For Nack[R

RQres] }res],Ack[R{ Nack[RRQf

cur
C

TECT

cur
C

TECT  (3)

Lemma 2. For Nack[RRQres], [CTTC2
TE]tcurD = 0.1.  

 
Proof: If, Direct Trust Manager receives Nack[RRQres], it implies that CT did not 
receive RRQres from TE within specified time (TRQres + TP2 + TRRQres + TConst-2). In 
this case, TE forwarded packet reaches CT (CT receives TE forwarded RREQ) but 
CT forwarded packet could not reach TE because of CT’s smaller transmission range 
than TE. That means TE is forwarding rushed RREQ packet to CT using higher 
transmission range. As a consequence, CT’s Direct Trust Manager identifies misbe-
havior-2 of TE on the basis of context-2 and therefore [CTTC2

TE]tcurD = 0.1 as the case 
of disbelief.               
 
On the other hand, based on received recommendations (R[TRiT

C
TE]t, where TRi is ith 

recommender and i=1,2,…n; n=total number of recommendations), Indirect Trust 
Manager computes [CTTC

TE]tcurR for TE as per equation (4). Here, [CTTC
TRi]t is CT’s 

trust for TRi , and e-(t-t0) is time decaying function. The time: t is computing time 
instant. 
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5.5   Phase-5: [CTTC
TE]tcurD and [CTTC

TE]tcurI Computation 

CT’s Direct Trust Manager computes [CTTC
TE]tcurD for TE as per equation (5), and 

stores it in Direct Trust Repository. Then it sends storing acknowledgement of 
[CTTC

TE]tcurD to Trust Engine. 

} )1( {}  { 2
1

1
1 D]tT[WD]tT[WD]tT[ cur

C
TECTcur

C
TECTcur

C
TECT ×−+×=  (5)

If misbehavior M1 is identified in context C1 and misbehavior M2 in context C2 is 
not identified, value of W1 is 0.9. If misbehavior M2 in context C2 is identified and 
misbehavior M1 in context of C1 is not identified, value of W1 is 0.1. On the other 
hand, if both M1 and M2 are identified or both are not identified in contexts C1 and 
C2 respectively, W1 is of value 0.5. 
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On the other hand, Indirect Trust Manager computes [CTTC
TE]tcurI for TE as per  

equation (6), and store it in Indirect Trust Repository. Then it sends the storing  
acknowledgement of [CTTC

TE]tcurI to Trust Engine. 

N}]tT[.{R}]tT[.{I]tT[ old
C

TECNcur
C

TECNcur
C

TECT ×+×= 5050  (6)

5.6   Phase-6: [CTTC
TE]tcurT, [CTTC

TE]toldS and [CTTC
TE]tcurFT Computation 

After getting storage acknowledgement of Direct trust and Indirect trust into their 
respective repository, CT’s Trust Engine fetches [CTTC

TE]tcurD  and [CTTC
TE]tcurI from 

Direct Trust Repository and Indirect Trust Repository respectively. Then Trust En-
gine computes [CTTC

TE]tcurT for TE with the help of retrieved [CTTC
TE]tcurD and 

[CTTC
TE]tcurI as per equation (7).  
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Then Trust Engine retrieves old self evaluated final trust values( [CTTiC
TE]toldFT, 

where i=1,2,…n ; n=total numbers of old self computed values ) from Final Trust 
Repository. Next, it computes [CTTC

TE]toldS for TE as per equation (8).  
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Finally, Trust Engine computes [CTTC
TE]tcurFT for TE,  with the help of [CTTC

TE]tcurT 
and [CTTC

TE]toldS for TE as per equation (9).  
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Trust Engine stores this Final [CTTC
TE]tcurFT in Final Trust Repository, and sends it to 

Decision Manager for taking belief-disbelief decision. 

5.7   Phase-7: Decision and Reaction 

If CT’s Decision Manager receives [CTTC
TE]tcurFT, having value greater than 0.5, it 

takes belief decision for TE, otherwise it takes disbelief decision. Decision Manager 
sends the final trust value and decision to Node Manager. If CT’s Node Manager 
receives belief decision, it broadcasts TE forwarded RREQ, and if it receives disbelief 
decision, it avoids TE by discarding the TE forwarded RREQ. Finally, CT’s Node 
Manager notifies final trust value. 

If CT believes TE and broadcasts TE forwarded RREQ, CT appends the IP address 
of TE in RREQ. If CT discards a TE forwarded RREQ, CT stores a tag which indi-
cates TE as malicious RREQ sender. Next, when a RREQ of same route discovery 
reaches to that CT with appended IP address of CT evaluated malicious TE, CT dis-
card that RREQ immediately. 

When destination node receives RREQ, it evaluates the trust of the RREQ sender 
node (destination is CT and RREQ sender node is TE) by the same process. 
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6   Simulation Result 

We conducted simulation experiments to evaluate the performance of the proposed 
routing algorithm CAT-AODV-R, in presence of rushing attacker which behaves 
according to Misbehavior-1 (M1) or Misbehavior-2 (M2). Our CAT-AODV-R is also 
compared with existing routing algorithm, AODV.  The traffic type is CBR. Here 
considered network is over a 1000m×1000m terrain. Fig. 7 shows that CAT-AODV-R 
detects rushing attacker efficiently as the detection rate is efficient, with respect to 
network of 100 nodes. Detection rate denotes the rate of detection of rushing attacker 
among all rushing attackers present in network. Fig. 8 shows that legitimate RREQ 
success rate in CAT-AODV-R is much higher than AODV, with respect to network of 
50 nodes. Legitimate RREQ success rate denotes the win of legitimate RREQ against 
rushed RREQ. Presented results are evaluated with 100 simulation runs. 

 

Fig. 7. Detection rate vs. numbers of rushing attackers 

 

 

Fig. 8. Legitimate RREQ success vs. numbers of rushing attackers 
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7   Conclusion 

CAT-AODV-R protocol for ad hoc network has been presented. We proposed a new 
solution using trust concept, against the rushing attack problem for existing on de-
mand routing protocol AODV, in ad hoc networks. With the help of proposed trust 
model, all CAT-AODV-R supported nodes cooperate together to detect and avoid 
misbehavior-1 (M1) and/or misbehavior-2 (M2) behaving rushing attacker nodes in a 
more reliable fashion. Our detection-avoidance scheme detects the misbehaving rush-
ing attacker nodes and isolates them from the active data forwarding and routing on 
the basis of belief-disbelief decision which comes from evaluated trust value. More 
research into this novel mechanism for secure routing is necessary. For further re-
search, we are working on improving the proposed trust model, which may provide 
solutions against other attacks in ad-hoc network.  
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Abstract. Pastry is one of the most popular DHT overlay used in var-
ious distributed applications, because of its scalability, efficiency and
reliability. On the other hand, Pastry is not resistant against the more
generous attacks include Sybil attack, Eclipse attack etc. In this paper,
we propose SEPastry (security enhanced pastry) to heighten the security
features of Pastry without using any computational cryptographic prim-
itives. SEPastry is found to be resistant against various forms of node-id
attacks like Sybil attack, Eclipse attack, etc..

Keywords: Structured p2p, Pastry, Security, node-id attack.

1 Introduction

Structured Peer to Peer (P2P) systems are the distributed hash table (DHT),
which provides an efficient decentralized look up facilities. P2P network services
are characterized by features like high scalability and efficiency, well capable
of handling random node failures. Mostly structured P2P is used in various
distributed network applications. Sharing of file, audio, video, mails, document
and electronic commerce are the widely used distributed application. Security
concern rises with the increase of the connectivity and sharing.

In structured systems peers and keys of content objects are identified by us-
ing a set of IDs. DHT provides a self organizing substrate for large scale P2P
applications. Structured overlays guarantee that the number of hops required
to reach any node in the network is upper-bounded by O(logN) where N is
the number of participating nodes [9]. Additionally there is the guarantee that
a document if present in the network will definitely be reached. P2P network
uses distributed hash table (DHT) to establish an association among peers and
resources. Structured overlays allow applications to locate any object in a prob-
abilistically bounded, small number of network hops, while requiring per-node
routing tables with only a small number of entries. There are various structured
peer to peer overlay architectures such as Chord, Pastry, CAN, etc. impose a
specific linkage structure between nodes, Pastry posses huge potential to build
self organizing applications to today′ s programmers. Pastry provides scalability
with a low management overhead, reliability and are theoretically able to find
data in O(log n) steps [1]. Applications like SCRIBE, PAST have been built on
top of pastry because of its inherent advantages. SCRIBE [2] is used for group
communication and event notification while PAST [11] is a peer to peer archival
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storage utility implemented using Pastry. The popularity of pastry, in real world
distributed application is rapidly increasing. However, to make it more accept-
able, the security of Pastry needs to be heightened.

In a Pastry network a node is randomly assigned a nodeId, given a message and
numeric key, the node routes the message to a nodeId numerically closest to the
key. While routing a given message the node first checks the leafset. The leafset
of node i contains the L/2 nodes numerically greater closest to node i and the L/2
nodes numerically smaller closest to node i. If the given key falls within it then
the message reaches its destination in one hop else refers to the routing table.
The nodeId of the network can be harnessed by attackers to induce malicious
behaviour in the network. Tampering the nodeId in the Pastry networks gives rise
to several security issues in the network. In this paper we propose a mechanism
named Security Enhanced Pastry (SEPastry), to secure Pastry from the most
generous attack called nodeId attack. At any instant of time a node attached
to the internet may wish to join the existing the overlay network for obtaining
services or can even leave the P2P network. The protocol design aims to mitigate
the threat of joining of bogus node. The attractive feature of this scheme is that
it disallows the non-registered nodes to join into the network without involving
any computational complex cryptographic mechanisms.

The paper is organized as follows. The related work is elucidated in Section 2.
The SEPastry protocol to secure the node Id and node joining process has been
revealed in Section 3. Section 4 illustrates the security analysis of the protocol.
A brief comparison with other protocols is presented in Section 5 and concluded
in Section 6.

2 Related Work

Exploitation of nodeId in structured P2P network is possible in various ways.By
taking advantage of this fact attackers induce hazardous impact on the working
of network protocol. Effort to secure structured P2P network is the area of focus
of several researchers. In [4], NodeId attacks are categorised into two types ID
mapping attack and Sybil attack. ID mapping attack[3] is utilized to obtain a
set of particular identifiers. User can choose its own identifier and can obtain
a desired position in the overlay network. This eventually allows a malicious
user to gain control over certain resources. In Sybil attack [6], a single malicious
user creates multiple fake peer identities and pretends to be multiple, distinct
physical nodes in a system.

Approach to detect and recover the structured overlays from identity attacks
is attempted in [7]. Mechanism proposed is based on the reliable performance of
nodes in the presence of malicious peers. Periodically nodes construct and dissem-
inate existence proofs for each name space regions to the set of proof managers
for that region. A node queries the proof manager , successful replies provides in-
disputable evidence of an attempted identity attack.The mechanism proposed by
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them is based on the reliable performance of nodes in the presence of malicious
peers. After detecting and identifying the malicious node , the set of other nodes
constantly avoid them when routing the KBR requests.

An admission control system(ACS) for structured P2P systems is given in
[4]. The system constructs a tree-like hierarchy of cooperative admission control
nodes, from which a joining node has to gain admission via client puzzles. ACS
defends against Sybil attacks by adaptively constructing a hierarchy of coop-
erative admission control nodes. A node wishing to join the network is serially
challenged by the nodes from a leaf to the root of the hierarchy. Nodes complet-
ing the puzzles of all nodes in the chain are provided a cryptographic proof of the
examined identity. Borisov proposes to add computational challenges to Chord in
order to defend against Sybil attacks. Castro et al. suggest using a set of trusted
certification authorities to produce signed certificates that bind a random node
identifier to a public key and node’s IP address. According to them inclusion of
IP address in the certificate makes it difficult for an attacker to swap certificates
between nodes it controls and also allows optimization based on minimizing com-
munication delays.This mechanism works well with DHTs such as Chord, Pastry
and Tapestry, where the identifiers are fixed. Distributed registration procedure
is proposed in [5] for Chord. According to this system, each virtual node registers
r registration nodes in the Chord ring. The r registration nodes are computed
using the hash of the IP address and an integer j (1 < j < r) .Registration nodes
maintain a list of registered virtual nodes for each IP address and reject registra-
tion if the number of registered nodes for each IP address exceeds a system wide
constant a. This approach provides a reasonable level of protection by regulating
the number of identities that a malicious IP address can get. Wang et al. proposed
a concept called net-print to build a secure DHTs.Net-print of a node is built
using a node’s default router IP address, its MAC address and a vector of RTT
measurements between the node and a set of designated landmarks. According
to them physical network characteristics can be used to identify nodes. The pro-
posed mechanism attempts to make identity theft difficult. Bazzi and Konjevod
proposed a defence mechanism based on physical network characteristics. The
proposed mechanism aims to identify individual nodes and guarantee that identi-
ties in different groups are not controlled by the same entity. Informant protocol
proposed in [10] based on game theory principles to detect rather than prevent
Sybil attack. SEPastry has been designed with an approach to completely delimit
the fact of existence or joining of malicious node with two simple operational
phases.

3 SEPastry: The Proposed Mechanism

The Security Enhanced Pastry (SEPastry) comprises of the following two opera-
tional phases: Registration Phase and Joining Phase. A node willing to (access/)
provide the services to (/from) p2p network, needs to register with a centralized
server called registration server (RS), before it joins. Thus the non-registered
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nodes can be prevented easily, to participate in the networking operation dur-
ing the joining phase. Note that if a node leaves from the network, it informs
to RS, which makes the RS to exclude that node from the potential leafset in
future.

Registration Phase: Each node X executes the registration phase before join-
ing/ accessing to the network services. X sends the registration request compris-
ing of IP address to the Registration Server (RS). RS generates a random number
and assigned it to nodeId of X (IDX). RS replies with the node-id (IDX) to
X in a secure way. Further, RS sends the (IDX) and corresponding IP address
(IPX), to the potential leafset through a secure channel. Figure 1 illustrates the
phase of registration.

Fig. 1. Registration Phase

Joining Phase: The new node X willing to join, is assumed to know about
node A on the basis of proximity metric.Node X then asks A to route the joining
request message which comprises of the nodeId (IDX) and IP address (IPX).
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This request needs to be routed to the existing node Z whose Id is numerically
equivalent to IDX . Now the leafset NodeIds of node Z verifies the validity of
the given parameter in the request and responds with a positive or negative
acknowledgement message accordingly.The new node receives positive responses
greater than or equal to threshold value(β) from the potential leafset Ids.In
such a situation the nodes A, Z and all nodes encountered on the path from
A to Z send their state tables information to node X. Otherwise the new node
is refrained from initializing its state table.The joining phase is as shown in
figure 2.

Fig. 2. Joining Phase

4 Security Analysis of SEPastry

The level of defence offered by SEPastry against the various possible attacks in
the structured P2P network is illustrated as follows:

Sybil Attack : In Pastry, nodeId is obtained as the hash digest of the node’s IP
address. A malicious user can simultaneously spoof many IP addresses to quickly
obtain a multitude of identities.The registration phase in SEPastry restricts
the possibility of creating multiple identities. As a result the proposed protocol
provides high level of security against Sybil attack.

Eclipse Attack : Successful restriction of Sybil attack in a way reduces the
possibility of Eclipse attack. However Eclipse attack is also possible in presence
of defence against Sybil attack such as nodeId certificate solution [9].

A small set of malicious node with legitimate identities is sufficient to carry
out Eclipse attack . The two phases of SEPastry provides strong defence against
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Eclipse attack as no malicious node is allowed to place itself in between the nodes
and reroute the message.

Message Forwarding Attack : In case of an honest node where all the entries
are valid, the message is delivered to the root node for the key after an average
of number of hops. There are two cases in this category of attack, presence of
faulty node in the path or the root node may be faulty. Routing may fail in
the presence of a faulty node along the path. Presence of faulty node along the
path may simply drop the message, route the message to the wrong place of the
node. As SEPastry restricts to join the illegitimate node into the network, the
message forwarding like attacks are reduced. However, if an inside node becomes
malicious, it requires detection mechanism to exclude the said node. This is
beyond the scope of this work.

5 Discussion

In comparison to Bootstrap server mechanism this provides additional security
as the joining node contacts a set of leafset Ids and waits for threshold response.
Failure of one or two leafset Ids does not have an impact in the joining process.
In contrast to identity based cryptography protocol, SEPastry does not involve
the computational complexity of cryptographic technique. During the joining
phase the cost incurred in sending request messages and getting response from
Leafset nodeId is negligible. The process of securing the node joining proce-
dure improves the overall routing performance of the network as it mitigates the
threat of routing table poisoning. Overall scalability, reliability and efficiency of
the network improves. SEPastry boost up the process of safe and sound node
joining as compared to any other proposed protocol. The mechanism guarantees
the process of assigning each peer with a unique nodeId. Strongly forbids attacks
like Sybil attack and eclipse attack. SEPastry provides optimized flow control,
load balancing and QoS routing. In this proposed mechanism, there is no issue
of assigning certificate. Issuing certificate mechanism to authenticate the join-
ing process is time consuming. SEPastry protocol secures the whole structure
relatively in shorter time span. In Eigen trust algorithm to establish trust in
the system it requires a large number peers to cooperate. In contrast SEPastry
protocol requires only a few set of Ids to secure the joining procedure.

6 Conclusion

NodeId attacks have the potential of completely paralysing the whole network
structure. This paper proposed SEPastry to enhance the security features of
the existing Pastry without using any computational intensive cryptographic
operations. SEPastry is found to be robust against Sybil attack, Eclispse
attack, etc.
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Abstract. Routing in mobile ad hoc network is considered as a challenging 
task due to the drastic and unpredictable changes in the network topology 
resulting from the random and frequent movement of the nodes and due to the 
absence of any centralized control. Routing becomes even more complex in 
hybrid networking scenario where the MANET is combined with the fixed 
network for covering wider network area with less fixed infrastructure. 
Although, several routing protocols have been developed and tested under 
various network environments, but, the simulations of such routing protocols 
have not taken into account the hybrid networking environments. In this work 
we have carried out a systematic simulation based performance study of the 
two prominent routing protocols:  Destination Sequenced Distance Vector 
Routing (DSDV) and Dynamic Source Routing (DSR) protocols in the hybrid 
networking environment under varying node speed. We have analyzed the 
performance differentials on the basis of three metrics – packet delivery 
fraction, average end-to-end delay and normalized routing load using NS2 
based simulation.  

Keywords: Mobile ad hoc network, hybrid network scenario, varying node 
speed, performance analysis, packet delivery fraction, average end-to-end 
delay, normalized routing load. 

1   Introduction 

A group of mobile devices can form a self-organized and self-controlled network 
called a mobile ad hoc network (MANET) [1-6]. The main advantage of these 
networks is that they do not rely on any established infrastructure or centralized 
server. These networks are autonomous where a number of mobile nodes equipped 
with wireless interfaces communicate with each other either directly or through other 
nodes. The communication is multi-hop and each node has to play the role of both the 
host as well as the router. But due to the limited transmission range of the MANET 
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nodes, the total area of coverage is often limited.  Also due to the lack of connectivity 
to the fixed network, the users in the MANET work as an isolated group. However, 
many applications require connection to the external network such as Internet or LAN 
to provide the users with external resources. 

 

Internet

MANET

Gateway

 

Fig. 1. Hybrid Network 

Sometimes a hybrid network can be formed by combining the ad hoc network with 
the wired network. By using this combination we can cover a larger area with less 
fixed infrastructure, less number of fixed antennas and base station and can reduce the 
overall power consumption. Due to the hybrid nature of these networks, routing is 
considered a challenging task. Several routing protocols have been proposed and 
tested under various traffic conditions. However, the simulations of such routing pro-
tocols have not taken into account the hybrid network scenario. In this work we have 
carried out a systematic performance study of the two prominent routing protocols:  
Destination Sequenced Distance Vector Routing (DSDV) and Dynamic Source 
Routing (DSR) protocols in the hybrid networking environment under different node 
speed. 

The rest of the paper is organized as follows. Section 2 describes the related work. 
Section 3 and section 4 details the simulation model and the key performance metrics 
respectively. The simulation results are presented and analyzed in section 5. Finally 
the conclusion has been summarized in the section 6.  The last section gives the  
references. 
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2   Related Work 

Several simulation based experiments have been made to compare the performance of 
the routing protocols for mobile ad hoc network.  

Das et al. [7] made performance comparison of routing protocols for MANET 
based on the number of conversations per mobile node for a given traffic and mobility 
model. Small networks consisting of 30 nodes and medium networks consisting of 60 
nodes were used. Simulation was done using the Maryland Routing Simulator 
(MARS).  

Performance comparison results of two on demand routing protocols – AODV and 
DSR is presented in the work of Das, Perkins and Royer [8]. They used NS2 based 
simulation. CBR sources were used with packet size of 512 bytes. Two different si-
mulation set ups were used. One with 50 nodes and 1500m x 300m simulation area 
and the other with 100 nodes and 2200m x 600m simulation area.  The performance 
metrics studied were: packet delivery fraction, average end-to-end delay and norma-
lized routing load.  

Johansson, Larssson, Hedman and Mielczarek [9] in their work incorporated new 
mobility models. A new mobility metric was introduced to characterize these models. 
Using this metric, mobility was measured in terms of relative speeds of the nodes in-
stead of absolute speeds and pause times. The network consisted of 50 nodes.  
There were 15 sources and the data packets transmitted were of 64 bytes.  
Performance analysis was made in terms of throughput, delay and routing  
load. 

Park and Corson [10] made a performance comparison between TORA and an 
“idealized’ link state routing protocol. Many simplifications were made in the simula-
tion environment. For example, in the simulation scenario packets were transmitted at 
the rate of only 4, 1.5, or 0.6 packets per minute per node for avoiding congestion. 
Total duration of the simulation run was 2 hours. The network was connected in a 
“honeycomb” pattern. The node density was kept constant artificially. The notion of 
true node mobility was missing. Every node was connected to a fixed set of neighbor-
ing nodes through separate links. Each link switched between active and inactive 
states irrespective of other links. Immediate feedback was available when a link went 
up or down which is not the case in reality.  

These works, however, do not take into consideration the influence of hybrid net-
work scenario over the performance of the routing protocols. In this work we have 
studied the effect of varying node speed on the performance of two prominent routing 
protocols for mobile ad hoc network – Destination Sequenced Distance Vector 
Routing (DSDV) and Dynamic Source Routing (DSR) protocol in the hybrid net-
working environment.  

3   Simulation Model 

We have done our simulation based on ns-2.34 [11-14]. NS is a discrete event  
simulator. It was developed by the University of California at Berkeley and the 
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VINT project [11]. Our main goal was to measure the performance of the  
protocols under a range of varying network conditions. We have used the  
Distributed Coordination Function (DCF) of IEEE 802.11[15] for wireless LANs 
as the MAC layer protocol. Data packets were transmitted using an unslotted  
carrier sense multiple access (CSMA) technique with collision avoidance 
(CSMA/CA) [15].  

The protocols have a send buffer of 64 packets. In order to prevent indefinite wait-
ing for these data packets, the packets are dropped from the buffers when the waiting 
time exceeds 40 seconds. The interface queue has the capacity to hold 80 packets and 
it is maintained as a priority queue. We have generated the movement scenario files 
using the setdest program which comes with the NS-2 distribution. The total duration 
of our each simulation run is 900 seconds. We have varied our simulation with 
movement patterns for six different node speed: 5m/s, 10m/s, 15m/s, 20m/s, 25m/s, 
30m/s. In our simulation environment the MANET nodes use constant bit rate (CBR) 
traffic sources when they send data to the wired domain. We have used two different 
communication patterns corresponding to 30 and 40 sources. The complete list of  
simulation parameters is shown in Table 1. 

 

Table 1. Simulation Parameters 

Parameter Value 

Protocols DSDV, DSR 

Number of mobile nodes 70 

Number of fixed nodes 10 

Number of sources 30,40 

Transmission range 250 m 

Simulation time 900 s 

Topology size 900 m X 600 m 

Source type Constant bit rate 

Packet rate 5 packets/sec 

Packet size 512 bytes 

Pause time 100 seconds 

Node speed 5m/s, 10m/s, 15m/s, 20m/s, 

25m/s, 30m/s 

Mobility model Random way point 

 

3.1   Hybrid Scenario 

We have used a rectangular simulation area of 900 m x 600 m. In our simulation we 
have used two ray ground propagation model. Our mixed scenario consists of a wire-
less and a wired domain.  The simulation was performed with 70 wireless nodes and 
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10 wired nodes. For our hybrid networking environment we have a base station lo-
cated at the centre (450,300) of the simulation area. The base station acts as a gateway 
between the wireless and wired domains. For our mixed simulation scenario we have 
turned on hierarchical routing in order to route packets between the wired and the 
wireless domains. The domains and clusters are defined by using the hierarchical to-
pology structure. As the base station nodes act as gateways between the wired and 
wireless domains, they need to have their wired routing on. In the simulation setup we 
have done this by setting the node-config option–wiredRouting on. After the  
configuration of the base station, the wireless nodes are reconfigured by turning their 
wiredRouting off. 

4   Performance Metrics 

We have primarily selected the following three performance metrics in order to study 
the performance comparison of DSDV and DSR. 

Packet delivery fraction: This is defined as the ratio between the number of  
delivered packets and those generated by the constant bit rate (CBR) traffic  
sources. 

Average end-to-end delay: This is basically defined as the ratio between the 
summation of the time difference between the packet received time and the packet 
sent time and the summation of data packets received by all nodes. 

Normalized routing load:  This is defined as the number of routing packets 
transmitted per data packet delivered at the destination. Each hop-wise transmission 
of a routing packet is counted as one transmission. 

5   Simulation Results and Analysis 

In this section we have analyzed the effect of varying node speed on the performance 
of DSDV and DSR in the hybrid simulation scenario. 

5.1   Packet Delivery Fraction (PDF) Comparison 

From Fig. 2 we observe the difference in the packet delivery performances of DSDV 
and DSR from our simulation experiments. We have measured the packet delivery 
fraction of these two protocols by varying the node speed with respect to 30 and 40 
numbers of sources. From the graphs we see that DSDV shows better packet delivery 
performance than DSR at lower node speed. This happens due to the fact that, at low-
er node speed, the network remains relatively stable and once a route is established, it 
continues to be available for a longer period of time. Due to the proactive nature of 
DSDV, routing information exchanges take place regularly between the nodes and 
each node maintains routing information to every destination all the time. Conse-
quently, most of the packets can be delivered smoothly without having to wait for the 
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path setup time. This results in better packet delivery performance of DSDV. On the 
contrary, DSR, being a source routing protocol, a significant time is required for ini-
tial path setup. During this time, no packets can be delivered to the destination due to 
unavailability of routes. This results in lower packet delivery fraction of DSR in  
comparison to DSDV. 

0 5 10 15 20 25 30
0

20

40

60

80

100

Node Speed (in meter/sec)

P
ac

ke
t d

el
iv

er
y 

fr
ac

tio
n 

(%
)

Packet delivery fraction vs. Node Speed( For 30 sources)

DSDV

DSR

   
0 5 10 15 20 25 30

0

20

40

60

80

100

Node Speed (in meter/sec)

P
ac

ke
t d

el
iv

er
y 

fr
ac

tio
n 

(%
)

Packet delivery fraction vs. Node Speed( For 40 sources)

DSDV

DSR

 

Fig. 2. Packet Delivery Fraction vs. Node Speed for 30 and 40 sources 

With higher node speed, the network topology becomes highly dynamic and link 
breaks become more frequent. The unavailability of routes causes the nodes to show 
deterioration in the packet delivery performance for both DSDV and DSR. The peri-
odic nature of operation of DSDV makes it less adaptive to these frequent changes. It 
requires greater number of full dumps to be exchanged between the nodes in order to 
maintain up-to-date routing information at the nodes. This huge volume of control 
traffic occupies a significant part of the channel bandwidth and lesser channel  
capacity remains available for the data traffic which results in reduced packet delivery 
fraction of DSDV at higher node speed. 

DSR on the contrary, is more adaptive to the frequently changing scenario due to 
its on-demand nature of functioning. DSR maintains multiple routes in the cache. 
Thus, even if a link is broken due to higher node speed, alternative routes can be  
obtained from the cache. This reduces the number of dropped packets and results in 
better packet delivery performance of DSR. 

5.2   Average End-to-End Delay Comparison 

From Fig. 3 we can observe the fact that DSDV has less average end to end delay in 
comparison to DSR. DSDV is a proactive routing protocol. In DSDV, nodes periodi-
cally exchange routing tables between them in order to maintain up-to-date routing in-
formation to all destinations. Due to this regular route optimization, nodes have 
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access to fresher and shorter routes to the destinations all the time. Hence, whenever a 
source node wants to send a packet to a destination node, with the already available 
routing information it can do so without wasting any time for path setup. This instant 
availability of fresher and shorter routes thus results in less average end-to-end delay 
in the delivery of data packets in case of DSDV. 

DSR, on the contrary, is a reactive source routing protocol and routing information 
exchanges do not take place regularly. Instead, if a node in DSR wants to send a 
packet to a destination node, it has to first find the route to the destination in an on 
demand fashion. This route discovery latency is a part of the total delay. DSR being a 
source routing protocol, the initial path set up time is significantly higher as during 
the route discovery process, every intermediate node needs to extract the information 
before forwarding the data packet. Moreover in DSR, the source needs to wait for all 
the replies sent against every request reaching the destination. This increases the  
delay. 

From the figures it is evident that the average end-to-end delay becomes more with 
higher node speed and greater number of sources for both the protocols. Frequent 
changes in the network topology due to increasing node speed results in greater num-
ber of link breaks. This together with the greater number of sources requires DSR to 
invoke the route discovery process more frequently in order to find new routes. The 
frequent invocation of the route discovery creates huge amount of control traffic. The 
data traffic to be delivered also becomes more with greater number of sources. This 
results in more collisions, further retransmissions and higher congestion in the net-
work. Consequently, the route discovery latency increases due to the constrained 
channel. This in turn increases the average end-to-end delay. In addition to that, due 
to the higher priority of the control packets, the data packets need to spend more time 
in the queue waiting for the huge volume of control packets to be delivered. This also 
increases the end-to-end delay in delivering the data packets. In case of DSDV, due to 
higher speed of the nodes and frequent link breaks, routes become unavailable and 
nodes need to wait till the next routing information exchanges for new routes.  
Thus the delay increases depending upon the duration of the interval between the  
successive routing information exchanges. 
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Fig. 3. Average End to End Delay vs. Node Speed for 30 and 40 Sources. 
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5.3   Normalized Routing Load Comparison 
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Fig. 4. Normalized Routing Load Vs. Node Speed for 30 and 40 Sources 

 
From Fig. 4 we note that initially at lower node speed, DSR has greater normalized 
routing load. This is attributed to the fact that DSR being a source routing protocol, 
with every packet the entire routing information is embedded. In addition to that, in 
response to a route discovery, replies come from many intermediate nodes. This in-
creases the total control traffic. In case of DSDV, initially, at lower node speed, the 
network topology remains relatively stable. Hence, nodes need to exchange only in-
cremental dumps rather than full dumps. This results in lesser overhead of DSDV. 

Both DSDV and DSR suffer from increased normalized routing load with higher 
node speed and greater number of sources. In case of DSR, with increasing node 
speed, the route discoveries need to be invoked more often due to increase in the 
number of broken links.  Furthermore, as DSR does not use route optimization until 
the route is broken and continues using longer and older routes, the chances of link 
breaks also increase. This further adds to the number of route discoveries which ulti-
mately results in huge control traffic and subsequently higher normalized routing 
load. Greater number of sources also causes frequent invocation of the route discov-
ery which significantly increases the volume of control overhead. Higher volume of 
data and control traffic creates congestion in the network. This results in further colli-
sions, more retransmissions and newer route discoveries and further adds up to the al-
ready increased control overhead which ultimately results in higher normalized 
routing load. 

With higher node speed, the network topology experiences frequent and high vo-
lume of changes. DSDV, due to its proactive nature of operation, is less adaptive to 
this highly dynamic scenario. Therefore, nodes need to exchange full dumps in order 
to maintain up-to-date routing information. This causes greater routing overhead for 
DSDV. In comparison, DSR uses aggressive caching strategy and the hit ratio is quite 
high. As a consequence, in highly dynamic scenario, even if a link breaks, DSR can 
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resort to an alternate link already available in the cache. Thus the route discovery 
process can be postponed until all the routes in the cache fail. This reduces the  
frequency of route discovery, which ultimately results in less routing overhead  
of DSR. 

6   Conclusion 

In this paper we have carried out a detailed ns2 based simulation to study and analyze 
the performance differentials of DSDV and DSR in the hybrid scenario under varying 
node speed with different number of sources. Our work is the first in an attempt to 
compare these protocols in hybrid networking environment. From the simulation re-
sults we see that at lower node speed, DSDV shows better packet delivery perfor-
mance than DSR mainly due to the instant availability of fresher and newer routes all 
the time. On the other hand, with higher node speed, DSDV shows more deterioration 
in the packet delivery performance than DSR mainly due to its less adaptability to the 
highly dynamic network topology. DSR’s better performance is attributed to its  
ability to maintain multiple routes per destination and its use of aggressive caching 
strategy. In terms of the average end-to-end delay, DSDV outperforms DSR. The poor 
performance of DSR in terms of average end-to-end delay is primarily due to its 
source routing nature and its inability to expire the stale routes. Both the approaches 
suffer form greater average end-to-end delay when we increase the speed of the nodes 
and the numbers of sources. At higher node speed we observe that DSR shows lower 
routing load in comparison to DSDV. DSR applies aggressive caching technique and 
maintains multiple routes to the same destination. Hence, in highly dynamic scenario, 
even if a link is unavailable due to link break, DSR can resort to an alternate link al-
ready available in the cache. This results in reduced frequency of route discovery 
which ultimately reduces the routing overhead of DSR. On the other hand, at lower 
node speed, the network topology remains relatively stable. Hence, in DSDV, nodes 
need to exchange only incremental dumps rather than full dumps. This results in less-
er overhead of DSDV. Thus we can conclude that if routing delay is of little concern, 
then DSR shows better performance at higher mobility in terms of packet delivery 
fraction and normalized routing load in hybrid networking scenario. Under less stress-
ful scenario, however, DSDV outperforms DSR in terms of all the three metrics. 
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