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Abstract. In this paper, the influence of measurement noise on batch-
end quality prediction by Partial Least Squares (PLS) is discussed. Re-
alistic computer-generated data of an industrial process for penicillin
production are used to investigate the influence of both input and out-
put noise on model input and model order selection, and online and
offline prediction of the final penicillin concentration. Techniques based
on PLS show a large potential in assisting human operators in their deci-
sions, especially for batch processes where close monitoring is required to
achieve satisfactory product quality. However, many (bio)chemical com-
panies are still reluctant to implement these monitoring techniques since,
among other things, little is known about the influence of measurement
noise characteristics on their performance. The results of this study in-
dicate that PLS predictions are only slightly worsened by the presence
of measurement noise. Moreover, for the considered case study, model
predictions are better than offline quality measurements.

Keywords: Partial Least Squares, batch-end quality prediction, mea-
surement noise statistics.

1 Introduction

The development of automated monitoring systems to assist human process op-
erators in their decisions is an important challenge for the chemical and life sci-
ences industry [13]. Chemical and biochemical production processes and plants
are equipped with numerous sensors that measure various flow rates, tempera-
tures, pressures, pH, concentrations, . . . Despite the frequent use of sensor mea-
surements for automated low-level control (e.g., PID control for valve opening
and closing), most information in these measurements remains unexploited as
responding to abnormal events –one of the most important control tasks– most
often remains a manual operation. Human operators investigate the information
arising from sensors in the process and compare this information to measure-
ments from previous process runs to detect a departure from normal operation.
However, the size and complexity of modern interconnected process plants (e.g.,
the very high number of sensors) largely complicate this task.

P. Perner (Ed.): ICDM 2012, LNAI 7377, pp. 121–135, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



122 J. Vanlaer et al.

A lot of research effort in the area of data-driven process monitoring has
been directed towards fault detection using techniques based on Principal Com-
ponents Analysis (PCA [3,8,11]). These techniques exploit the information in
historical databases to detect deviations from nominal process behavior during
a new process run. Techniques based on Partial Least Squares (PLS [5]) take
process output (quality) measurements into account, which makes them suited
not only for detection of process faults, but also for estimation of quality vari-
ables that are not measured online. Examples include the final quality of a batch
process.

Batch processes are commonly used for the manufacture of products with a
high added value (e.g., medicines, enzymes, high-performance polymers). Since
the loss of a batch due to process faults is very costly, close monitoring of these
processes is of utmost importance. Batch runs that deviate from normal process
behavior should be detected as soon as possible so that corrective actions can
be taken. However, due to their dynamic nature and the unavailability of final
batch quality measurements while the process is running (e.g., batch-end product
purity or concentration), monitoring and control of batch processes to achieve
a satisfactory product quality is even more complicated. The use of multivari-
ate PLS models to obtain batch-end quality predictions (e.g., [4,10,12]) offers a
solution to this problem.

PLS has been developed to deal with large datasets of correlated measure-
ments and to filter noise from these measurements. However, noise present on
both online sensor measurements and offline quality measurements will never
be removed completely and will hence negatively influence the predictive per-
formance of the PLS models. In addition, the presence of measurement noise
in the data has an influence on the selection of model inputs and the optimal
model order. As these effects cause many industrial companies to be reluctant
in implementing PLS techniques, this work aims at investigating the influence of
input and output measurement noise characteristics, more specifically the stan-
dard deviation of Gaussian distributed noise, on PLS-based batch-end quality
prediction. As a case study, an extensive dataset from a computer simulator for
industrial penicillin production [2] is selected.

The paper is structured as follows. Section 2 provides a brief explanation of
Multiway Partial Least Squares modelling. Next, Section 3 explains how this
technique is implemented for online batch-end quality prediction. In Section 4,
the techniques for model order and input variable selection are discussed, after
which Section 5 presents the selected case study. The results are shown and
discussed in Section 6 and final conclusions are drawn in Section 7.

2 Multiway Partial Least Squares Modelling

To predict the final quality of a batch process, a Multiway Partial Least Squares
(MPLS [9]) model is trained on historical data of normal process operation.

The modelling consists of two steps. In a first step, the data matrix containing
the sensor measurements, which has a three-dimensional structure, is unfolded
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to a two-dimensional matrix (Section 2.1). A general Partial Least Squares (PLS
[5]) model is constructed based on this two-dimensional data matrix in the second
step, as explained in Section 2.2.

2.1 Data Matrix Unfolding

When for I batches, measurements of J different variables are available over K
time points, a three-dimensional data matrix X of size I × J × K is obtained.
To deal with this specific three-dimensional structure, the dimensionality of the
matrix X is reduced by means of batch-wise data matrix unfolding [8,10]. The
matrixX is divided inK slices of size I×J and these slices are placed side by side.
This way, an unfolded data matrix X of size I × JK is obtained. The technique
preserves the batch direction: every row of the unfolded matrix corresponds to
one complete batch. Figure 1 illustrates the procedure.

Other techniques for data matrix unfolding are available (e.g., variable-wise
unfolding [14]). However, since batch-end quality is related to the complete batch
history, batch-wise unfolding is used for prediction of the final product quality.

X 
X 

J 

I 
I 

JK 

K 

Fig. 1. Illustration of batch-wise data matrix unfolding.

2.2 Multiway Partial Least Squares (MPLS)

After data matrix unfolding, a regression model is constructed between the un-
folded (input) data matrix X and the (output) matrix Y (I × L), which con-
tains L quality measurements for each batch in its columns, using standard
two-dimensional Partial Least Squares (PLS [5]).{

X = TPT +EX

Y = TQT +EY
(1)

In the PLS procedure, the input and output matrices are projected onto a lower-
dimensional space, each dimension of which is defined by one of the R princi-
pal components or latent variables. These principal components are computed
as linear combinations of the original measurements in such a way that they
contain as much information (covariance) about the original input and output
measurements as possible. The projections of X and Y are defined by the load-
ing matrices P (JK×R) andQ (L×R) respectively. The scores matrix T (I×R)
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represents the data matrices in the reduced space. The matrices EX and EY

contain the residuals or modelling errors.
The matrixP is not invertible and its columns are not orthonormal. Therefore,

a JK×R weight matrix W with orthonormal columns is introduced to calculate
the scores matrix T and quality prediction Y for a given measurement set X.
PTW is invertible so that the projection of the inputs X on the scores space T
and the corresponding regression matrix B (JK ×R) are computed as follows:

T = XB (2)

B
�
= W

(
PTW

)−1
. (3)

The relation between the quality variables Y and the input measurements X
then becomes

Y = TQT = XBQT . (4)

3 Online Batch-End Quality Prediction

During a new batch process run, only the measurements up until the current
time k are known. Missing data techniques are used to compensate for the un-
known future measurements. Several techniques were investigated in [4]. The
best performance was obtained with Trimmed Scores Regression (TSR [1]).

A major advantage of TSR is that it only requires a single PLS model to
predict the batch-end quality online at every sample instance throughout the
batch instead of K different models. Moreover, previous research by the authors
has shown that it exhibits similar performance to the training of a new PLS
model for every instance at which a prediction is asked, both for noiseless data
and in industrial practice [6].

In TSR, the known part of the data matrix Xnew for a new batch (the first k
columns of this data matrix, referred to as Xnew,k) is multiplied with a matrix
Bk, consisting of the first k rows of the PLS regression matrix B, to obtain the
trimmed scores T∗

new,k.

T∗
new,k = Xnew,kBk (5)

Subsequently, a regression model is used to estimate the final scoresTnew,k of the
new batch based on these trimmed scores. The time-varying regression matrix
Ak that links the estimated final scores to the trimmed scores is computed by
means of a least-squares regression on the training data, for which both the
complete scores Ttrain and the trimmed scores T∗

train,k are known.

Ttrain = T∗
train,kAk +ET

⇓
Ak =

(
T∗T

train,kT
∗
train,k

)−1

T∗T
train,kTtrain

(6)

The final scores of a new batch can be estimated from the trimmed scores using
this regression matrix as follows.
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T̂new,k = T∗
new,kAk (7)

Substituting Equation (6) into Equation (7) and exploiting the PLS relations
from Equations (2) and (4), the online estimation of the batch-end quality is
obtained.

YTSR
new,k = Xnew,kBk

(
BT

kX
T
tr,kXtr,kBk

)−1
BT

kX
T
tr,kXtrBQT (8)

4 Model Order and Input Variable Selection

The selection of the optimal number of principal components (i.e., the order
of the PLS model) is important to obtain good predictions of the batch-end
quality. Section 4.1 explains the procedure for model order selection. Moreover,
a selection of the most relevant model inputs may also improve the prediction
performance of the model since not all available measurements are necessarily
correlated with the final batch quality. The procedure for selecting the most
relevant model inputs is explained in Section 4.2.

4.1 Model Order Selection

A leave-one-out cross-validation procedure is employed to select the optimal
model order R, which corresponds to the number of principal components of the
PLS model. Each batch in the training dataset is left out once and MPLS models
of different model orders are trained based on the other available batches. Next,
the models are validated on the left out batch and the mean Sum of Squared
Errors (SSE ) over all batches in the training dataset is calculated for every
model order. An adjusted Wold’s criterion with a threshold of 0.9, as proposed
in [7], is used to select the model order. Instead of taking the number of latent
variables corresponding to the observed minimum in the SSE -curve, the number
of principal components is determined as the smallest model order R for which
the following equation holds.

SSE(R+ 1)

SSE(R)
> 0.9 (9)

SSE(R) is the (crossvalidation) SSE of the MPLS model with model order R.
According to the adjusted Wold’s criterion, the (R+1)th component is only added
if it significantly improves the prediction and thus decreases the crossvalidation
error.

4.2 Input Variable Selection

Despite the capability of PLS models to deal with noisy data, model predictions
can be improved by eliminating useless measurements that are not correlated
with the final batch quality. The optimal input set is selected using a bottom-up
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branch-and-bound procedure, assuming that the optimal set of j input variables
also contains the optimal set of j − 1 inputs.

When J (online) measurement variables are available, J single input models
are trained in a first step. Each of these models uses one of the available variables
as input. The measurement variable that yields the model with the lowest leave-
one-out cross-validation SSE is selected as the most important input variable.
In a second step, J − 1 combinations of two inputs are formed by combining
the first selected variable with all remaining measurements. These combinations
are then used for the training of J − 1 two-input PLS models. Once more, the
input set that results in the lowest cross-validation SSE is selected. This optimal
combination of two inputs is combined with the remaining variables in the next
step and the procedure continues until a ranking of all available measurements
from most to least important is obtained.

Finally, a comparison is made between the cross-validation SSE for all selected
input combinations. With the addition of extra input variables, the SSE will
initially decrease. At a certain number of inputs however, the SSE curve reaches
a minimum after which it starts rising again. The number of model inputs that
corresponds to this minimum SSE value, is selected as the optimal number of
input variables.

5 Case Study

Due to the need for data from a lot of batch runs with many different levels
of measurement noise, a simulated process is selected as a case study. A bio-
chemical process for penicillin fermentation at industrial scale is simulated via
an extended version of the Pensim simulator [2]. To represent (biochemical) pro-
cess variability, the initial substrate concentration, biomass concentration, and
culture volume are subject to random variations for each batch. The process
inputs (e.g., the substrate feed rate) exhibit variations around their setpoints
as well. The process consists of two phases. Initially, the bioreactor is operated
in batch mode. Once the substrate concentration drops below 0.3 g/L, the fed-
batch phase is started. During this phase, additional substrate is fed into the
reactor. The process is terminated after the addition of 25 L of substrate. The
penicillin concentration at the end of the batch is the batch-end quality variable
for which an online estimation is needed.

A total of 200 batches is simulated to investigate the influence of input and
output measurement noise on the prediction of the final penicillin concentration.
15 concentrations and flows, and the temperature and pH in the bioractor are
available from the simulator during the fermentation. Only 11 of these measure-
ments are generally acquired by online sensors and thus practically available as
model inputs for online prediction of the batch-end penicillin concentration. To
avoid problems with badly tuned PID controllers at higher noise levels, Gaus-
sian noise is added to the measurements of these variables after simulation. Input
noise at 20 different levels is considered, which will be denoted with respect to
a reference noise level described in Table 1.
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Table 1. Overview of available online measurements with their mean nominal values
and the standard deviation of the reference noise level σnoise,ref for these measurements.

Variable Mean σnoise,ref Variable Mean σnoise,ref

Time [h] - 0 Aeration rate [L/h] 8.0 1.667e−1

DO [mmol/L] 1.1 1.333e−2 Agitator power [W] 30.0 3.333e−1

Volume [L] 107.5 6.667e−1 Feed temperature [K] 296.0 3.333e−1

pH [-] 5.0 3.333e−2 Water flow rate [L/h] 64.2 1.667
Reactor temp. [K] 298.0 3.333e−1 Base flow rate [L/h] 2.5e−5 6.667e−6

Feed rate [L/h] 0.05 1.667e−3 Acid flow rate [L/h] 7.9e−6 6.667e−7

After noise addition, the measured signals are aligned and resampled to a
length of 602 samples via indicator variables, comparable to the procedure in
[2]. To obtain a monotonically increasing variable for the alignment of the batch
phase, a straight line is fitted through the noisy measurements of the bioreactor
volume. The time signal is added to the input measurements as an extra (aligned)
variable, so that 12 online measurement signals are available for every batch.
Therefore, the size of the training data matrix X is 200× 12× 602.

Output measurement noise is added to the value of the final penicillin con-
centration. Gaussian noise with a standard deviation of 1 to 10 percent of the
mean batch-end penicillin concentration is considered. As such, measurements
at 10 different levels of output noise are available.

MPLS models to predict the final penicillin concentration are constructed for
all combinations of input and output noise. The optimal input variables and the
model order are selected according to the procedures in Section 4 to improve
the predictions. The leave-one-out cross-validation Root Mean Squared Error
(RMSE ) is calculated both offline (i.e., after conclusion of the batch operation)
and online to compare the predictions at different noise levels. To assess the
influence of measurement noise on quality predictions without the influence of
different model inputs, the prediction performance of models that use all 12
available measurements as inputs is also compared for different input and output
noise levels. All calculations are performed thrice with different noise values
sampled from the respective Gaussian distributions.

6 Results and Discussion

The next sections present the results of the study. The discussion of the influence
of input noise and output measurement noise on batch-end quality prediction
are decoupled in Sections 6.1 and 6.2 respectively. In each part, the influence of
the noise on input variable and model order selection, offline quality prediction
and online quality prediction is discussed.
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6.1 Input Measurement Noise

Input Variable and Model Order Selection
After the addition of input measurement noise and alignment of the data, the
optimal set of input variables and the model order are selected for every input
noise level according to the procedure in Section 4.

In the noiseless case, 6 inputs (Dissolved Oxygen (DO), feed rate, time, pH,
reactor temperature, and water flow rate) are selected. Several of these variables
(e.g., pH and temperature) are PID controlled and vary only slightly. When even
low amounts of measurement noise are added to the data, these measurements
are rendered uninformative and a lower number of inputs is selected. Up to a
noise level of 1/8th of the reference level, the selected number of inputs is mostly
3. DO, feed rate, and time remain the most important input variables.

At a noise level of 1/8th of the reference level, the noise has reached the size
of the normal variation of the DO measurements. 6 inputs are again selected in
an attempt to filter out the noise by exploiting the variable correlation.

At higher noise levels, DO measurements become uninformative due to the
noise. The reactor volume is then selected as the most important variable. The
number of inputs varies between 2 and 5.

The model order shows a decreasing trend with increasing input noise level,
ranging from 9 for the noiseless case to 1-2 for the highest tested noise level (6
times the reference level). Ideally, the model order is a measure for the number
of independent underlying phenomena that determine the course of the process.
When more noise is added to the data, more and more of these phenomena are
masked and fewer latent variables are selected.

Offline Quality Prediction
Offline prediction of the batch-end quality is the estimation of –in this case– the
final penicillin concentration at the end of the batch operation. When the batch
operation has finished, the complete data matrixX is known, so no compensation
for missing variables is needed. Figure 2 shows the average offline prediction
RMSE as a function of the input noise level when no noise is present in the
output measurements for both MPLS models with optimal inputs (full curve)
and models which employ all 12 available online measurements as input variables
(dashed curve). The selection of optimal input variables leads to better offline
estimations of the batch-end penicillin concentration, evidenced by the lower
RMSE values. However, both curves exhibit the same trend. As expected, the
RMSE increases (so the prediction performance decreases) with increasing input
noise level. The increase is most obvious at low noise levels, while at higher noise
levels, the increase is less pronounced and the RMSE saturates. Even at high
input noise levels, the RMSE is still relatively small and very good quality
predictions are obtained.

This is also concluded from Figure 3, which shows a plot of the offline leave-
one-out cross-validation prediction against the real final penicillin concentration
for both the noiseless case (Figure 3(a)) and an input noise level of 6 times
the reference level (Figure 3(b)). Without measurement noise, a nearly perfect
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Fig. 2. Leave-one-out cross-validation RMSE for offline prediction of the final penicillin
concentration in function of the input noise level: with selection of model inputs (—)
and with all available inputs (- -). No output measurement noise is present in the data.

Fig. 3. Optimized offline prediction of the final penicillin concentration versus real
penicillin concentration for the noiseless case (left) and an input noise level of 6 times
the reference level (right). No output measurement noise is present in the data.

prediction is obtained (also evidenced by an RMSE of 0.001). However, even for
the highest noise level under study –much higher than the noise encountered in
industry–, the estimated quality approaches the real quality very well. Hence, a
very efficient removal of the input noise from the data is achieved.

Online Quality Prediction
Using Trimmed Scores Regression (TSR) to compensate for missing future mea-
surements, online predictions of the final penicillin concentration are obtained as
explained in Section 3. The evolution in time of the maximal relative deviation
of the online prediction from the real final penicillin concentration is depicted in
Figure 4, both for the noiseless case and for noise of 6 times the reference level.

Initially, the predicted penicillin concentration deviates considerably from the
real final value for both cases, since very few measurements are available. For
the noiseless case, the deviation quickly drops below 1% as the batch progresses
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and by the end of the process run, the prediction has evolved towards the correct
value. For noise of 6 times the reference level, the relative deviation decreases
more slowly. Nonetheless, a stable prediction that deviates less than 1% from
the real batch-end quality is obtained in about 200 samples.

Fig. 4. Maximal relative deviation of the online prediction from the real final penicillin
concentration in function of time for the noiseless case (left) and input measurement
noise of 6 times the reference level (right). No output noise is present in the data.

An overview of the maximal relative prediction deviation for different input
noise levels and sample times is given in Table 2(a). At first sight, the results
are a little unexpected: adding noise improves the online prediction in some
situations. This is especially visible during the batch phase (the first 101 samples
of the process), where better predictions are obtained with noise of the reference
level than at a noise level which is 16 times smaller. The selection of input
variables, which aims at improving the offline batch-end quality prediction, does
not necessarily guarantee optimal online predictions. Especially when the process
consists of different phases, selecting one set of input variables for the complete
process may result in a decrease in online prediction performance during certain
phases.

As discussed earlier, different model inputs are selected for low and high noise
levels. Apparently, the selected inputs for the low noise levels do not contain
enough information to obtain good online predictions during the batch phase.
This is evidenced by the fact that models that employ all available online mea-
surements as inputs result in better online predictions during the batch phase
for lower noise levels, as shown in Table 2(b). Consequently, it is better to use
all available model inputs to obtain good online predictions from the start of
the process. Another option is the training of different models (with different
inputs) for all process phases.

From the results in Table 2, it can be concluded that higher input noise
levels result in slightly worse prediction performance. However, the predictions
improve with time and good and stable predictions are obtained in fewer than
200 samples for all noise levels.
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Table 2. Influence of input measurement noise level on the maximal relative deviation
of the online prediction from the real final penicillin concentration for models with (a)
selected inputs and (b) all available inputs. No output noise is present in the data.

Time No noise Level 1/16 Level 1 Level 3 Level 6

1 12.4% 12.5% 1.7% 4.3% 7.1%

50 1.3% 10.8% 1.0% 1.1% 1.2%

100 0.9% 7.9% 1.0% 1.0% 1.2%

200 0.7% 1.0% 0.9% 1.0% 1.0%

300 0.6% 0.7% 0.8% 0.9% 1.0%

400 0.6% 0.6% 0.8% 0.9% 0.9%

500 0.5% 0.5% 0.7% 0.9% 0.9%

602 0.1% 0.3% 0.7% 0.9% 0.9%

(a)

Time No noise Level 1/16 Level 1 Level 3 Level 6

1 0.9% 2.5% 3.1% 5.0% 7.5%

50 0.9% 1.1% 1.1% 1.3% 1.6%

100 1.1% 1.1% 1.2% 1.3% 1.4%

200 0.8% 0.9% 1.2% 1.6% 1.3%

300 0.7% 0.8% 1.1% 1.5% 1.3%

400 0.6% 0.7% 1.1% 1.4% 1.2%

500 0.5% 0.6% 1.1% 1.3% 1.2%

602 0.3% 0.5% 1.0% 1.2% 1.2%

(b)

6.2 Output Measurement Noise

Input Variable and Model Order Selection
When output noise is added to measurements of the final penicillin concentra-
tion, the number of selected inputs varies greatly for different combinations of
input and output noise levels. However, dissolved oxygen concentration (only
at low input noise levels) or reactor volume always remain the most important
variables. No real conclusions can be drawn about the importance of the other
available measurements since various combinations of variables are selected at
different combinations of input and output noise levels.

The optimal model order decreases quickly with the size of the output mea-
surement noise. For output noise with a standard deviation of 1 percent of the
mean final penicillin concentration 1 to 3 latent variables are selected at input
noise levels smaller than the reference level. At higher input noise levels a model
order of 1 is selected. For output noise with a standard deviation of 2 to 10 per-
cent of the mean batch-end quality measurement a model order of 1 is selected
in most cases.

Offline Quality Prediction
The full curve in Figure 5 gives an overview of the leave-one-out cross-validation
RMSE for offline prediction of the batch-end penicillin concentration in function
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of the output noise standard deviation at the reference input noise level when
optimal input variables are selected. The course of the curve is very similar for
other input noise levels and for models that employ all available input variables.
The RMSE increases linearly with the size of the output noise and its value
is approximately equal to the standard deviation of the output measurement
noise. Thus, it seems that the size of the output noise has a very big influence
on the prediction performance of the PLS models. However, the RMSE was cal-
culated by comparing the model predictions to the final penicillin concentration
measurements, which contain noise. By comparing the predictions to the real
(noiseless) value of the batch-end quality an actual RMSE value is obtained.
The dashed curve in Figure 5 shows the course of this actual RMSE in function
of the output noise standard deviation. From this curve it becomes clear that
the influence of the output noise on the offline prediction is actually very small.
Unlike the measurement RMSE, the actual RMSE increases only slightly with
increasing output noise size and even at an output noise standard deviation of
10 percent, the size of the actual RMSE is around 1 percent of the value of the
final penicillin concentration.

Fig. 5. Measurement (—) and actual (- -) leave-one-out cross-validation RMSE for
offline prediction of the final penicillin concentration in function of the output noise
standard deviation at the reference input noise level with model input selection

A graphical representation of this result is given in Figure 6. The graph on
the left shows a plot of the measured final penicillin concentration, which con-
tains noise with a standard deviation of 5% of the mean concentration, versus
the actual (noiseless) batch-end penicillin concentration. In the middle graph,
the model prediction is plotted against the measured penicillin concentration.
Correlation between these variables is small and the size of the deviation of the
prediction from the measurements is equal to the size of the measurement noise
in the left graph. However, when the predicted penicillin concentration is plotted
against the actual value in the graph on the right, a high correlation is obtained.

Of course, perfect (noiseless) quality measurements are never available in in-
dustry. However, as illustrated in this case study, PLS model predictions may
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Fig. 6. Results of the offline prediction of the final penicillin concentration with opti-
mized input variables with input noise of the reference level and Gaussian output noise
with a standard deviation of 5% of the mean final penicillin concentration: measured vs.
actual penicillin concentration (left), predicted vs. measured penicillin concentration
(middle) and predicted vs. actual penicillin concentration (right).

be better than offline quality measurements, even when these noisy measure-
ments are used to train the models. It is important to be aware of the size of
the noise on the quality measurements, since even perfect predictions result in a
measurement RMSE of approximately the same size as the standard deviation
of the measurement noise σnoise. This is corroborated by the formulas of both
variables:

RMSE =

√∑N
i=1(ŷi − yi)2

N
(10)

σnoise =

√∑N
i=1(yi,real − yi)2

N − 1
(11)

with ŷi the model prediction, yi the measured quality and yi,real the real (noise-
less) quality of batch i, and N the number of training batches. In case of a
nearly perfect prediction (ŷi ≈ yi,real) and for a sufficiently high number of
training batches, these formulas are approximately the same.
In this case, it is valuable to temporarily invest in some extra quality measure-
ments with higher accuracy to check the prediction performance of the model.

Online Quality Prediction
As for the offline quality prediction, output measurement noise has very little
influence on online batch-end quality prediction when the deviation of the pre-
diction from the actual (noiseless) final penicillin concentration is considered.
Online predictions are slightly worse than in the case where no output noise is
present in the data, but good and stable predictions are still obtained within an
acceptable time span.
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7 Conclusions

In this paper, the influence of input and output measurement noise characteris-
tics on PLS-based batch-end quality prediction is investigated. As a case study,
realistic computer-generated data of a fed-batch process for penicillin produc-
tion are used. Gaussian noise of different levels (i.e., different size of the noise
standard deviation) is added to the process input and output measurements.
The effect of the noise level on input and model order selection, and offline and
online prediction performance is studied.

The information content of measurements decreases with increasing noise
level. While measurements of controlled variables, which vary only slightly, may
be informative in the noiseless case, they are soon rendered uninformative when
noise is added to the data. When the size of the input noise approaches the
normal variation of informative measurements, PLS is no longer able to filter
out the noise and a new set of optimal input variables is selected. Since higher
noise values mask more and more important underlying phenomena, the model
order decreases with both the input and output noise level.

The offline prediction performance of the PLS models decreases only slightly
with increasing noise levels. Even for noise levels much higher than those en-
countered in industry, very good offline quality predictions are obtained. This
proves the ability of PLS models to filter the noise from the data. Since no per-
fect (noiseless) quality measurements are available in industry, it is important to
be aware of the size of the measurement noise. As illustrated in the case study,
model predictions may be better than the measurements since even perfect pre-
dictions result in a measurement RMSE of approximately the same size as the
standard deviation of the noise on the quality measurement.

When the selection of different model inputs at different noise levels is not
taken into account, online predictions of the batch-end quality using Trimmed
Scores Regression (TSR) deteriorate slightly with increasing levels of both in-
put and output measurement noise. Despite the slightly lower prediction perfor-
mance at higher noise levels, accurate and stable online predictions are obtained,
even at noise levels much higher than in industrial practice. Future research will
investigate the generalization of the obtained results.
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