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Preface

The 12th event of the Industrial Conference on Data Mining ICDM was held
in Berlin (www.data-mining-forum.de) running under the umbrella of the World
Congress “The Frontiers in Intelligent Data and Signal Analysis, DSA 2012”
(www.worldcongressdsa.com).

For this edition the Program Committee received 97 submissions. After the
peer-review process, we accepted 32 high-quality papers for oral presentation of
which 22 are included in this proceedings book. The topics range from theoretical
aspects of data mining to applications of data mining such as in multimedia
data, marketing, finance and telecommunications, medicine and agriculture, and
process control, industry and society. Extended versions of selected papers will
appear in the International Journal Transactions on Machine Learning and Data
Mining (www.ibai-publishing.org/journal/mldm).

Fifteen papers were selected for poster presentations and six for industry
paper presentations, which are published in the ICDM Poster and Industry Pro-
ceedings by ibai-publishing (www.ibai-publishing.org).

In conjunction with ICDM, four workshops were run focusing on special hot
application-oriented topics in data mining: Data Mining in Marketing (DMM),
Data Mining in Life Science (DMLS), the Workshop on Case-Based Reason-
ing (CBR-MD), and the Workshop Data Mining in Agriculture (DMA). All
workshop papers are published in the workshop proceedings by ibai-publishing
(www.ibai-publishing.org).

A tutorial on Data Mining, a tutorial on Case-Based Reasoning, a tutorial
on Intelligent Image Interpretation and Computer Vision in Medicine, Biotech-
nology, Chemistry and Food Industry and a tutorial on Standardization in Im-
munofluorescence were held before the conference.

We were pleased to give out the the best paper award for the sixth time
this year (www.data-mining-forum.de). The final decision was made by the Best
Paper Award Committee based on the presentation by the authors and the
discussions with the auditorium. The ceremony took place at the end of the
conference. This prize is sponsored by ibai solutions (www.ibai-solutions.de),
one of the leading companies in data mining for marketing, Web mining and
e-commerce.

The conference was rounded up by an outlook on new challenging topics in
data mining before the Best Paper Award Ceremony.

We would like to thank the members of the Institute of Applied Computer
Sciences, Leipzig, Germany (www.ibai-institut.de), who handed the conference
as secretariat. We appreciate the help and understanding of the editorial staff
at Springer, and in particular Alfred Hofmann, who supported the publication
of these proceedings in the LNAI series.



VI Preface

Last, but not least, we wish to thank all the speakers and participants who
contributed to the success of the conference. We hope to see you in 2013 in
New York at the next World Congress on “The Frontiers in Intelligent Data
and Signal Analysis, DSA2013” (www.worldcongressdsa.com) that combines the
following three events: the International Conference on Machine Learning and
Data Mining MLDM; the Industrial Conference on Data Mining ICDM, and
the International Conference on Mass Data Analysis of Signals and Images in
Medicine, Biotechnology, Chemistry and Food Industry MDA.

July 2012 Petra Perner
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Application of Classification Algorithms 
on IDDM Rat Data 

Rainer Schmidt1, Heike Weiss2, and Georg Fuellen1 

1 Institute for Biostatistics and Informatics in Medicine and Aging Research  
2 Institute for Medical Biochemistry and Molecular Biology,  

University of Rostock, Germany 
{rainer.schmidt,heike.weiss,georg.fuellen}@uni-rostock.de  

Abstract. In our study, we intend to investigate the mechanism of tolerance 
induction by the modulatory anti CD4 monoclonal antibody RIB 5/2 in insulin 
dependent diabetes mellitus rats. The aim of this investigation is to identify the 
key mechanisms of immune tolerance on the level of T cell, cytokine, and 
chemokine biomarkers in the blood, lymphatic organs, and pancreas. 
Additionally, it should be possible to define good biomarkers of autoimmunity 
and tolerance for prediction of diabetes onset. We mainly applied decision trees 
and later on some other classification algorithms on a rather small data set. 
Unfortunately, the results are not significant but are good enough to satisfy our 
biological partners.  

Keywords: Insulin dependent diabetes mellitus, Bioinformatics, Machine 
Learning. 

1 Introduction 

Type 1 diabetes is an autoimmune disease in which beta cells are exclusively 
destroyed by the interaction of antigen presenting cells, T cells, and environmental 
triggers such as nutrients and viral infection [1, 2].  

There are two major challenges for prediction and diagnosis of this disease. First, 
though the analysis of various beta cell autoantibodies and beta cell specific T cells 
allows a good risk assessment for the progression of autoimmunity, biomarkers 
related to mechanisms of T cell mediated beta cell destruction and induction of self-
tolerance are missing. Second, intervention strategies to block beta cell autoimmunity 
are not fully understood.  

The IDDM (insulin dependent diabetes mellitus) rat is an animal model of 
spontaneous autoimmune diabetes which is characterized by a fulminant T cell 
mediated beta cell destruction leading to a full diabetic syndrome in 60 % of the animals 
around day 60. The narrow time range of islet infiltration between day 40 and day 50 
makes this model a valuable tool to study strategies and mechanisms for induction of 
immune tolerance. Induction of immune tolerance is a promising approach to halt 
autoimmunity in type 1 diabetes. Anti CD3 antibodies and vaccination with modified 
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beta cell antigens such as insulin, GAD65, and hsp60 could block autoimmunity and 
induce self-tolerance in animal models of autoimmune diabetes [3].  

These strategies, however, still show limitations that hamper translation into routine 
clinical use. First, the mechanisms of T cell modulation are still unclear in particular for 
transition from temporary immune suppression to induction of permanent self-tolerance. 
Second, despite development of humanized and aglykosylated anti CD3 antibodies the 
side effects remain severe and raise ethical concerns for treatment of young type 1 
diabetes patients.  

The intention of our project is 

- To elucidate the mechanisms of the modulating anti CD4 antibody RIB5/2 on 
prevention of autoimmune destruction of beta cells in the IDDM rat model. 

- To analyse immune cell (bio-) markers in peripheral blood during progression 
of autoimmunity and/or induction of self-tolerance. 

2 Background and Research Status 

Beta cell destruction in type 1 diabetes is a complex process comprising a network 
between beta cells, antigen presenting cells, autoagressive T cells, and environmental 
triggers. Beta cells that are under assault are not passive bystanders, but actively 
participate in their own destruction process [4, 5]. Overall, many of the cytokine- and 
virus-induced effects involved in inhibition of beta cell function and survival are 
regulated at the transcriptional and posttranscriptional/translational level [6]. T-cells 
modulate the autoimmune process and autoreactive T-cells can transfer diseases [7]. 
Thus, immune intervention during the prodromal phase or at the onset of overt 
diabetes will affect the balance between autoreactive and regulatory T cells. Currently 
it is possible to identify ß-cell-specific autoreactive T-cells using standard in vitro 
proliferation and tetramer assays, but these cell types could also be detected in healthy 
individuals [8]. Although the analysis of autoantibodies allows an assessment of risk 
for type 1 diabetes, it is still impossible to draw conclusions about T cell function in 
the local lymphatic compartment of the pancreas. Notably, there is an extensive 
knowledge upon activation of T cells and upon induction of self-tolerance on the 
molecular level of gene expression biomarkers. We hypothesize that biomarkers must 
be analyzed in a dynamic manner because they shall have specific predictive values 
for development of autoimmunity at different stages of autoimmunity.  

The analysis of gene expression patterns might help to distinguish between T1DM 
affected subjects and healthy animals at an early stage. In a first experiment, we could 
demonstrate that analysis of selected genes of T cell differentiation, T cell function, 
and cytokine expression in whole blood cells at an early prediabetic stage (after 45 
days of live), the RT6 T cell proliferation gene was most decisive for diabetes onset in 
the IDDM rat followed by selectin and neuropilin at the stage of islet infiltration (after 
50 days), and IL-4 during progression of beta cell destruction (after 55 days).  
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3 Data 

Several experiments were performed and statistically evaluated. In one of them, for 
example, it could be shown that the treatment of prediabetic IDDM rats with antibody 
RIB 5/2 significantly reduces diabetes incidence (from 60% to 11%, see figure 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Protective effect of RIB/2 CD4 modulation on diabetes incidence and age of 
manifestation (p<0.01, chi-test) 

For recent experiments,data from twelve rats were available. They were monitored 
for gene expression data in blood immune cells for functional gene clusters on the 
days 30, 35, 40, 45, 50, 55, 60, 65, 70, 80, and 90 of their life. However, just the days 
between 45 and 60 are assumed to be important of the prediction whether a rat will 
develop diabetes or not. Six of the twelve rats developed diabetes, three did not, and 
another three rats (background strain) were diabetes resistant because of the way they 
had been bred. Unfortunately, due to problems of the measurement facilities the data 
quality is rather poor. Many data are missing and some are obviously incorrect, 
especially for the early and the late measurement time points. However, as mentioned 
above, the most important measurement time points are in the middle. So, for some 
measurement time points, data from just eleven of the twelve rats were used.  

4 Experimental Results 

In the experiments data of the following measurement time points were used: 45, 50, 
55, and 60 days of life. The attributes are eighteen preselected genes and biomarkers. 
The class labels are “diabetes”, “no diabetes”, and “background strain”. 

Since we wanted to get attributes that are most decisive for the classification, we 
applied decision trees, which do not just provide the most decisive attributes but also 
their decisive values. The C4.5 decision tree algorithm, which was originally 
developed by Ross Quinlan [9], was applied in form of its J48 implementation in the 
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WEKA environment [10]. Later on, we also applied other classification algorithms 
that are provided in WEKA, like “random forest”, for example. 

The tree for day 50 is depicted in figure 2 and states the following. If the gene 
expression value of selectin is bigger than 2.14 a rat probably belongs to the 
background strain, otherwise if the gene expression value of neuropilin is bigger than 
0.63 a rat probably does not develop diabetes, otherwise it probably develops 
diabetes. 

 

Fig. 2. Decision tree for day 50 

The results for the days 45, 50, and 55 are depicted in figure 3. There are three 
trees depicted, the left one is for day 45, the right one is for day 55. The tree for day 
50 (the same as in figure 2) is depicted in the middle.  

At the beginning of infiltration (day 45) the RT6 gene expression, responsible for 
the correct thymic development of T-cells, may decide whether autoimmunity could 
develop. At a stage of of islet infiltration (day 50) selectin and neuropilin gene 
expression decides whether primed T-cells will infiltrate the endocrine pancreas for 
beta cell destruction. During progression of beta cell destruction (day 55) IL-4 as a T 
cell stimulating cytokine is crucial for the progression of beta cell infiltration. 

5 Validation 

For the IDDM rat model we have started to calculate relative risk coefficients for 
development for diabetes. Though the data set is very small, the biologists that are 
involved in the project are very happy with the results and can explain them (caption 
of figure 1). However, because of the extremely small data set (twelve rats), the set 
was not split into a learning and a test set. The trees are computed on the training set.  
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So, next Information Gain [10] was considered, on which decision trees are based. 
WEKA provides them as “attribute selection”. Usually, the values are between 0 and 
1. In three of four trees the decision was obvious. For day 45, for example, the value 
of rt6a is 0.811, whereas the values of all other attributes are 0. Just, for day 50 the 
decison is obvious but the whole situation is not completely clear, because the 
Information Gain values are 0.959 for l-selection and 0.593 for il-4 and for neuropilin. 
Furthermore, in the tree neuropilin is used to separate between “diabetis” and “no 
diabetis”. So, the background strain was excluded and Information Gain was used just 
to classify “diabetis” and “no diabetis”, with the result that neuropilin was the first 
choice. 
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Fig. 3. Relative gene expression levels analysed with the C4.5 algorithm. The numbers heading 
the arrows indicate the threshold values of gene expression normalized to GAPDH quantified 
by real-time RT-PCR analysis.  

Afterwards some standard classification methods provided by WEKA were applied 
(naïve bayes [11], nearest neighbor [12], random forest [13], J48, and support vector 
machines [14]). Except for the decision tree algorithm J48 these methods show just 
the classification results but they do not show which attributes have been used for the 
classification. In table 1 results are shown just for day 50 as an example. An inner 
cross validation is provided by WEKA. Because of the small size of the data set 3-
fold cross validation was applied instead of the usual 10-fold cross validation. First,  
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the classification algorithms were applied on the whole data sets (table 1) and 
secondly on the data sets without background strain (table 2). However, the 
differences are very small. 

Table 1. Accuracy and Area Under the Curve for day 50 for the complete data set 

Method Accuracy (%) AUC 

Naïve Bayes 58.3 0.52 
Nearest Neighbor 75 0.75 
Random Forest 66.7 0.80 
J48 66.7 0.76 
SVM 58.3 0.65 

Table 2. Accuracy and Area Under the Curve for day 50 for the data set without background 
strain  

Method Accuracy (%) AUC 

Naïve Bayes 55.6 0.42 
Nearest Neighbor 77.8 0.67 
Random Forest 66.7 0.53 
J48 66.7 0.61 
SVM 55.6 0.50 

6   Discussion 

The application of Machine Learning (classification) methods has become populare in 
bioinformatics. This is already reflected at the ICDM conferencerences (e.g. [15,16]). 
In our application, the analysis of gene expression patterns might help to distinguish 
between T1DM affected subjects and healthy animals at an early stage. In a first 
experiment, we could demonstrate that analysis of selected genes of T cell 
differentiation, T cell function, and cytokine expression in whole blood cells at an 
early prediabetic stage (after 45 days of live), the RT6 T cell proliferation gene was 
most decisive for diabetes onset in the IDDM rat followed by selectin and neuropilin 
at the stage of islet infiltration (after 50 days), and IL-4 during progression of beta cell 
destruction (after 55 days). 

However, so far the data set is very small and, probably because of poor data 
quality, the cross-validated classification results are not significant (see tables 1 and 
2). Nevertheless, the generated decision trees perform well, certainly just on the 
training set, but nearly all of them can be very well explained by the biochemical 
experts. 

So, because of the small size of the data set, we tried to breed some more specific 
rats. Unfortunately, because of a virus in the rat laboratory this was just partly 
successful. Furthermore, since the data quality was poor, we applied another 
measurment facility. We got a better data quality for just eight new rats. However, 
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both data sets should not be joined together. Because of different measurement 
facilities they are not compatible with each other.     

The eight new cases belong to just two classes. Six rats developed diabetes, the 
other two ones did not. With such a data set the application of decision trees does not 
seem to be reasonable, because there is a big chance that one attribute can be found 
that might be sufficient to split away the two rats from the remaining six diabetes rats. 

Actually, the situation is even worse. Most attributes can be used to distinguish 
between the two classes. Since all attributes we found in our earlier experiments (see 
figure 3) are among them, this new data set supports our findings. However, this 
support is rather weak, because for these new data many alternative attributes can also 
be used to separate between the two classes.       

Unfortunately, the breeding and the data collection of these specific rats is 
expensive and time consuming. Furthermore, sometimes the breeding may even fail 
(see above).  

However, our results (especially the decision trees) are not just good enough to 
satisfy our biological partners but also to get the funding, so that we are going to start 
another breeding attempt. 
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Abstract. Research in case-based reasoning (CBR) in the health sciences 
started more than 20 years ago and has been steadily expanding during these 
years. This paper describes the state of the research through an analysis of its 
mainstream, or core, literature. The methodology followed involves first the de-
finition of a classification and indexing scheme for this research area using a 
tiered approach to paper categorization based on application domain, purpose of 
the research, memory organization, reasoning characteristics, and system  
design. A research theme can be tied to any of the previous classification ele-
ments. The paper further analyzes the evolution of the literature, its characteris-
tics in terms of highest impact, or most cited, papers, and draws conclusions 
from this analysis. Finally, a comparison with the themes automatically learned 
through clustering co-citations matrices with the Ensemble Non-negative Ma-
trix Factorization (NMF) algorithm in the CBR conference literature is pro-
posed. This comparison helps better understand the main characteristics of the 
field and propose future directions. 

Keywords: case-based reasoning, classification, biomedical informatics,  
biometrics, text mining.  

1 Introduction 

The field of Case-Based Reasoning (CBR) in the Health Sciences (CBR-HS) [1] has 
seen a tremendous growth in the last decade. An international group of researchers 
performs its research mainly in this domain, and constitutes the core CBR-HS re-
search community. Seven specialized conference workshops have been held consecu-
tively between 2003 and 2009 focused solely on this topic. In addition, six journal 
special issues on CBR-HS were published in the journals Artificial Intelligence in 
Medicine [2][3][4], Computational Intelligence [5][6], and Applied Intelligence [7]. 
The domain has been the subject of several survey papers as well, mostly qualitative 
in nature, hence the need to track the evolution in the research in a more systematic 
and automatic manner. We developed a classification and indexing scheme for CBR 
research in the Health Sciences to make possible the meta-analysis of this interdiscip-
linary research area [1] in a semi-automatic manner. This paper details knowledge of 
CBR-HS gained by building and using this classification scheme and the research 
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trends identified in terms of application domains, application purposes, system memo-
ry, reasoning, and design, as well as evolution of number of papers, citations, and 
research themes. In addition, a comparison is proposed with an automatic clustering 
method called Ensemble Non-negative Matrix Factorization (NMF) [8] to determine 
how the major themes in the CBR conference literature differ from those in the core 
CBR-HS literature. 

2 Methods 

The specific application of CBR to the health sciences has been discussed in several 
surveys [9, 10, 11, 12, 13, 14, 15]. However recent trend analyzes in CBR as a whole 
failed to identify CBR-HS as a sub-research area through automatic methods [8]. This 
may in particular be due to the variety of application domains comprising the health 
sciences, which prompts for the need to index systems capable in particular of group-
ing documents related to, for example, oncology, diabetology, phrenology and so 
forth. Therefore we developed a classification and indexing system capable of drilling 
down and rolling up in its different components and presented in detail elsewhere [1]. 
This domain-specific indexing is enabled by the use of one of the most used classifi-
cation schemes in the health sciences: the Medical Subject Headings (MeSH) [16]. 
Like most other classifications, it uses a tree like structure where broader categories 
are narrowed down with each branch and branches are represented by dots. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. CBR Health Sciences tiered classification scheme 

The papers selected for CBR-HS in this paper cover all the 16 EWCBR (European 
Workshop on Case Based Reasoning), ECCBR (European Conference on Case Based 
Reasoning), and ICCBR (International Conference on Case Based Reasoning) confe-
rences from 1993 until 2011, the 7 Workshops on CBR in Health Sciences, the 5  

DOMAIN
Code = { MeSH

Terms }
YEAR

PURPOSE
Code = { 0 to ∞}

MEMORY
FLAGS

Code = { 0 to ∞}

REASONING
Code = { 0 to ∞}

SYSTEM 
DESIGN

Code = { 0 to ∞}
FLAGS



 Research Themes in the Case-Based Reasoning in Health Sciences Core Literature 11 

 

special issues on CBR in the Health Sciences, the 2 DARPA workshops of 1989 and 
1991, which preceded the CBR official conferences, and the survey papers on CBR in 
the Health Sciences. We also added papers preceding the papers published in the offi-
cial CBR-HS venues, before they existed. These papers were identified by the group 
of CBR-HS researchers who prepared the 2007 survey. 156 papers were indexed with 
the CBR-HS classification scheme, presented in the next section. Therefore the termi-
nology learned for the classification has been refined on these 156 papers.  

3 Classification System 

Figure 1 presents the tiered architecture of the CBR-HS classification scheme. There 
are five distinct categories (domain, purpose, memory and case management, reason-
ing, and system design) defined in this section. A research theme can be selected by 
researchers among any of these categories, to characterize the main research hypothe-
sis and findings of the paper. Codes have been created to represent each classification 
category. We refer the reader to another article [1] for the coding details. 

1. Domain: The range of domains, such as for example oncology or diabetolo-
gy, in the health sciences fields is vast and, as a result, it was chosen as the 
first level of classification. However, rather than creating a new set of de-
scriptors, it is proposed to use the MeSH descriptors [16], of which there are 
over 24,000 that cover just about every aspect of the health sciences. Along 
with the domain, another primary means of discriminating the relevance of 
an article is its publication date.  

2. Purpose: The purposes, or tasks, of CBR systems have been thoroughly dis-
cussed in many articles summarizing the CBR-HS domain. One of the first 
papers to survey the field in 1998, by Gierl et al., used the purpose as the 
primary means to subdivide the different systems [9]. In their paper, Gierl et 
al. specified four main purposes: diagnosis, classification, planning, and tu-
toring. Later, both Holt et al. 2006 [13] and Nilsson and Sollenborn 2004 
[12] used the same four descriptors. In the early years the majority of sys-
tems were diagnostic in nature, but in recent years more therapeutic and 
treatment systems have been developed [14]. We have replaced planning by 
treatment since most of the time planning refers to treatment planning. How-
ever, planning tasks may involve not only treatment but also other aspects 
such as diagnosis assessment, which often consists in a series of exams and 
labs orchestrated in a plan. Planning is a classical major task performed by 
artificial intelligence systems. Therefore planning is listed in our system as a 
design option and thus can be added to the treatment choice in the purpose 
dimension. CBR systems generally support either medical clinical work, or 
research. Therefore we have added these as top level purpose categories (see 
Table 2). In the clinic, decision support systems support mostly diagnosis, 
treatment, prognosis, follow-up, and/or classification, such as in image inter-
pretation.  More recent articles require to differentiate between the purpose 
of the system developed, which is generally a clinical purpose, from the  
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purpose of the research paper, which can be, among others, a survey paper or 
a classification paper like this one. Some papers focus on formalization, a 
method, or a concept. Among these, the evaluation of a system can be per-
formed more or less thoroughly. This is an important dimension to note 
about a research paper: whether the system was tested only at the system 
level, which is the most frequent, at the pilot testing level, at the clinical trial 
level, or finally whether the system is in routine clinical use. 

3. Memory and case management: This is a very broad category and could easi-
ly be subdivided. It encompasses both how the cases are represented and also 
how they are organized in memory for retrieval purposes and more (see  
Table 3). As a result, it is made up of more than one code. The first part of 
the code represents the format of the cases. The primary types being images, 
signals, mass spectrometry, microarray, time series data and regular 
attribute/values pairs, which is used by the majority of the systems. Similar 
to the different formats of data are the flags that represent what kinds of 
memory structures the CBR system uses to represent the data, such as 
ground cases (G), prototypical cases (P), clusters (L), or concepts (O). Last-
ly, when it comes to memory management there are potentially an infinite 
number of possibilities, some of which may never have been used before. 
The main types, however, represent how the memory is organized, whether it 
is flat or hierarchical, what kind of hierarchical structure, such as decision 
tree, concept lattice, conceptual clustering tree, or others. 

4. Reasoning: This category regroups the inferential aspects of the CBR. Clas-
sically, retrieve, reuse, revise, and retain have been described. Nevertheless, 
researchers have often added many more aspects to the inferences, such that 
it is best to keep this category open to important variations. Each of these 
parts of the reasoning cycle can be hierarchically refined so that a tree is 
formed here also. 
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5. System design: The construction of the CBR system specifies what technol-
ogies it uses. This area of classification may not seem intuitive at first, but 
upon the examination of CBR systems it can be seen that many use a combi-
nation of technologies, not just case-based reasoning. The most common 
technology used in conjunction with CBR is rule-based reasoning; however 
some systems combine CBR with information retrieval, data mining, or other 
artificial intelligence methods. See table 4 for an example of different possi-
ble construction classifications. If the construction of the system does use 
additional technologies, a flag should be appended to the end of the code to 
denote whether the case-based reasoning is executed separately. Also, an ad-
ditional flag is used to designate CBR’s role in the system, whether primary, 
secondary, or equivalent. 

Table 1. A ranked list of the top 10 highest impact papers in the core CBR-HS collection based 
on total citation count 

# Paper Year Citations 
1 Concept learning and heuristic classification in weak-

theory domains 
Porter, Bareiss & Holte [17] 

1990 290 

2 Reasoning about evidence in causal explanations 
Koton [18] 

1988 239 

3 Protos: an exemplar-based learning apprentice 
Bareiss, Perter & Wier [19] 

1988 156 

4 Case-based reasoning in CARE-PARTNER: gathering
evidence for evidence-based medical practice 
Bichindaritz, Kansu & Sullivan [20] 

1998 86 

5 Cased-based reasoning for medical knowledge-based
systems 
Schmidt, Montani, Bellazzi, Portinale & Gierl [10] 

2001 83 

6 Using experience in clinical problem solving: introduction
and Framework 
Kolodner & Kolodner [21] 

1987 81 

7 A two layer case-based reasoning architecture for medical
image understanding 
Grimnes & Aamodt [22] 

1996 76 

8 Case-based reasoning in the health sciences: what's next? 
Bichindaritz & Marling [11] 

2006 72 

9 An architecture for a CBR image segmentation system 
Perner [23] 

1999 69 

10 Advancements and trends in medical case based
reasoning: an overview of systems and system
development 
Nilsson & Sollenborn [12] 

2004 65 
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4 Global Picture 

The global picture of the core CBR-HS literature shows a total of 156 papers being 
published between 1987 and 2011 from 179 different authors from all over the world. 
The average number of papers per author is 2.27, and the range is 1 to 27. We 
searched these papers in Google Scholar to count their number of citations and calcu-
lated a total of 3237 citations.  

The evolution of the number of papers is provided on Fig. 1. It shows a regular in-
crease in the research productivity in this domain, which attests of the vitality of the 
field. This graph demonstrates in particular that the number of papers by year has seen 
a rapid increase after 2003 – corresponding to the first workshop dedicated to CBR-
HS (see Figure 1). 

In terms of impact, Table 1 lists the 10 highest impact papers based on their number of 
citations in Google Scholar, after removing the number of self-citations (only the order of 
the papers changes if taking into account all citations). It is interesting to note that the 
pioneering papers in the domain are ranked in positions #1, 2, 3, and 6. These papers pre-
ceded the creation of the CBR-HS research field, however have impacted the field tre-
mendously. These papers do not refer to the term of CBR yet, however they have served 
to define the feasibility and direction of this research. In that sense, they can be regarded as 
its seed papers. The other papers took about 10 years to emerge from the tracks defined by 
the seed papers (paper #4 in particular). Paper #5 is the first survey paper in CBR-HS, and 
papers #8 and 10 are later surveys. Papers #7 and 9 represent the seeds in a group of CBR-
HS papers devoted to the research theme of medical image interpretation. 

 

 

Fig. 3. Domains the most studied by CBR-HS papers 
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both on a domain and another dimension such as design for example, the papers con-
tribute to several classes. In addition, in each class, they also very often contribute to 
several categories, such as treatment and diagnosis for example. 

Domains 

The 156 papers cover 38 domains all together. Although the domains of application 
all belong to the Health Sciences, some domains are more represented than the other 
ones. The most represented domain is medicine with 36 papers as a whole, which 
correspond to either survey papers, editorials, or general frameworks and concepts 
applicable to any health sciences domain. Close second comes oncology (30 papers), 
then further come stress medicine (16 papers), diabetes (10 papers), fungi detection (7 
papers) – which could have been added to the infectious diseases papers, cardiology 
and pulmonology (6 papers each), nephrology and radiotherapy (5 papers each), in-
fectious diseases and psychiatry (4 papers each), and intensive care (ICU), nursing, 
and radiology (3 papers each). All the other domains count less than 3 papers. It is 
interesting to note in particular that cancer, being a very prominent disease, is studied 
by several CBR-HS teams in the world. 

Table 2. Main Purpose Themes and the corresponding number of papers 

Purpose # Purpose # 
Medical Purpose 156 CBR-HS Research Purpose 32 
     Decision Support 136      Survey 17 
         Treatment/therapy  46      Evaluation / testing 8 
         Diagnosis 36      Role of CBR 4 
         Classification  27      Concept 2 
         Interpretation 13      Formalization 1 
         Prognosis / prediction 7  
         Follow-up 5  
         Assessment 2  
     Medical research support 8  
     Quality control / monitoring 3  
     Information retrieval / navigation 3  
     Tutoring 2  
     Parameter configuration 2  
     Drug design 1  
     Explanation 1  

Purpose 

Among the 24 purposes listed in these papers, we can distinguish between medical 
purpose, tied to the application domain, and research purpose, tied to the CBR-HS 
domain.  

In terms of medical purpose, 46 papers propose treatments / therapies (among 
which two propose prescriptions), 36 propose diagnosis recommendations, 27 classi-
fications, 17 papers refer globally to decision support (to which we can add the  
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sub-types of decision-support tasks – see Table 2), and there are additional decision-
support tasks such as interpretation (mostly for image interpretation). Other papers 
propose to help medical research (8), quality control and monitoring (3), and informa-
tion retrieval or case-base navigation (3), among several other medical purposes. 

In terms of research or methodological purpose, 17 papers are survey, editorial, or 
systematization papers, 8 papers focus on evaluation methods, 4 papers investigate the 
role CBR can play in medical domains, and a few papers focus on formalization, con-
cepts, and methods.  

It is notable that 28 papers describe several purposes, for example they tackle both 
diagnosis and treatment decision-support, although each of these tasks alone, given its 
complexity, could be the topic of an entire paper. Another important characteristic is 
that several systems focus on differential diagnosis, which involves the value of di-
versity in the diagnostic recommendation. 

Table 3. Sample Memory and Case Management Themes 

Generalized Memory Structures # Data Types # 
Prototypes 27 Time Series / signals / sensor data 24 
Clusters 4 Images 17 
Categories 3 Microarray data / genetic sequences 10 
Generalized cases 3 Text 7 
Inverted indexes 2 Scenarios 2 
Schemas 2 Graphs 1 
Scenarios 2 Networks 1 
Concepts 1 Plans 1 
Trends 1 Visio-spatial data 1 

Memory and Case Management 

Memory structures and organization refers to at least 24 different concepts, which 
encompass generalized memory structures and a variety of ground cases which can be 
identified by their case data types (see Table 3). In addition to traditional ground cases 
or exemplars, which appear in almost all papers, the most represented memory struc-
tures are prototypes (27 papers), closely followed by time series ground cases (24 
papers, most of them being from signals). Further come image ground cases (17 pa-
pers), microarray data ground cases (10 papers), text ground cases (7 papers), clusters 
(4 papers), categories (3 papers), generalized cases (3), inverted indexes (2 papers), 
scenarios (2 papers), and schemas (2 papers). The other listed memory structures 
contain, among others, networks, graphs, multimedia data, plans, structured cases, and 
visio-spatial cases. 

In terms of memory organization, the various types are exemplified in these sys-
tems, ranging from flat memories, to decision trees and concept hierarchies. Hierar-
chical organizations are very prominent in the systems using the generalized memory 
structures (there are 45 of these papers). 
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Table 4. System Design Classification 

Artificial intelligence metho-
dology / component 

# Biomedical methodology /  
component 

# 

Machine learning & data mining 34 Clinical guidelines 6 
       Prototype learning /
       generalized case learning 

11 Electronic medical records 3 

       Feature mining /
       key sequence learning 

6  

       kNN 5  
       Statistical learning 4  
       Conceptual clustering 3  
       Text mining / case mining 3  
       Genetic algorithms 2  

Feature selection / dimensionali-
ty reduction

7  

Rule based reasoning 16  
Temporal abstraction 14  
Fuzzy logic 9  
Information retrieval 9  
Knowledge discovery 7  
Knowledge-based systems / se-
mantic Web

6  

Planning 6  
Knowledge acquisition 5  
Temporal reasoning 3  

Reasoning 

In CBR-HS the vast majority of systems refer to retrieval and similarity assessment 
(92 papers) as well as another form of reasoning. Next, maintenance is also well 
represented (16 papers), as well as adaptation and reuse (15 papers). Further are 
represented: retain step (8 papers), indexing (5 papers), and revision (5 papers). The 
retain step could be combined with case base maintenance, even though authors using 
one term sometimes do not use the other term. Most systems perform several reason-
ing steps, even though the papers studied did not detail these steps, focusing on re-
trieval aspects instead. Many papers deal with several reasoning steps in the same  
paper. 

System Design 

Main characteristics of developed systems describe the types of components involved 
in building CBR systems in the health sciences. Although there are many “pure” CBR 
systems, most systems describe a combination of components to manage to solve a 
problem in the application domain, thus making them hybrid systems. The role of 
CBR in the hybrid system is most of the time the primary methodology, although 
many systems report methodologies of equivalent role. Few describe CBR as a  
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secondary methodology. There are mostly two types of hybrid methodologies: those 
coming from artificial intelligence and more broadly computer science (such as am-
bient systems), and those coming from the field of biomedical informatics. 

We have listed 52 different methodologies added to CBR (see Table 4). The main 
methodologies are: machine learning and data mining (34 papers), with different me-
thods such as prototype and generalized case learning, feature mining, kNN, concep-
tual clustering, statistical learning, text mining, case mining, and genetic algorithms. 
In second place and beyond come rule-based reasoning (16 papers), temporal abstrac-
tion (14 papers), fuzzy logic (9 papers), information retrieval (9 papers), knowledge 
discovery (7), knowledge-based systems (6), and planning (6) combinations. 

However two categories are specific to medical domains: clinical guidelines inte-
gration, and electronic medical records integration. 

Table 5. Major research themes in the core CBR-HS literature based on the number of papers 
addressing them 

# CBR-HS core literature Number 
of papers 

1 Reasoning: retrieval & similarity assessment 92 
2 Purpose: treatment or therapy decision-support 46 
3 Purpose: diagnosis decision-support 36 
4 Design: machine learning / data mining combination 34 
5 Domain: oncology 30 
6 Memory: prototypes 27 
7 Purpose: classification 27 
8 Memory: time series / signals / sensor data 24 
9 Memory: images 17 
10 Design: temporal abstraction & reasoning 17 
11 Design: rule based reasoning combination 16 
12 Reasoning: case base maintenance 16 
13 Reasoning: adaptation 15 
14 Purpose: interpretation decision-support 13 
15 Memory: microarray data / genetic sequences 10 
16 Design: prototype learning / generalized case learning 11 
17 Design: fuzzy logic combination 9 
18 Design: information retrieval combination 9 
19 Reasoning: retain 8 
20 Purpose: evaluation & testing 7 

Top Twenty Research Themes 

Combining results from the previous sub-sections, we get a clear picture of the major 
themes in the core CBR-HS literature (see Table 5). We can also note that some very 
important themes are not in the top twenty research themes, however they are promis-
ing and very important for the future development of the field (clinical guidelines 
integration and electronic medical records integration are some examples) [11]. 
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A research theme can pertain to any of the classification tiers previously presented. 
Table 5 ranks the top twenty research themes in term of number of papers dealing 
with it in some way. Since the papers often cover several of these research themes, the 
sum of these figures does not have to be equal to the number of papers.  

With this simplification, the major research themes are the ones ranked #1 through 
8 since there is a clear break in number of papers between 24 and 17, in terms of 
number of papers. These major research themes are therefore:  

• In terms of the reasoning dimension, retrieval and similarity as-
sessment (#1); 

• In terms of the purpose dimension, treatment / therapy (#2), diagno-
sis (#3), and classification (#7) decision-support;  

• In terms of the design dimension, machine learning / data mining 
combination (#4);  

• In terms of the domain dimension, oncology (#5);  
• In terms of the memory dimension, prototypes (#6) and time series / 

signals / sensor data (#8).  

6 Comparison with CBR Conference Research Themes 

Greene et al. have identified through an automatic method, called NMF, a number of 
major themes in the CBR conference literature [8]. It is interesting to compare the 
major themes identified above with those they have identified (see Table 6).  

Table 6 shows the themes in correspondence, namely Case base maintenance, Case 
retrieval & similarity assessment, Adaptation, Image analysis, Textual CBR, Creativi-
ty & knowledge-intensive CBR, CBR on temporal problems, and Structural cases. A 
‘Yes’ in the 3rd column indicates that this theme from the CBR conference literature 
[8] is also present along the highest ranked themes in the CBR_HS literature as identi-
fied in the present paper. The ‘#’ symbol refers to the ranking in either the CBR con-
ference literature [8] (2nd column) or the CBR-HS core literature (4th column). 

As for CBR conference literature main research themes not represented on Table 6, 
they are of interest for suggesting future research themes in CBR-HS: 

• Recommender systems & diversity: diversity is an important aspect for 
differential diagnosis. Even though a few CBR-HS systems show some 
interest in this direction, it is a promising topic to focus on for the future. 
The spread of health-related online communities and social networks may 
very well join the research efforts in recommender systems. In addition, 
the team-based work in the clinic could also take example on this core 
CBR research for CBR-HS systems. 

• Learning similarity measures: even though CBR-HS systems have not yet 
applied this to their systems yet, it is probably a potential improvement to 
test. 

• Conversational CBR: very few CBR-HS systems actually interact so 
closely with healthcare professionals, however this could become very 
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important for patient-centered CBR-HS systems (another potentially very 
important research direction). 

• Feature weighting and similarity: CBR-HS systems in bioinformatics have 
started researching in this direction, which is connected with the feature 
mining themes and the feature selection / dimensionality reduction theme. 
However it is not clear from the Greene et al. paper whether they encom-
pass these in this category [8] – it would make sense to connect them. 

• Games & chess: the field of serious games will provide in the future op-
portunities for common projects with CBR-HS, for example for pain 
management and phobia treatment. 

• Scheduling & agents: there are potential common research projects in 
health care management and in public health. 

Table 6. Comparison of research themes between the CBR conference literature and the CBR-
HS core literature (the ‘#‘ columns represent the ranking in the articles of reference) 

CBR conference literature # CBR-HS core literature # 
Recommender systems & diver-
sity 

1 Not a major theme currently N/A 

Case base maintenance 2 Yes 12 
Case retrieval & similarity as-
sessment 

3 Yes 1 

Learning similarity measures 4 Not a major theme currently N/A 
Adaptation 5 Yes 13 
Image analysis 6 Yes 9 
Textual CBR 7 Yes 18 
Conversational CBR 8 Not a major theme currently N/A 
Feature weighting & similarity 9 Not a major theme currently N/A 
Creativity & knowledge-
intensive CBR 

10 Yes – rule-based combination 11 

CBR on temporal problems 11 Yes 8 
Games & chess 12 Not a major theme currently N/A 
Scheduling & agents 13 Not a major theme currently N/A 
Structural cases 14 Yes – prototypes & prototype 

learning / generalized case learn-
ing 

6 

 
In terms of research themes little represented in the CBR conference literature, we 

can list those with a medical purpose, in particular treatment / therapy decision-
support (#2), diagnosis decision-support (#3), and classification decision-support (#7). 
Of course the oncology domain (#5) is not a major research them in the CBR confe-
rence literature. We can also list complex structured cases and complex case data 
types in memory, as they exist in biomedical domains, such as prototypes (#6) and 
time series / signals / sensor data (#8). Hybrid systems were not identified either as a 
major theme in the CBR conference literature, hence the non-existence of machine 
learning / data mining combination (#4) for example. 
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We would also like to comment on the highly cited papers in CBR-HS, namely pa-
pers #1 (PROTOS [17], 290 citations), #2 (CASEY [18], 239 citations), #3 (PROTOS 
[19], 156 citations), and #6 (SHRINK [21], 81 citations). These papers clearly dem-
onstrate that CBR-HS papers can have an impact as high and even higher as those in 
the CBR conference literature, where the top ranked papers receive 137, 117, 92, and 
82 citations on Google Scholar. None of these CBR-HS papers clearly label them-
selves as CBR papers, and we may wonder whether this is not in part an explanation 
for their success. They present their concepts and ideas more in cognitive terms un-
derstandable to any researcher in biomedical or artificial intelligence domains, which 
probably contributes to making them attractive to a broader audience. 

It is also interesting to note that the highest ranked CBR-HS paper from the CBR 
conference papers [20] counts 86 citations after removing self-citations (98 other-
wise), which positions it at the top 4th position both in the CBR-HS classification (see 
Table 1) and potentially in the Greene et al. classification [8]. Therefore CBR-HS 
papers published at CBR conferences can reach a citation count comparable to that of 
highly cited non applied papers. This is encouraging for authors publishing mostly in 
the CBR conferences. 

7 Discussion and Future Plans 

The CBR-HS classification system is being incrementally built. The different catego-
ries and each category’s list of descriptors are by no means exhaustive. However it 
proved useful for indexing and tracking CBR-HS research literature. With its system 
of tiers, some of which may be omitted, this system is very flexible and can index 
either fielded applications, frameworks, or survey papers. This study has identified 
interesting research themes characteristic of applied domains such as health sciences 
domains. The classification system allows for an easy tracking of these trends over 
time. 

In comparison with previous survey papers, which are more qualitative in nature, 
the results presented in this paper share many important facts. For example, in the 
most recent survey, Begum et al. classify the CBR-HS papers between those that are 
purpose-oriented and those that are construction-oriented [15]. We also classify them 
in terms of their purpose dimension and in terms of their design dimension. The major 
themes they list correspond to a large extent to the ones we have identified; however 
we quantify the weight of each group of papers. In addition we have conducted a 
more exhaustive study on a larger pool of papers (156) and along more dimensions, 
made possible by the indexing simplification provided by the classification system. 
We intend to continue tracking progress in CBR-HS through this indexing mechanism 
and to make the papers and their indexing available from a Web-site to better show-
case accomplishments in CBR-HS. 

Our next goal is to attempt an automatic classification with NMF algorithm as de-
scribed by Green et al. [8]. Although we do not expect very interesting results from 
this additional study, since these authors report that they could not identify a cluster 
for the CBR-HS domain, it is possible that some sub-clusters could overlap with the 
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ones we found with a semi-automatic indexing of the papers, as presented in this doc-
ument. These automatically found clusters may also suggest some indexing terms and 
concepts we may have overlooked in the current study. In addition, the co-citation 
analysis will provide a different view of the most influential literature, however, as 
shown in Greene et al., the overlap with the number of citations is expected to be very 
important [8]. 

Another planned activity is to provide an automatic or semi-automatic indexing of 
the articles. Right now, the indexing is humanly made, however we are in the process 
of attempting to index the papers largely automatically – under the supervision of an 
expert, which is how current literature indexing is accomplished on a large scale. A 
completely automatic indexing system remains as a research goal for the long-term. 

8 Conclusion 

The CBR-HS classification system is being incrementally built, and it will continue to 
be refined as we add papers. The different categories proved useful for indexing and 
tracking CBR-HS core research literature. With its system of tiers, some of which 
may be omitted, this system is very flexible and can index either fielded applications, 
frameworks, or survey papers. This study has identified interesting and major research 
themes and trends characteristic of applied domains such as health sciences domains. 
I has also compared these themes with those in the CBR conference literature, and 
found both common elements and differences. This analysis of CBR-HS literature 
also permits to identify potential future research directions. Future directions include 
visualization and evolution tracking of CBR-HS literature, comparison with automatic 
classification, as well automatizing the indexing system as much as feasible. 
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Abstract. Constantly evolving technologies bring new possibilities for
supporting decision making in different areas - finance, marketing, pro-
duction, social area, healthcare and others. Decision support systems
are widely used in medicine in developed countries and show positive
results. This research reveals several possibilities of application of data
mining methods to diagnosing gastric cancer, which is the fourth leading
cancer type in incidence after the breast, lung and colorectal cancers. A
simple decision support system model was introduced and tested using
gastric cancer inquiry form statistical data. The obtained results reveal
both the benefits and potential of application of DSS aimed to support a
medical expert decision, and some shortcomings mainly connected with
performing an appropriate data preprocessing before mining knowledge
and building the model. The paper presents the technologies behind the
DSS and shows the detailed evaluation process with discussions.

Keywords: gastric cancer, decision support system, data mining.

1 Introduction

Cancer is the worldwide problem in social health and one of the leading causes
of death. Nevertheless it is known that the most of a cancer types are treatable.
Referencing the World Health Organization data, at least 40% of all local can-
cer types are treatable and can be prevented, avoiding the risk factors, common
not only for cancer, but also for the most chronic diseases. These risk factors
are known and the most important of them are smoking, alcohol and other
pernicious habits, activity shortage, adiposis (excessive weight) and different in-
fectious agents. New medical technologies, new medicaments, vaccines, screening
systems are continuously developed and introduced, all aimed at identification
and treatment of cancer at initial stages, at improvement of life quality and life
length for patients with cancer.

Most of the patients recourse to the experts having symptoms of the last
stages of a disease, which significantly limits the list of possible treatments, thus
having a negative impact on life length of a patient. People are too timid to

P. Perner (Ed.): ICDM 2012, LNAI 7377, pp. 24–37, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Research on Application of Data Mining Methods 25

discuss their problems and recourse to experts having the disease symptoms
with pain, fluxes, etc. In order to reveal a possible morbidity, a set of actions
should be taken, which would contribute to early diagnosis of disease.

Even though globally the gastric cancer incidence is declining and in many
Western countries the disease is not considered among the major health issues
any more, globally the cancer of the stomach is still continuing to be an important
healthcare problem. Gastric cancer is remaining the second leading cause of
mortality worldwide within the group of malignant diseases after the lung cancer,
and is accounting for almost 10% of cancer related deaths. Among men gastric
cancer is the second (after lung cancer), but among women - the third leading
(after breast and lung) cause of cancer-related deaths [12].

Today gastric cancer is the fourth leading cancer type in incidence (after the
breast, lung and colorectal cancers). Close to a million new gastric cancer cases
are diagnosed annually (989600 cases as reported by International Agency for
the Research on Cancer (IARC) in 2008) [6]. The overall prognosis of the disease
is remaining poor. The survival is closely related to the extent of the disease. If
the disease is diagnosed at advanced stage, the survival is in general low. If an
early cancer is diagnosed confined to the inner lining of the stomach wall, 95%
5-year survival could be reached [3].

Gastric cancer is well diagnosed using the upper endoscopy, however this
is not a cheap type of analysis, thus there is a need for a decision support
system for an earlier diagnosis, which would supply an expert with additional
information for choosing whether the endoscopy should be performed in a specific
case. The present work is a pilot research and discusses a possibility of using data
mining methods for separating patients, who do need en endoscopy to be made
from those, whom endoscopy is not obligate. Section 2 presents a model of such
decision support system, showing its structure and describing inner processes.
The experimental results are described and analysed in Section 3, followed by
conclusions.

2 Model of the Decision Support System

The main objective of the proposed decision support system is to support a
medial expert with additional information, helping him/her to make a decision
whether a patient needs an endoscopy. It should be noted that a sphere of possible
applications of such decision support systems is not limited to only diagnosing
a gastric cancer. In most of developed countries decision support systems are
widely used in medicine and other areas.

The decision support system contains two main modules - Data Mining mod-
ule and Decision Support module (see Figure 1). The data preprocessing block
is placed outside the DSS. The data preparation is an obligate process, but not
necessary as part of a decision support system - the data preprocessing can be
made outside DSS with any other tool available, however this does not decline
the inclusion of data preprocessing module as part of DSS. Speaking about the
medical data preprocessing, it should be noted that in the most cases classes in
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the dataset will be highly imbalanced, causing a high increase in a false negative
rate. One of the solutions to this problem is data sampling - creating a subset(s)
of data, where classes are more balanced, as compared to the initial dataset.
Different sampling models exist - static, dynamic, active sampling [1], proposing
different ways to choose examples. Another option for taking on the imbalanced
classes is the distributed data mining, aggregating several models in order to
gain a more precise result [1]. Besides sampling, the data preprocessing should
include feature selection and transformation, as in most cases exclusion of less
informative attributes increases an efficiency of the system [5, 9].

Data mining module contains tools for mining relationships in data and build-
ing the knowledge base for further application; it receives preprocessed statistical
data and builds a relationship model, which is then saved in the knowledge base.
In our specific case, the classification methods were chosen among other knowl-
edge mining techniques. Classification model may contain a single classifier or a

DSS

Data Mining module

Knowledge base

Decision Support module

Statistical data

Data preprocessing

Expert

Forecasting
results

Patient
data

Fig. 1. Model of the decision support system
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set of classifiers acting as a single one. The crisp or fuzzy classification may be
applied, depending on a defined objective that should be gained.

Decision support module is the one that interacts with the user. Figure 1 shows
an interaction process - an expert sends the patient data obtained from an inquiry
form or via a direct contact with a patient, and receives an estimation of possible
outcomes for a specific case, and then makes a final decision. The estimation of
the outcomes is obtained using the knowledge base containing not only the rule
sets and probability estimations (Naive Bayes), but also the efficiency coefficients
for each classifier used, including classification accuracy, sensitivity (true positive
rate), specificity (true negative rate) and a false-negatives rate. This coefficients
can be used to show an expert the confidence of the forecast made by the decision
support system.

The model of the decision system is simple and client oriented - it does not
need a medical expert to have an advanced knowledge in statistics or data anal-
ysis, making it simple in application.

3 Experimental Results

In the previous section it was mentioned that in the current work the DSS is using
the classification methods to mine knowledge from data. Three classification
algorithms were chosen for evaluation - the Bayesian classification algorithm
(Naive Bayes) [4, 5, 11], the decision tree classifier C4.5 [4, 5, 10, 11] and the
classification rule induction algorithm CN2 [2, 7, 8]. All of the classifiers are
known and the supplied references have a description of algorithms behind each
classifier. Those three classifiers were chosen for the pilot research oriented to
define whether or not simple classification algorithms can be used to process
with a small dataset with class dominance. Other methods like SVMs or Nearest
Neighbour classifiers were not used as the dataset contained mostly discrete
attributes and was relatively small for application of SVMs.The experiments were
performed using the medical data of patients who filled the gastric cancer inquiry
form. The dataset contained 819 examples where 24 examples (3%) with positive
diagnosis and 795 negative examples (97%) where described by 31 attribute -
ID, target attribute and 29 descriptive attributes.

The diagnosis for each patient was assigned using the endoscopy, and it can be
seen that in most cases the endoscopy was not necessary, as the final result was
negative. The main objective of the proposed system is to lessen the false positive
rate, simultaneously maintaining high sensitivity. Returning to the initial dataset
the classes are highly imbalanced, which may lead to incorrectly interpreted
results. All three classifiers were trained using all 819 examples with full feature
set and tested using the 10-fold cross-validation; the results of experiments are
given in Table 1.

All classifiers show a classification accuracy greater than 95%, but the sensi-
tivity (true positive rate) of a target class - positive diagnosis, remains 0 or close
to it, pointing out that classifiers were not able to correctly classify examples
with a positive diagnosis. Such results are common for datasets with highly im-
balanced classes, as classifiers perceive class significance equally weighted, thus
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Table 1. Classification results with full dataset

Algorithm CA Sensitivity Specificity

Naive Bayes 0.968 0.000 0.997

C4.5 0.957 0.042 0.985

CN2 Rules 0.951 0.000 0.980

in most classes a single rule is made - classify each record as one with dominatig
class. Different options are available for improving the classification efficiency -
application of cost matrix in training stage, using negative selection (anomaly
detection) instead of common classification, data synthesis, feature selection,
data sampling and others. In this research the feature selection and the data
sampling options were applied. First, the correlation analysis [5, 9, 11] of 29
available descriptive attributes was made and 10 attributes were selected. Table
2 summarizes the results of an attribute correlation analysis.

Table 2. Attribute correlation analysis

No. Attribute F -value p-value

1 Weight loss (T/F) 3.7813 0.0521

2 Age (years) 3.1399 0.0009

3 Weight loss in last 6 months (kg) 2.7813 0.0168

4 Vomiting (T/F) 1.7794 0.1825

5 Relatives have other tumours (T/F) 1.7006 0.1825

6 Constipations (T/F) 1.5049 0.2202

7 Heartburn with proximal spreading (T/F) 1.4589 0.2274

8 First-degree relatives have gastric cancer (T/F) 1.3195 0.2510

9 Cigarettes per day 1.2667 0.2762

10 Flatulence (T/F) 1.2174 0.2701

The list of selected attributes was reviewed by our medical expert and it was
stated that at least two attributes - ”Weight loss” and ”Weight loss in last 6
months”, can be removed from the list. It has been pointed out that if a patient
has an unplanned weight loss, the additional laboratory analysis (endoscopy) will
always be performed. Thus the two mentioned attributes were removed from our
list, leaving eight attributes for further analysis. It was decided to perform data
sampling in two different proportions, shown in Table 3. Five different datasets
were randomly generated using each proportion, no duplication was applied.

All generated datasets contain all positive examples, available in an initial
dataset, and randomly selected negative examples, the number of which is set
using the defined proportion. The number of examples is relatively small and can
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Table 3. Description of generated subsets

No. Nr. of datasets Proportion of classes Positive ex. Negative ex. Total ex.

1 5 sets 1 x 2 24 48 72

2 5 sets 1 x 4 24 96 120

decrease the confidence of results in case if the cross-validation is applied, thus
each of ten generated datasets was randomly split into training and testing sets
using the 70% for training and 30% for testing [5,11]. The proportions of classes
in train and test sets remained the same as in the subset before splitting (see
Table 3). The experimental results are presented in the next two subsections
- Subsection 3.1 summarizes the evaluation results, obtained using the No.1
datasets; the results using the No.2 datasets are given in Subsection 3.2.

3.1 Experimental Results Using No.1 Datasets

Each of the three classifiers was trained and tested using each of prepared
datasets. In order to confirm that feature selection can increase an efficiency
of the system, some experiments were performed with three different feature
sets:

– First feature set with all 29 descriptive attributes;
– Second feature set with eight attributes from Table 2 excluding attributes 1

and 3;
– Third feature with six attributes, obtained by excluding from Second feature

set attributes ”Cigarettes per day” and ”Flatulence” (see Table 2).

Table 4 shows the result obtained using the First feature set and training and
testing each classifier with all five subsets. It can be seen that the average sensi-
tivity of classifiers increased, as compared to the data in Table 1, but still remains
less than 50%. The increase in sensitivity shows that changing the proportions of
classes the classifier s were forced to create relationship model, containing both
classes, however the results are highly dependent on the subset and the variation
in sensitivity confirms it.

Table 5 shows the classification accuracy, sensitivity and specificity of clas-
sifiers, obtained using the Second feature set. The average sensitivity increased
and the false-negatives rate decreased, comparing to the results in Table 4. The
average specificity of each classifier remains high, as also the average sensitivity
is greater than 50%, but still highly varies from set to set.

Table 6 provides evaluation results using the Third feature set with six at-
tributes. The average results decreased, comparing to data in Table 5, showing
that attributes 9 and 10 - the number of cigarettes smoked per day and the
flatulence, should not be excluded from feature set.

Figure 2 depicts the average values of classification accuracy, sensitivity and
specificity for all classifiers separately for each feature set. It can be seen that all
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Table 4. Evaluation results using the First feature set

CA Set 1 Set 2 Set 3 Set 4 Set 5 Average St.dev.

Naive Bayes 0.64 0.73 0.73 0.68 0.50 0.655 0.084
C4.5 0.64 0.73 0.59 0.55 0.64 0.627 0.060

CN2 Rules 0.59 0.82 0.59 0.59 0.77 0.673 0.101

Sensitivity

Naive Bayes 0.43 0.71 0.29 0.43 0.27 0.429 0.156
C4.5 0.71 0.71 0.14 0.27 0.57 0.486 0.232

CN2 Rules 0.27 0.86 0.00 0.43 0.43 0.400 0.277

Specificity

Naive Bayes 0.73 0.73 0.93 0.80 0.60 0.760 0.108
C4.5 0.60 0.73 0.80 0.67 0.67 0.639 0.068

CN2 Rules 0.73 0.80 0.87 0.67 0.93 0.800 0.094

False-Negatives rate

Naive Bayes 0.27 0.15 0.26 0.25 0.36 0.258 0.065
C4.5 0.18 0.15 0.33 0.33 0.23 0.247 0.075

CN2 Rules 0.31 0.07 0.35 0.29 0.22 0.249 0.096

Table 5. Evaluation results using the Second feature set

CA Set 1 Set 2 Set 3 Set 4 Set 5 Average St.dev.

Naive Bayes 0.64 0.86 0.68 0.68 0.64 0.700 0.084
C4.5 0.73 0.68 0.55 0.55 0.64 0.627 0.073

CN2 Rules 0.77 0.86 0.59 0.59 0.77 0.718 0.109

Sensitivity

Naive Bayes 0.57 1.00 0.43 0.43 0.57 0.600 0.210
C4.5 0.71 0.86 0.29 0.29 0.57 0.543 0.229

CN2 Rules 0.43 0.86 0.43 0.43 0.43 0.514 0.171

Specificity

Naive Bayes 0.67 0.80 0.80 0.80 0.67 0.747 0.065
C4.5 0.73 0.60 0.67 0.67 0.67 0.667 0.042

CN2 Rules 0.93 0.87 0.67 0.67 0.93 0.813 0.122

False-Negatives rate

Naive Bayes 0.23 0.00 0.25 0.25 0.23 0.192 0.097
C4.5 0.15 0.10 0.33 0.33 0.23 0.23 0.094

CN2 Rules 0.22 0.07 0.29 0.29 0.22 0.217 0.078



Research on Application of Data Mining Methods 31

Table 6. Evaluation results using the Third feature set

CA Set 1 Set 2 Set 3 Set 4 Set 5 Average St.dev.

Naive Bayes 0.68 0.73 0.73 0.50 0.55 0.636 0.095
C4.5 0.73 0.73 0.82 0.68 0.73 0.736 0.045

CN2 Rules 0.68 0.82 0.73 0.68 0.77 0.736 0.053

Sensitivity

Naive Bayes 0.71 0.86 0.029 0.00 0.57 0.486 0.308
C4.5 0.43 0.86 0.43 0.00 0.43 0.429 0.270

CN2 Rules 0.14 0.71 0.14 0.00 0.43 0.268 0.256

Specificity

Naive Bayes 0.67 0.67 0.93 0.73 0.53 0.707 0.131
C4.5 0.87 0.67 1.00 1.00 0.87 0.880 0.122

CN2 Rules 0.93 0.87 1.00 1.00 0.93 0.947 0.050

False-Negatives rate

Naive Bayes 0.17 0.09 0.26 0.39 0.27 0.236 0.101
C4.5 0.24 0.09 0.21 0.32 0.24 0.218 0.073

CN2 Rules 0.30 0.13 0.29 0.32 0.22 0.252 0.068

classifiers have shown an increase in average sensitivity using the Second feature
set with eight attributes and the value remains greater than 50%, however the
average false negative rate remains above the 20% level.

The results of experiments with No.1 datasets (see Table 3) showed that
sampling and feature selection can increase an efficiency of classifier, however
the results show a high variance in estimations, especially in sensitivity. The
main reason of that is the small number of examples in each subset, comparing
to the initial dataset. Nevertheless individual results with sensitivity higher than
70% were reached.
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Fig. 2. Average values for classifiers in experiments with No.1 datasets
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3.2 Experimental Results Using No.2 Datasets

This subsection shows the experimental results obtained using the No.2 datasets
(see Table 3). The same feature sets were used as in previous subsection. Table
7 shows the evaluation results using the First feature set. As compared to the
results for the same feature set, obtained using the No.1 datasets, the present
results are significantly lower - the increase in negative class examples resulted
in efficiency recession for all classifiers.

Table 7. Evaluation results using the First feature set

CA Set 1 Set 2 Set 3 Set 4 Set 5 Average St.dev.

Naive Bayes 0.75 0.81 0.78 0.72 0.69 0.750 0.039
C4.5 0.58 0.78 0.69 0.69 0.61 0.672 0.069

CN2 Rules 0.64 0.83 0.78 0.75 0.69 0.739 0.067

Sensitivity

Naive Bayes 0.00 0.14 0.00 0.14 0.14 0.086 0.070
C4.5 0.14 0.29 0.14 0.14 0.29 0.200 0.070

CN2 Rules 0.14 0.57 0.14 0.14 0.00 0.200 0.194

Specificity

Naive Bayes 0.93 0.96 0.96 0.86 0.83 0.910 0.056
C4.5 0.69 0.89 0.83 0.83 0.69 0.786 0.083

CN2 Rules 0.76 0.89 0.93 0.89 0.86 0.869 0.059

False-Negatives rate

Naive Bayes 0.21 0.18 0.20 0.19 0.20 0.195 0.010
C4.5 0.23 0.16 0.20 0.20 0.20 0.198 0.022

CN2 Rules 0.21 0.10 0.18 0.19 0.22 0.181 0.041

The results obtained using the Second feature set are given in Table 8. The
efficiency of classifiers is better than in the case of using the First feature set
(see Table 7), but still lower comparing to experimental results with the No.1
datasets.

The results of the final set of experiments with No.2 datasets using the Third
feature set with six attributes, are shown in Table 9, the efficiency recession
remains, showing that sampling process is highly target specific and, if used
improperly, can decrease efficiency of a classifier.

Figure 3 depicts the average values of classification accuracy, sensitivity and
specificity for all classifiers separately for each feature set, training and testing
classifiers on Nr.2 subsets. Comparing to the results in Figure 2, the only measure
that improved is the false-negatives rate.

3.3 Evaluation of the Best Classification Model Obtained

Analysing results obtained in Subsection 3.1 and 3.2, it was decided to evaluate
on the initial dataset the best classification models that were obtained using
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Table 8. Evaluation results using eight attributes

CA Set 1 Set 2 Set 3 Set 4 Set 5 Average St.dev.

Naive Bayes 0.61 0.89 0.83 0.72 0.75 0.761 0.096
C4.5 0.61 0.86 0.69 0.81 0.78 0.750 0.088

CN2 Rules 0.69 0.64 0.81 0.81 0.81 0.750 0.070

Sensitivity

Naive Bayes 0.29 0.43 0.14 0.14 0.29 0.257 0.107
C4.5 0.14 0.29 0.14 0.57 0.29 0.286 0.090

CN2 Rules 0.43 0.14 0.14 0.00 0.29 0.200 0.146

Specificity

Naive Bayes 0.69 1.00 1.00 0.86 0.86 0.883 0.115
C4.5 0.72 1.00 0.83 0.86 0.90 0.862 0.090

CN2 Rules 0.76 0.76 0.97 1.00 0.93 0.883 0.104

False-Negatives rate

Naive Bayes 0.20 0.12 0.17 0.19 0.17 0.171 0.028
C4.5 0.22 0.15 0.20 0.11 0.16 0.168 0.040

CN2 Rules 0.15 0.21 0.18 0.19 0.16 0.179 0.023

Table 9. Evaluation results using six attributes

CA Set 1 Set 2 Set 3 Set 4 Set 5 Average St.dev.

Naive Bayes 0.61 0.86 0.83 0.78 0.81 0.778 0.088
C4.5 0.72 0.86 0.83 0.81 0.81 0.806 0.046

CN2 Rules 0.72 0.81 0.78 0.81 0.81 0.783 0.032

Sensitivity

Naive Bayes 0.43 0.43 0.29 0.43 0.29 0.371 0.070
C4.5 0.14 0.29 0.29 0.00 0.29 0.200 0.114

CN2 Rules 0.29 0.29 0.14 0.00 0.29 0.200 0.114

Specificity

Naive Bayes 0.66 0.97 0.97 0.86 0.93 0.876 0.117
C4.5 0.86 1.00 0.97 1.00 0.93 0.952 0.052

CN2 Rules 0.83 0.93 0.93 1.00 0.93 0.924 0.055

False-Negatives rate

Naive Bayes 0.17 0.13 0.15 0.14 0.16 0.149 0.017
C4.5 0.19 0.15 0.15 0.19 0.16 0.169 0.021

CN2 Rules 0.17 0.16 0.18 0.19 0.16 0.172 0.015
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Fig. 3. Average values for No.2 datasets

sampled datasets. The higher sensitivity and the lowest false-negatives rate were
reached training and testing classifiers on the second subset of the No.1 datasets,
while using the Second feature set (see Table 5). The training records of the
second subset were removed from the initial dataset, leaving 769 of 819 records
for testing - 762 negative examples and 7 positive examples. Table 10 shows the
obtained results.

Table 10. Experimental results using the best classification model

Classifier CA Sensitivity Specificity False-Negatives rate

Naive Bayes 0.86 1.00 0.80 0.00

C4.5 0.68 0.86 0.60 0.10

CN2 Rules 0.86 0.86 0.87 0.07

The obtained sensitivity of all three classifiers remained on the same level as
in the results, described in Subsection 3.1 (see Table 5), however the specificity
and classification accuracy decreased by 10% in general. Analysing obtained
results it can be stated that classifiers show high true positive rate - sensitivity,
resulting in correct diagnosis for the most of patients with gastric cancer, which
is good. From the other hand, the specificity of classifiers remains on the level
of 65-70%, which means that for about 30% of patients with negative diagnosis
the decision support system suggested to make an endoscopy. This is a good
result, comparing to the initial case, when an endoscopy was performed for each
patient. Looking at the results from the other side - the false-negatives rate still
remains above zero level. This means that some patiens with positive diagnosis
will remain unthreated, meaning that the decision support system should not be
used as a primary source for decision making. Figure 4 shows the classification
tree built by the C4.5 algorithm. The tree returns good classification results,
however contains some conflicting rules, like IF Age ≤ 66 AND Relatives does
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not have other tumours AND Have no heartburn AND 1st-degree relatives have
gastric cancer THEN result is Negative. This points out that classifiers are data
specific and may contain rules that are normal for a training set, but do not
concur with an opinion of a medical expert. That is one of the reasons for system
to be a decision support not a decision system.

4 Conclusions

Gastric cancer is not the only disease the presented system can be used for.
As it was mentioned earlier, the decision support systems are widely used in
the healthcare. The present research showed one of possible applications of data
mining methods in diagnosing the gastric cancer. The obtained results gave
answers to different questions, connected with data preprocessing and especially
feature selection and sampling, and defined directions for future research. The
proposed decision support system is able to mine knowledge in medical data and
apply it to evaluation of alternatives for each specific case. The experimental
results have shown the average sensitivity greater than 50% and 86-100% at
most, at the same time having classification accuracy and specificity close to
65-70% and false-negatives rate on the level of 20% on average. In comparison
with an initial state when an endoscopy was performed for each patient, the
application of the proposed DSS would lessen it by 70%, leaving 30% as false
positives. The research in application of DSS in healthcare will be continued and
for the future tasks it is planned to enlarge the initial dataset and recheck the
results experimentally obtained and presented in the paper. Other option that
will be considered is the application of association analysis and other anomaly
detection techniques to mine knowledge in medical data.
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Abstract. Storage of tick data is a challenging problem because two
criteria have to be fulfilled simultaneously: the storage structure should
allow fast execution of queries and the data should not occupy too much
space on the hard disk or in the main memory. In this paper, we present
a clustering-based solution, and we introduce a new clustering algorithm
that is designed to support the storage of tick data. We evaluate our algo-
rithm both on publicly available real-world datasets, as well as real-world
tick data from the financial domain provided by one of the world-wide
most renowned investment bank. In our experiments we compare our ap-
proach, SOHAC, against a large collection of conventional hierarchical
clustering algorithms from the literature. The experiments show that our
algorithm substantially outperforms – both in terms of statistical signif-
icance and practical relevance – the examined clustering algorithms for
the tick data storage problem.

1 Introduction

In order to describe objects or phenomena in real-world applications, usually, a
relatively large set of attributes (or features) are necessary. The values of these
attributes often change over time, e.g., prices on the stock market, temperature
and humidity of the air, blood pressure or pulse of a person, etc. In most cases,
the dynamics of these attributes, i.e., how they change their values, are almost
as important as (or sometimes even more important than) the current values of
the attributes. Therefore, we need to keep track of the changes of those values
which results in very large collections of data.

In particular, the size of data describing financial transactions of stock mar-
kets may be several tera or even petabytes. Such data is often called tick data,
see e.g. [14]. Tick data can be considered as a matrix that represents trades
of financial assets. Columns of this matrix correspond different properties of a
transactions, such as price, volume of the trade, the symbol of an asset, etc.
Every time a transaction is executed or a quote is given for a stock, a row is ap-
pended to this matrix. Therefore, this matrix grows rapidly while a technology is
necessary that allows efficient storage and quick retrieval of the data. Solutions
are often built over database technology such as a KDB database.1 However, as

1 http://kx.com/
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we will describe in more detail, a straightforward application of such technology
leads to suboptimal storage of stock market data.

The major reason for the aforementioned storage to be suboptimal is the
redundancy of conventional techniques: in case of a straightforward solution,
one would use orders of magnitudes more storage space (either disk space or
main memory) than required, therefore, storage, access, search and analysis of
the data becomes computationally more expensive than necessary. One way to
alleviate this problem is the usage of regular data compression methods (see
e.g. [16] for an excellent overview). This approach is well-suited for cheap storage
of large, historical archives of the data. However, it does not support quick
access to the data: if the data is compressed, in order to be able to execute an
analytic or search query, a large archive (or at least some parts of that) must
be decompressed which might be computationally expensive and therefore the
procedure could become highly inefficient. This problem becomes crucial if many
queries has to be executed which is usually the case in real-life applications, e.g.
when trading on a stock market.

In this paper, we aim at finding a compromise between the both aforemen-
tioned cases, i.e., we aim at developing a storage structure for tick data that
reduces the storage space required by the straightforward approach while it
allows to execute search and analytic queries efficiently. In particular, our ap-
proach is based on the decomposition of a large tick data matrix into two (or
three) much smaller matrices. We achieve this decomposition by the clustering of
the columns of the matrix. Although, conventional clustering algorithms achieve
significant improvements, motivated by hierarchical clustering algorithms, we
develop a new clustering algorithms that minimize storage space required for a
tick data matrix. Therefore we call our approach SOHAC, Storage-Optimizing
Hierarchical Agglomerative Clustering. We evaluate SOHAC both on publicly
available real-world datasets, as well as real-world tick data from the financial
domain provided by Morgan Stanley, one of the world-wide most renowned in-
vestment bank. In our experiments we compare our approach against a large
collection of conventional hierarchical clustering algorithms from the literature.
The experiments show that our algorithm significantly – both in terms of statis-
tical significance and practical relevance – outperforms the examined clustering
algorithms for the tick data storage problem.

This paper is organized as follows: Section 2 reviews related works. Our ap-
proach is described in Section 3, followed by our experiments in Section 4. Finally,
we conclude in Section 5.

2 Related Work

The availability of high-resolution data describing transactions on financial mar-
kets, especially tick data (also known as tick-by-tick data) allows thorough anal-
ysis of the markets and their dynamics. Some of the most relevant recent works
focused for example on currency exchange rates [24], [15], [18], [17], stock market
tick data [14], risk analysis [7] and and the dynamics of stock markets [3]. Based
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on tick data, Akram et al. empirically studied the law of one price on different
financial markets [2], while Ahamad et al. focused on the summarization of tick
data time series [1].

Although, storage of tick data is a core component of the systems performing
the above analysis tasks, none of the above works focused on how to develop
storage structures for tick data. As we will demonstrate it in Section 3.1, the
storage of tick data is a non-trivial task: widely-used techniques result in redun-
dant and therefore suboptimal solutions. Conventional compression techniques,
such as run-length encoding, may result in massive reduction of the required
storage space. We refer to [16] for an excellent overview of conventional com-
pression techniques. As mentioned in Section 1, such techniques are well-suited
for cheap storage of large, historical archives of the data. However, they do not
support quick access to the data: if the data is compressed, in order to access the
data and execute an analytic or search query, a large archive (or at least some
parts of that) must be decompressed which might be computationally expensive
and therefore the procedure could become highly inefficient. Therefore, in con-
trast to the previously discussed techniques, we build our approach on clustering
which is known to have a high potential to reduce both the volume of data and
its redundancy.

In the last decades, very large number of clustering algorithms were devel-
oped for various tasks (see e.g. [5], [9], [11], [12], [13] and [21]). We refer to [19]
and [23] for excellent surveys of clustering algorithms. Although one can achieve
substantial improvements if one uses general-purpose clustering algorithms in our
approach, such conventional clustering algorithms were originally not designed
for storage optimization of tick data. In contrast, the clustering algorithms we
propose in Section 3 directly minimize the storage space required for tick data.

In the context of data compression, Han and Yand [10] used clustering as
preprocessing for conventional data compression techniques. As they perform
the actual compression by a conventional compressor, 7-zip2, this approach does
not support fast enough execution of search and analytic queries. Instead of
using clustering as a preprocessing step for standard compressors, we build our
approach on the cluster-based decomposition of tick data matrices.

3 Decomposition of Tick Data Matrix Based on
Clustering

In this section, we describe our approach in more detail. First, we motivate
our approach with an illustrative example, then we develop a new clustering
algorithm that supports efficient storage of tick data.

3.1 An Illustrative Example

Suppose that a weather station monitors features of weather conditions. In this
example, such features are the temperature, humidity and pressure of the air, the

2 http://www.7-zip.org
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Fig. 1. An illustrative example for tick data. Features describing the weather are mon-
itored continuously. Whenever the value of one of the features changes, a new row is
inserted into the recordings (see the table in the top). Decomposition of such tables by
features (columns) that change their values simultaneously may substantially reduce
the required storage space (see the tables in the bottom of the figure).

velocity and direction of the wind, the intensity of the radiation of the sun and
the overall outlook (such as sunny, cloudy, raining or snowing). These features
are monitored continuously over the time. Whenever the value of one of these
features changes, new raw is inserted into the recordings. This new row contains
the values of the features as well as time-stamp indicating when the observations
were made. See the matrix in the top of Figure 1.

This representation, called tick data, is well-suited for queries: for example, if
we are interested for the features of the weather at 10:30 o’clock, we only need
to find the raw corresponding the most recent observation before 10:30, i.e., we
have to consider the raw at 10:22. This raw describes the ”state of the world”,
i.e., it contains the values of all the features that are relevant in the current
application. Such queries regarding the ”state of the world” at a given time can
be effectively supported by indexing techniques.

The only disadvantage of the representation shown in the top of Figure 1 is
that the total size of the matrix may become much larger than actually required.
In order to illustrate this we stored the same information in two smaller matrices
in the bottom of Figure 1. In our approach such decompositions are based on the
clustering of columns: in the example, we consider two clusters of columns. One
of the clusters contains Humidity and Pressure, while the other cluster contains
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the other columns, i.e., Temperature, Velocity of the wind, Direction of the wind,
Radiation and Outlook. As shown in the example, due to the decomposition, we
can save storage space: the total number of cells required to store the data was
reduced from 7 × 7 = 49 to 3 × 2 + 5 × 5 = 31 (without counting the cells
in the column Time which acts like an index column). This corresponds to a
compression ratio of 31/49 ≈ 0, 633.

While the decomposition reduces the required storage space, in the worst case,
the computational complexity of a query may increase moderately: if we are in-
terested for all the features describing the weather at 10:30, we have to execute
two queries instead of one, however, both queries are executed on much smaller
datasets (and therefore the overall execution time is expected to grow only mod-
erately compared to the previous case). Whereas if we are only interested for
the temperature and radiation we have to execute just one query on a dataset of
reduced size (and therefore the overall execution time is expected to be reduced
too).

The example in Figure 1 illustrates the decomposition of a tick data matrix
in an intuitive way. Next, we systematically study such decompositions and
develop an algorithm that aim at minimizing the storage space required after
the decomposition.

3.2 Definitions and Problem Formulation

In general, a tick data matrix M is a matrix where columns correspond attributes
or features while rows correspond observations of the same features at different
moments of time. Rows of the matrix are ordered according to the order of
observations, i.e., the values of the i-th row observed before the values of the
j-th row if and only if i < j. While the observations are made, a new row is
added whenever the value of an attribute changes. However, as long as none of
the attribute-values change no new row is added to the matrix, therefore two
rows of a tick data matrix differ in the value of at least one attribute. There is
an additional column that is used to index the rows of a tick data matrix. This
additional index column may contain, for example, ascending integer numbers
(like the number of the corresponding row) or a time-stamp (see the Time column
in the example in Section 3.1). We use the term regular column for all the columns
other than the index column.

With decomposition of a tick data matrix M we mean the partitioning of the
regular columns of M into k disjoint partitions Pi, 1 ≤ i ≤ k, i.e., for each
regular column cj of M :

cj ∈ P1 ∨ cj ∈ P2 ∨ ... ∨ cj ∈ Pk

and for all i, j with i �= j
Pi ∩ Pj = ∅.

Note that this partitioning refers to the regular columns only, i.e., in this for-
mulation, the index column does not belong to any partition. Then, for each
partition Pi, a matrix Mi is derived from M by selecting the index column and
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those columns ofM that belong to partition Pi. Subsequent rows of a derived ma-
trix Mi may contain the same values in all the regular columns. In such cases we
only keep the first row. For example, in Figure 1, P1 = {Humidity, Pressure},
P2 = { Temperature, Wind (velocity), Wind (direction), Radiation, Outlook }
and the corresponding matrices M1 and M2 are shown in the bottom left and
bottom right of the Figure.

We can easily see that the original matrix can be reconstructed from the
decomposition described above, and therefore, instead of the original matrix M ,
one can use this decomposition to calculate the results of search and analytic
queries.

In this paper, we target the problem of finding a decomposition so that the
required storage space is minimized. In particular, for a given number of parti-
tions k, we aim at finding a decomposition so that the total number of all the
cells in all the matrices Mi (without counting the cells in the index column) is
minimized. Our approach can simply be adapted for the case of more advanced
storage models, where we do not assume uniform storage cost for each cells
and/or the storage costs of the index cell is also taken into account. We plan to
access this issue in our future work.

We note that k is usually relatively small: for example, for the storage of tick
data of financial transactions, the user is most interested for the decomposition
into k = 2 or k = 3 partitions.

3.3 Clustering of Columns of Tick Data Matrix

In the literature, there are many clustering algorithms that are able to produce
non-overlapping partitions in a way that these partitions together cover all the
instances. Therefore, one solution for the problem defined in the previous section
is to cluster the columns of a tick data matrix using one of the conventional
clustering algorithms.

In the context of our problem, two regular columns are considered to be
similar, if they often change values in the same row. In order to be able to reuse
proximity measures from the literature, we define a binary change indicator
matrix I over a tick data matrix M . Except the entries of the index column, all
the entries of the binary change indicator matrix I are either 0 or 1 depending
on whether or not the value of a cell in the tick data matrix M is equal to the
value of the cell in the same column and the previous row of M :

I(i, j) =

⎧⎨
⎩

M(i, j) if the j-th column is the index column in M
0 if i > 1 and M(i, j) = M(i− 1, j)
1 otherwise

where M(i, j) and I(i, j) denote the entries in the i-th row and j-th column of
the tick data matrix M and binary change indicator matrix I respectively.

As an example, Figure 2 shows how the binary change indicator matrix is
derived from a tick data matrix. The index column is the Time column in this
example.
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Fig. 2. Construction of a binary change indicator matrix from a tick data matrix. The
tick data matrix is shown in the top of the figure, while the corresponding indicator
matrix is shown in the bottom. The index column is the Time column in this example.

After constructing the binary change indicator matrix I, we can use its reg-
ular columns (i.e., all the columns except the index column) as instances in
conventional clustering algorithms. Despite the fact that conventional cluster-
ing algorithms are not designed to produce optimal partitions in terms of our
problem from Section 3.2, as we will show in the experiments, if we use the par-
titioning of the columns produced by conventional clustering algorithms we can
achieve substantial improvements w.r.t. the required storage space compared to
the case of storing the original tick data matrix. In the next section, we develop
a clustering algorithm that directly optimize the storage space required to store
the decomposed tick data matrix.

3.4 SOHAC: Storage-Optimizing Hierarchical Agglomerative
Clustering

In this section we propose our new clustering algorithm, SOHAC, Storage-
Optimizing Hierarchical Agglomerative Clustering that is designed for clustering
columns of a tick data matrix. The algorithm builds on the hierarchical agglom-
erative strategy. Therefore, initially, all the objects belong to separate clusters.
Then, clusters are iteratively merged together as long as the current number of
clusters is more than k, the user-defined number of partitions. Therefore, at the
end of this iterative process, k clusters are produced.
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Algorithm 1. SOHAC: Storage-Optimizing Hierarchical Agglomerative Clus-
tering for Tick Data

Require: Tick data matrix M , number of partitions k
Ensure: Partitioning of the columns of M

1: Construct the binary indicator matrix I from M
2: P =

{
{c1}, {c2}, ..., {cn}

}
(Initially, each column cj of M is a separate cluster)

3: while |P | > k do
4: s ← ∞ (Storage size for the best partitioning found so far)
5: for all pairs of clusters (Ci, Cj), with Ci ∈ P , Cj ∈ P do
6: C′

i ← Ci ∪ Cj (Merge clusters Ci and Cj into the new cluster C′
i )

7: P ′ ← P \ {Ci} \ {Cj} ∪ {C′
i}

8: s′ = storage size required to store the decomposition corresponding to P ′

9: (This can simply be computed based on I .)
10: if s′ < s then
11: P ∗ ← P ′

12: s ← s′

13: end if
14: P ← P ∗

15: end for
16: end while
17: return P

The key feature of our algorithm is that in each iteration it merges those two
clusters that lead to minimal storage size of the decomposed matrix. This storage
size can simply be calculated based on the binary change indicator matrix. For
each examined partitioning of the columns, we decompose the binary change in-
dicator matrix. Then, we consider the rows that contain only zeros in the regular
columns. The cells of such rows can be eliminated in the examined decomposi-
tion without loss of information. Therefore, in order to determine the number
of cells required for the storage of the examined decomposition, we only need to
count the cells in the rows that contain only zeros in their regular columns. The
pseudocode of our algorithm is shown in Algorithm 1.

4 Experiments

In this section, we describe the experiments we performed in order to evaluate
our approach used and discuss the results.

4.1 Experimental Settings

Datasets — We tested our approach both on a real-world tick data describing
financial transactions and several publicly available real-world dataset.

The real-world tick data from the financial domain was provided us by Mor-
gan Stanley, one of the most renowned investment bank of the world. Therefore,
in this paper, we call this dataset MorganStanleyTickData. MorganStanleyTick-
Data contains 30 regular columns and 4.080.431 rows.
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Additionally, we used publicly-available real-world datasets: we used some
of the most popular datasets from the UCI machine learning repository [8]. In
particular, these datasets were: Adult, Breast Cancer Wisconsin (Diagnostic),
Car Evaluation, Forest Fires [6] and Poker Hand. As the datsets in the UCI
repository do not contain tick data, in order to be able to perform reasonable
experiments, as preprocessing, we removed the id values from the UCI datasets
(if present) and sorted the records of the UCI datasets in lexicographical order.
After sorting, the values of cells in the same columns and subsequent rows were
often equal, this is the key property of tick data that our approach exploits.

Experimental Protocol — In our experiments we compared the decomposi-
tion of a tick data matrix resulting from the clusters produced by our approach,
SOHAC, with the decomposition of the same tick data matrix using other cluster-
ing algorithms from the literature. We measured the quality of a decomposition
by the compression ratio (CR), i.e., the ratio of the number of cells in regular
columns after the decomposition and the number of cells in regular columns in
the original matrix:

CR =
number of cells in regular columns after decomposition

number of cells in regular columns in the original matrix

An example for the calculation of compression ratio can be found in Section 3.1.
We used a procedure that is similar to 10-fold-crossvalidation. In particular,

we split the entire tick data matrix into 10 disjoint sub-matrices, and we repeated
all the experiments 10 times: in each of the 10 rounds of the process, we used a
different sub-matrix, and clustered the columns of that sub-matrix. Therefore,
we could calculate the average and standard deviation of the compression ratio.

Baselines — As our approach, SOHAC, is built on hierarchical agglomera-
tive clustering, in our experiments we focused on comparing the partitioning
produced by SOHAC against the partitioning produced by different variants
of hierarchical agglomerative clustering algorithms. Additionally, we compared
the partitioning produced by SOHAC against the partitioning produced by k-
Means [22].

Regarding the variants of hierarchical agglomerative clustering algorithms,
we used Single Linkage, Complete Linkage and Average Linkage with the follow-
ing proximity measures: Euclidean Distance, Cosine Similarity, Dice Similarity,
Jaccard Similarity, Kulczynski Similarity, Nominal Similarity, Rogers-Taminoto
Similarity, Russell-Rao Similarity Simple Matching Similarity, Chebychev Dis-
tance, Manhattan Distance and Overlap Similarity. Implementations of these
proximity measures are available in the RapidMiner software tool3. In our ex-
periments, we used this software to calculate the partitioning with the baseline
algorithms, more details about these baseline algorithms can be found in the
documentation of RapidMiner and the reference therein.

3 http://www.rapidminer.com/
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Fig. 3. Performance of our approach, SOHAC, and Complete Linkage with Euclidean
distance, Single Linkage and Average Linkage with Cosine Similarity for the case of
varying the number of partitions, k, between 2 and 10. The number of partitions
are shown on the horizontal axis. The performance is measured in compression ratio
(vertical axis) and is averaged for 10 splits.

In total, taking all the examined variants of the baselines into account, we
compared our approach against 38 clustering algorithms from the literature.

4.2 Results

In our first experiment, we tested our approach on MorganStanleyTickData.
We tried three different values for the number of partitions, k. Table 1 shows
the results for k equal to 2, 3 and 4 respectively. Figure 3 shows the results of
our approach and some of the baseline algorithms, namely k-Means and Com-
plete Linkage with Euclidean distance, Single Linkage and Average Linkage with
Cosine Similarity for the case of varying k between 2 and 10.

As we can see from Table 1, our algorithm substantially outperformed its 38
competitors. In many cases, the difference was significant in terms of average
and standard deviation.

We performed our second experiment on datasets from the UCI machine learn-
ing repository. For simplicity, in Table 2, we only show the results for our ap-
proach and three baselines, Single Linkage, Complete Linkage and Average Link-
age with Euclidean distance. We considered these algorithms as representatives
of all the examined 38 baselines. The other examined algorithms performed sim-
ilar to the ones shown in Table 2. As one can see, our approach outperformed
the baselines again.

Just like in the first experiment, we additionally tested other values for the
number of partitions, k, in the second experiment too. The results were similar
to the ones reported in Table 2, i.e., our approach outperformed the baselines
for other k values too.
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Table 1. Performance of our approach, SOHAC, and the baselines onMorganStanleyT-
ickData. The performance is measured by compression ratio, smaller values indicate
better performance. Values are averaged for 10 splits, standard deviation is shown af-
ter the ± symbol. For each value of k, the number of partitions, bold font denotes the
winner.

Algorithm Distance Measure k = 2 k = 3 k = 4

Average- Dice 0.9799±0.0016 0.5805±0.0596 0.3094±0.1311
Linkage Jaccard 0.9799±0.0016 0.5805±0.0596 0.3094±0.1311

Kulczynski 0.9799±0.0016 0.5805±0.0596 0.3094±0.1311
Nominal 0.7385±0.1072 0.6309±0.0731 0.5612±0.0753
Rogers-Tanimoto 0.7320±0.1032 0.6339±0.0696 0.5312±0.1184
RussellRao 0.9799±0.0016 0.5805±0.0596 0.3094±0.1311
SimpleMatching 0.7320±0.1032 0.6339±0.0696 0.5312±0.1184
Chebychev 0.9799±0.0016 0.7169±0.0412 0.6836±0.0413
Cosine 0.5556±0.2659 0.3560±0.0852 0.3084±0.0601
Euclidean 0.7320±0.1032 0.6339±0.0696 0.5312±0.1184
Manhattan 0.7320±0.1032 0.6339±0.0696 0.5312±0.1184
Overlap 0.9605±0.0172 0.8788±0.0129 0.7734±0.0222

Complete- Dice 0.7415±0.1020 0.5805±0.0596 0.3094±0.1311
Linkage Jaccard 0.7415±0.1020 0.5805±0.0596 0.3094±0.1311

Kulczynski 0.7415±0.1020 0.5805±0.0596 0.3094±0.1311
Nominal 0.7044±0.0462 0.3460±0.1328 0.3254±0.1361
RogersTanimoto 0.7013±0.0446 0.3388±0.1273 0.3190±0.1299
RussellRao 0.9799±0.0016 0.5805±0.0596 0.3094±0.1311
SimpleMatching 0.7013±0.0446 0.3388±0.1273 0.3190±0.1299
Chebychev 0.9799±0.0016 0.7169±0.0412 0.6836±0.0413
Cosine 0.8303±0.0762 0.7306±0.1298 0.3075±0.0875
Euclidean 0.7013±0.0446 0.3388±0.1273 0.3190±0.1299
Manhattan 0.7013±0.0446 0.3388±0.1273 0.3190±0.1299
Overlap 0.8696±0.0475 0.7620±0.0408 0.6970±0.0441

Single- Dice 0.9799±0.0016 0.7301±0.1952 0.3338±0.1629
Linkage Jaccard 0.9799±0.0016 0.7301±0.1952 0.3338±0.1629

Kulczynski 0.9799±0.0016 0.7301±0.1952 0.3338±0.1629
Nominal 0.7607±0.1379 0.7296±0.1511 0.5612±0.0753
RogersTanimoto 0.7520±0.1329 0.7228±0.1441 0.5587±0.0714
RussellRao 0.9799±0.0016 0.9055±0.0264 0.4820±0.3088
SimpleMatching 0.7520±0.1329 0.7228±0.1441 0.5587±0.0714
Chebychev 0.9799±0.0016 0.7169±0.0412 0.6836±0.0413
Cosine 0.5072±0.2641 0.4150±0.1893 0.3254±0.0683
Euclidean 0.7520±0.1329 0.7228±0.1441 0.5587±0.0714
Manhattan 0.7520±0.1329 0.7228±0.1441 0.5587±0.0714
Overlap 0.9799±0.0016 0.9466±0.0016 0.9134±0.0018

k-Means Euclidean 0.4291±0.1821 0.3242±0.1216 0.3244±0.1309
Manhattan 0.8084±0.1219 0.6029±0.1224 0.4437±0.1274

SOHAC 0.3649±0.0772 0.2526±0.0587 0.1960±0.0499
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Table 2. Performance of our approach, SOHAC, and Single Linkage, Average Linkage
and Complete Linkage (with Euclidean Distance) on datasets from the UCI reposi-
tory of machine learning datasets. The performance is measured by compression ratio,
smaller values indicate better performance. Values are averaged for 10 splits, standard
deviation is shown after the ± symbol. For each dataset, bold font denotes the winner.

Dataset SOHAC Single Linkage Avg. Linkage Complete Linkage

k = 2

Adult 0.8051±0.0256 0.8672±0.0473 0.8558±0.0408 0.8558±0.0408
Breast C.W. 0.5040±0.2420 0.5708±0.2243 0.5478±0.2181 0.5142±0.2243
Car 0.5199±0.0291 0.6347±0.0806 0.6108±0.0733 0.5909±0.0660
ForestFires 0.7816±0.0208 0.7887±0.0286 0.7834±0.0288 0.7925±0.0389
Poker Hand 0.5490±0.0001 0.7582±0.0572 0.7582±0.0572 0.7871±0.0018

k = 3

Adult 0.7101±0.0251 0.8018±0.0515 0.7884±0.0397 0.7876±0.0388
Breast C.W. 0.4451±0.2424 0.5022±0.2167 0.4915±0.2189 0.4628±0.2292
Car 0.3869±0.0190 0.4389±0.0235 0.4391±0.0238 0.4391±0.0238
ForestFires 0.7242±0.0202 0.7406±0.0212 0.7402±0.0213 0.7387±0.0178
Poker Hand 0.4477±0.0003 0.5978±0.0011 0.5978±0.0011 0.5978±0.0011

k = 4

Adult 0.6491±0.0222 0.7402±0.0125 0.7437±0.0215 0.7501±0.0272
Breast C.W. 0.4068±0.2344 0.4414±0.2199 0.4394±0.2215 0.4289±0.2183
Car 0.3141±0.0206 0.3146±0.0198 0.3146±0.0198 0.3146±0.0198
ForestFires 0.6857±0.0191 0.7144±0.0214 0.7113±0.0226 0.7105±0.0177
Poker Hand 0.4016±0.0004 0.4272±0.0005 0.4272±0.0005 0.4272±0.0005

The reason for the good performance of our approach is that it directly op-
timizes compression ratio by searching for the partitioning that corresponds to
minimal storage size, while other, general-purpose clustering algorithms optimize
other criteria, e.g., k-Means aims at minimizing the sum of squared distances
from the centroids [19].

Additionally, we note that our partners at Morgan Stanley were extraordinar-
ily satisfied with the results of our approach.

5 Conclusion

In this paper we focused on the storage of tick data. Our approach aimed at
reducing the disk/memory occupied by the data while it allowed quick access to
the data.

In particular, we developed a new clustering algorithm, SOHAC, Storage-
Optimizing Hierarchical Agglomerative Clustering that is designed for partition-
ing the columns of a tick data matrix. This partitioning allows efficient storage
of the data by the decomposition of tick data matrices. In our experiments,
we compared our approach, SOHAC, against a large number of other clustering
algorithms both on real-world tick data provided by Morgan Stanley and on pub-
licly available real-world datasets from the UCI repository. The results showed
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that our approach, SOHAC, substantially outperforms (in term of statistical
significance and practical relevance, respectively) the examined other clustering
algorithms. Furthermore, our partners at Morgan Stanley were extraordinarily
satisfied with the results.

Future works may include various topics. For example, in this paper, we used
a simplified model to calculate the disk/memory space required to store a tick
data matrix, as we assumed uniform costs for the storage of each cell of a regular
column. Additionally, one could consider other algorithms (local search, genetic
algorithms, gradient descent, etc.) for finding the optimal partitioning. As a
by-product of our experiments, we observed that our algorithm produced very
similar clusterings on different splits of the data. This could motivate to speed-
up the algorithm by sampling and the study of its stability, which could be
interesting in the light of recent results concerning the theory of clustering [4].
Furthermore, one could examine whether some of the columns of the tick data
matrix act as hubs and explore hub-based algorithms, such as k-Hubs [21], for
the tick data storage problem. Moreover, factorization techniques, see e.g. [20],
might also serve as the basis for column clustering algorithms. Last but not least,
we mention that our algorithm can be applied in other domains, such as storage
of multivariate time series or sensor data.
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Abstract. The ongoing deployment of Automated Meter Reading systems 
(AMR) in the European electricity industry has created new challenges for 
electricity utilities in terms of how to fully utilise the wealth of timely measured 
AMR data, not only to enhance day-to-day operations, but also to facilitate 
demand response programs. In this study we investigate a visual data mining 
approach for decision-making support with respect to pricing differentiation or 
designing demand response tariffs. We cluster the customers in our sample 
according to the customers’ actual consumption behaviour in 2009, and profile 
their electricity consumption with a focus on the comparison of two sets of 
seasonal and time based variables. The results suggest that such an analytical 
approach can visualise deviations and granular information in consumption 
patterns, allowing the electricity companies to gain better knowledge about the 
customers’ electricity usage. The investigated electricity consumption time 
series profiling approach will add empirical understanding of the problem 
domain to the related research community and to the future practice of the 
energy industry. 

Keywords: Visual Data Mining, Clustering, Business Intelligence, Electricity 
Consumption Profiling, Self-Organizing Maps, Deviation Detection. 

1 Introduction 

Within the electricity industry, the deployment of Automated Meter Reading (AMR, 
i.e., remotely-readable, two-way communication smart meters) has been a topical issue 
for some time, especially in Europe. The progress of such deployment varies across EU 
countries. While Italy and Sweden have completed their nation-wide smart meter 
installations, and Finland is due to finish its large scale rollout to both commercial and 
household customers by 2013, other countries such as the UK and Belgium are still in 
the trial or cost-benefit analysis stage. It is well-acknowledged by the electricity industry 
that the deployment of smart meters and smart metering will benefit the electricity 
distribution business in several ways. On the one hand, short term benefits will include 
more efficient and accurate billing, customer services, fault detection and automated 
healing, just to name a few, while in the long run, it could facilitate the development of 
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smart grids, the integration of renewable energy resources (in particular, distributed 
generation), and ultimately the improvement of energy efficiency. On the other hand, 
the sheer amount of half-hourly or hourly measured electricity consumption data also 
introduces both opportunities and challenges for the electricity distribution system 
operators (DSOs) and /or the electricity retailers, in terms of how to manage and fully 
utilise such a wealth of data. So far, despite that there are successful business cases from 
Enel in Italy and Vattenfall Networks in Finland (Cotti and Millan 2011; Garpetun 
2011), the utilisation of smart meter data or smart metering is limited to either 
enhancing distribution operation (e.g., automated fault detection and healing) or cost-
saving from manual customer meter reading. For example, Mutanen et al. (2008) 
presented a method for AMR data to be used to enhance distribution state estimation. 
Moreover, the utilisation of AMR measurements in improving the accuracy of load 
modelling has been studied (Mutanen et al. 2011). Several similar studies (Abdel-Aal 
2004; Charytoniuk and Chen 2000; Valtonen et al. 2010) have focused on AMR-based 
short-term load forecasting.  

Nonetheless, according to a recent report by CEER (Council of European Energy 
Regulators), among the three European countries who have made decision to roll out 
smart meters (i.e., Italy, Sweden, and Finland), none have a demand response scheme 
based on smart metering. According to CEER’s definition, demand response is about 
“Changes in electric usage by end-use customers/micro generators from their 
current/normal consumption/injection patterns in response to changes in the price of 
electricity over time, or to incentive payments designed to adjust electricity usage at 
times of high wholesale market prices or when system reliability is jeopardized. This 
change in electric usage can impact the spot market prices directly as well as over 
time” (CEER 2011). This implies that the establishment of a demand response 
electricity retail market not only requires the electricity end users’ active engagement, 
but also the electricity utilities’ capability for incentive pricing is crucial. To this end, 
we believe that in order to fully utilise the business potential enabled by smart 
metering technologies, it requires that the DSOs or the electricity retailers have good 
knowledge about their customers’ timely electricity consumption patterns. Therefore, 
it is necessary to explore the smart meter data deeper for more gold nuggets.  

In this paper, we investigate a visual data mining approach in the form of Self-
Organizing Maps (SOM), namely electricity consumption time series profiling. We 
analyse quasi-daily smart meter data for approximately 12,000 customers in a Finnish 
region in 2009. We compare two sets of variables in terms of seasons and time bands 
partition. The objective is to study (1) what insightful knowledge can be detected by 
such a visual data mining approach; and (2) what is the added value for the business 
practice in applying such an analytical method for decision-making support, with 
respect to pricing differentiation or designing demand response tariffs. The results 
indicate that this analytical approach is capable of visualising deviations and more 
detailed information regarding customer’s consumption patterns, which could support 
the case company in pricing decision-making. As will be illustrated in the following 
paper, this study will contribute with empirical understanding of the problem domain 
to the related research community and to the future practice of the electricity industry. 
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The paper is organised as follows: in the next two sections, the data mining method 
used in this study will be described first, followed by a brief introduction to the 
business case area. Thereafter, the experiment, results, and the analysis will be 
presented, and in the last part of this paper, the conclusion will be drawn and 
limitations and future research will be addressed. 

2 Methodology  

The Self-Organising Map (SOM) is one type of data mining technique based upon 
Artificial Neural Networks (ANNs). ANNs are designed to mimic the basic learning 
and association patterns of the human nervous system, and consist of a number of 
neurons (simple processors) connected by weighted connections. ANNs learn by 
adjusting the weight of each connection, increasing or decreasing the importance of 
the input (information) being transferred, until a desired output is achieved. 
Essentially, they are non-linear, multivariate regression techniques, better able to 
handle erroneous and noisy data than parametric statistical tools (Bishop1995). 

The SOM is a widely used unsupervised neural network, particularly suitable for 
clustering and visualisation tasks (Han and Kamber 2000; Kohonen 1997). It is 
capable of projecting the relationships between high-dimensional data onto a two-
dimensional display (or map), where similar input records are located close to each 
other (Kohonen 1997). By adopting an unsupervised learning paradigm, the SOM 
conducts clustering tasks in a completely data-driven way (Kohonen 1997; Kohonen 
et al. 1996), i.e., no target outputs are required. Because of its robustness, it requires 
little a priori information or assumptions concerning the input data, and is more 
tolerant towards difficult data, including non-normal distributions, noise, and outliers, 
than traditional statistical tools. In other words, the SOM combines the objectives of 
both data and dimensionality reduction methods, as seen either in the clustering 
techniques (e.g., K-means) or in the visualisation techniques (e.g., Sammon’s 
mapping) (Sarlin and Peltonen 2011). This capacity of the SOM motivated the authors 
to apply it in the present study. As the SOM algorithm itself is well-known, we refer 
readers to Kohonen (2001) for details. 

The SOM has been applied as an analytical tool in finance, medicine, customer 
relationship management, and engineering applications (Back et al. 2001; Deboeck 
and Kohonen 1998; Eklund et al. 2003; Kaski et al. 1998; Oja et al. 2002; Yao et al. 
2010). In particular, the SOM has been used in the energy sector for e.g., power 
system stability assessment, on-line provision control, load forecasting, as well as 
electricity distribution regulation and benchmarking (Lendasse et al. 2002; 
Nababhushana et al. 1998; Rehtanz 1999; Riqueline et al. 2000; Liu et al. 2011).  

A SOM is typically composed of two layers: an input and an output layer. Each 
input field is connected to the input layer by exactly one node, which is fully 
connected with all the nodes in the output layer (Berry and Linoff 2004; Wiskott and 
Sejnowski 1998). When the number of nodes in the output layer is large, the adjacent 
nodes need to be grouped to conduct clustering tasks. Accordingly, Vesanto and 
Alhoniemi (2000) proposed a two-level approach, e.g., the SOM-Ward clustering, to 
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perform clustering tasks. The dataset is first projected onto a two-dimensional display 
using the SOM, and the resulting SOM is then clustered. Several studies have shown 
the effectiveness of the two-level SOM, especially the superiority of the SOM-Ward 
over some classical clustering algorithms (Lee et al. 2006; Samarasinghe 2007). 

As mentioned previously, the SOM-Ward clustering is a two-level clustering 
approach that combines local ordering of the SOM and Ward’s clustering algorithm to 
determine the clustering result. Ward’s clustering is an agglomerative (bottom-up) 
hierarchical clustering method (Ward 1963). The SOM-Ward starts with a clustering 
where each node is treated as a separate cluster. The two clusters with the minimum 
Euclidean distance are merged in each step, until there is only one cluster left on the 
map. The distance follows the SOM-Ward distance measure, which takes into account 
not only the Ward distance but also the topological characteristics of the SOM. In 
other words, the distance between two non-adjacent clusters is considered infinite, 
which means only adjacent clusters can be merged. A low SOM-Ward distance value 
represents a more natural clustering for the map, whereas a high value represents a 
more artificial clustering. In this way, the users can flexibly choose the most 
appropriate number of clusters for their data mining tasks.  

3 The Finnish Business Case 

The business case studied in this paper is provided by one DSO in Finland – Ålands 
Elandelslag (ÅEA, which is a non-profit ownership cooperative). ÅEA’s distribution 
area has distinct geographical features and customer structure. Åland is an 
autonomous Finnish archipelago region with nearly 300 habitable islands. It is 
situated between mainland Finland in the east and Sweden in the west. ÅEA is 
responsible for the electricity distribution to 15 municipalities in Åland. Its 
distribution area covers 14,097 customers, of which Jomala is the largest (2,290 
customers) and Sottunga is the smallest (184 customers). Its distribution power lines 
totalled 3,217 km in 2009, with high voltage lines (10kV) 1,163 km and low voltage 
lines (0.4kV) 2,054 km. Åland’s geographical features determine that its economy is 
heavily dominated by shipping, trade, and tourism. The majority of the housing is in 
the form of summer cottages, detached houses, or town houses, while multi-storeyed 
buildings only account for a very small portion. 

According to Statistics Åland, in 2009, Åland’s electricity consumption by sector 
is as follows: Households (45.04%), Agriculture (7.01%), Industry (11.77%), Services 
(21.22%), and the Public Sector (14.97%), respectively. It shows that households, 
services, and the public sector constitute the majority in terms of electricity 
consumption in Åland. This differs from the electricity consumption breakdown on 
mainland Finland, where industry’s electricity consumption amounts to 46%, whereas 
housing and agriculture, and services and construction, consume 29% and 22% 
respectively (source: Energiateollisuus). 

The data investigated is from ÅEA meter reading registers in 2009. For each meter, 
the electricity usage is registered with 27 hours 20 minutes time intervals, due to the  
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AMR and communication technology adopted (Turtle Automated Meter Reading 
system). The Turtle AMR uses the power line for data transmission. The data is 
collected by a receiver installed at a substation and held until requested by a computer 
at the main office, then sent via SMS. Turtle AMR also calculates the highest rate of 
electricity usage for each meter during each 27hrs20mins interval, i.e., the Peak Load. 
Therefore, the data from meter reading registers includes Meter ID, Electricity Usage, 
Reading Time, Peak Load, and Peak Time.  

The analysis is carried out with a focus on three types of consumption time series, 
including (i) weekdays vs. weekends consumption comparison, (ii) consumption 
seasonality, and (iii) load patterns at various times of the day (i.e., different time 
bands).  

4 The Experiment 

Even though the ÅEA smart meter data is not hourly measured, it is still possible to 
look into customers’ electricity consumption patterns in terms of day-of-the-week, 
seasonal, and time band effects. Based on the meter register data, a great deal of data 
pre-processing work, including data transformation, aggregation, and normalisation, 
has to be performed to create customer signatures, with one record per customer and a 
range of variables capturing customers’ demographic and consumption related 
features. We excluded the customers whose records included less than one year, or 
whose annual consumption is 0 kWh. There are in total 11,964 customers included in 
this study. The variables used fall into two types based upon their purpose – one type 
is used to describe the customer’s general consumption and demographic profile, and 
the other is to investigate customers’ weekday-weekend, seasonal, and time-band 
related consumption patterns. Regarding the second type, we compared two sets of 
variables – the first set is adopted from ÅEA’s partition as weekdays/weekends for 
the time of week, seasons (i.e., January-April, May-September, and October-
December), and day time (7:00-23:00)/night time (23:00-7:00) for every 24hrs, which 
can be seen in ÅEA’s electricity tariff of Time rate; the second set is proposed by the 
authors, as weekdays/Saturday/Sunday for the day-of-week, seasons (i.e., Summer: 
March-September, and Winter: October-February), and four time bands (i.e., 6:00-
9:00, 9:00-16:00, 16:00-22:00, 22:00-6:00) for every 24hrs. In total, there are 31 
variables used in this analysis. The variables are described as follows: 

Average Consumption (kWh) – is the customer’s average consumption per 27hrs 
20mins +/- 8mins. 

Average Peak Load (kW) – is the customer’s average peak demand in 2009, which 
is based on the highest load aggregated from three consecutive 20min intervals during 
each 27hrs 20mins period. 

Electricity Rate – is the contractual electricity tariff the customer has chosen 
among 5 categories: Normal rate, Economic rate, Time rate, Irrigation rate, and 
Temporary Working rate, which are provided by ÅEA (available at 
http://www.el.ax/files/tariffhafte_20110101.pdf, in Swedish). Due to the previously  
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mentioned customer selection criteria set in pre-processing, the data records with 
Irrigation rate and Temporary Working rate are not included1. 

Housing Type – is based on historical statistics, provided by ÅEA as a reference 
variable, including 5 categorical attributes: Summer Cottage, Detached House, Town 
House, Multi-storeyed Building, and Others. Again, as with Electricity Rate, the data 
records with Housing Type as Others are not included in the final dataset. 

Seasonal and day-of-the-week Consumption (kWh) – includes Weekday 
Consumption1, Weekend Consumption1, Jan.-Apr. Consumption, May-Sep. 
Consumption, Oct.-Dec. Consumption, which are adopted from ÅEA’s Time-of-Use 
tariff; and Weekday Consumption2, Saturday Consumption, Sunday Consumption, 
Winter Consumption, and Summer Consumption, which are proposed by the authors. 

Time-based Peak Load (kW) – is the customer’s average peak demand at various 
times of the day, including: Peak Load_Day, Peak Load_Night, which are based on 
ÅEA’s electricity tariff; and  Peak Load_6-9, Peak Load_9-16, Peak Load_16-22, 
Peak Load_22-6, which are proposed by the authors. 

Time-based Peak Frequency (%) – is the percentage of peak demand occurring at 
different times of the day, including: Peak Frequency_Day, Peak Frequency_Night, 
which are based on ÅEA’s electricity tariff; and Peak Frequency_6-9, Peak 
Frequency_9-16, Peak Frequency_16-22, Peak Frequency_22-6, which are proposed 
by the authors. 

In this study, Viscovery SOMine v.5.0 (http://www.eudaptics.com/) is used to 
perform the visual data mining task. SOMine uses an expanding map size and the 
batch training algorithm, allowing for efficient training of maps (Deboeck and 
Kohonen 1998). The SOM-Ward clustering method is also used to identify clusters 
based on actual consumption behaviour, which eliminates the need for subjective 
identification of clusters (Vesanto and Alhomiemi 2000). The two sets of seasonal 
and time-based variables are normalised according to the respective average value 
before map training, i.e., each entry in a field is divided by the mean of the entire field 
(Baragoin et al. 2001; Collica 2007). The purpose is to address the relative 
significance of the value of a particular variable against the overall mean of that 
variable. For example, customers exhibiting average consumption patterns are given 
normalised values of 1, while a normalised value of 2 implies that their consumption 
amount or peak load is two times more than the average. In addition, all the variables 
included in the training process were scaled to comparable ranges in order to prevent 
variables with large values from dominating the result. Viscovery SOMine offers two 
forms of scaling, linear and variance scaling. Linear scaling is simply a linear scaling 
based upon the range of the variable, and is suggested as default when the range of the 
variable is greater than eight times of its standard deviation. Otherwise, variance 
scaling is used. In this study, range scaling was applied to the variables of Electricity 
Rate and Housing Type, while variance scaling was applied to the others.  

                                                           
1 Categorical variables, such as Electricity Rate and Housing Type, must be split into binary 

dummy variables in order to be used with the SOM, as they represent nominal data with no 
inherent numerical order or distance. 



58 H. Liu et al. 

 

We experimented with different combinations of parameters, and selected the map 
based on following criteria: average quantization error, normalized distortion 
measure, the meaningfulness of clusters, the visual interpretability, the smoothness of 
neighbourhood of each node, and the SOM-Ward cluster indicator. The map was 
trained using a map size of 279 nodes, a map ratio of 100:49, and a tension of 0.5. 
During the training process, the priority of categorical variables such as Electricity 
Rate and Housing Type, as well as the seasonal and time-based variables proposed by 
the authors, was set to 0. These variables thus have no influence on the training 
process. However, their distribution in each of the segments can be visualised on the 
map for comparison and profiling purposes.  

In order to evaluate the robustness of the training method, a supervised ten-fold 
cross-validation was conducted. The entire training dataset was firstly partitioned into 
10 subsets, then using 9 out of the 10 subsets each time to reiterate the map training 
with the same set of training parameters as was described above. The map selecting 
criteria set above can be held over the ten-fold iteration.  

5 Results and Analysis 

5.1 Cluster Profiles 

The SOM divided the 11,964 customers into four clusters according to their 
consumption similarity in 2009. The SOM results can be seen in Figures 1-3. Since 
the warm colour code (e.g., red) in SOM map denotes high values while a cold colour 
code (e.g., blue) represents low values, the characteristics of each cluster (I-IV) can be 
easily identified, as summarised in Table 1. A description of each cluster follows: 

• Cluster I: High consumption customers 
Customers in cluster I account for 10% of total customers investigated and stand 

for 28.9% of the total consumption. They have the highest consumption profile 
(Average Consumption 63.0 kWh and Average Peak Load 5.1 kW). The proportion of 
customers using the Economic rate in cluster I (19%) is much higher than that of the 
other three clusters, although 80% of the customers still prefer the Normal rate. The 
majority of customers in cluster I live in detached house (88%), while 7%, 4%, and 
1% of them are in summer cottages, town houses, or multi-storeyed buildings, 
respectively. 

• Cluster II: Medium-high consumption customers 
17% customers are in cluster II and they stand for 30.7% of the total consumption. 

They have the Medium-high consumption profile (Average Consumption 39.3 kWh 
and Average Peak Load 3.2 kW). Even though the majority housing type is detached 
house (75%), the proportion of summer cottage (18%) is the second highest after 
cluster IV. 5% of the customers in this cluster chose Economic rate, while 94% of 
them went for Normal rate.  

• Cluster III: Medium-low consumption customers 
Customers in cluster III account for 25.9% of the customer base and stand for 

24.1% of the total consumption. They have Medium-low consumption profile 
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(Average Consumption 20.3 kWh and Average Peak Load 2.0 kW). The 
characteristics of cluster III are very similar to those of cluster II in that most of the 
customers (96%) use Normal rate and 76% of the customers live in detached houses. 
But the proportion of town house owners (12%) is the highest comparing to the other 
three clusters. 

• Cluster IV: Low consumption customers 
47.1% customers belong to cluster IV, which has the lowest consumption profile 

(Average Consumption 7.5 kWh and Average Peak Load 0.6 kW). They stand for 
16.2% of the total consumption. 99% of customers in cluster IV have the Normal 
tariff contracts. Summer cottage (70%) is the major housing type within cluster IV, 
while detached house, town house, and multi-storeyed building account for 18%, 8%, 
and 4%, respectively.  

 

 

Fig. 1. Cluster profiles 

5.2 Consumption Time Series Profiling 

5.2.1   Weekdays vs. Weekends Consumption Comparison 
Figures 2 and 3, specifically, reveal the patterns of each cluster (i.e., day-of-the-week, 
seasonal, and different time band consumption), and those of ÅEA’s customers in 
general. For instance, from cluster I through cluster IV, both weekday consumption- 
and weekend consumption- patterns (see Figure 2) are ranging from high, medium to 
low, which also are in accordance with the patterns of Average Consumption in 
Figure 1. In addition, if comparing the consumption during weekdays/weekends (see 
Figure 2), or weekdays/Saturday/Sunday (see Figure 3), the patterns are nearly 
identical. This implies that if ÅEA intended to shift customers’ demand between 
weekdays and weekends to mitigate system constrains or when the wholesale market 
price is high, ÅEA should devise enough incentive in their price signals for customers 
to adjust their consumption behaviour between weekdays and weekends. 
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Fig. 2. Consumption patterns with ÅEA variables 

 

Fig. 3. Consumption patterns with proposed variables 

5.2.2   Consumption Seasonality 
The customers’ seasonal consumption patterns vary. They follow the typical Nordic 
phenomena: electricity consumption is relatively higher in cold winter months than in 
summer time. This can be seen from both sets of seasonal consumption variables (see 
Figure 2 and Figure 3). However, it is important to note that there is a special group of 
customers in cluster IV (see Figure 4), whose electricity consumption in May-
September is higher than the rest of cluster IV. This special group can be identified 
both from Figure 2 (May-Sep Consumption) and Figure 3 (Summer Consumption), 
which emphasizes that the consumption pattern deviation of this special group of 
customers in summer time is without regard to the summer months partition (i.e., 
May-Sep. as following ÅEA, or March-Sep. as proposed by the authors). At this 
point, it demonstrates that such a SOM-based data mining approach can visualize 
latent information for companies to take into account.  
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Fig. 4. Special group of customers in cluster IV 

Based on the SOM visual clustering results, Figures 5, 6, and 7 summarize the 
comparison of various time series profiles among clusters. Figure 5 illustrates the 
consumption profile breakdown of each cluster and the special group within cluster 
IV, regarding weekday/weekend as well as seasonal consumption patterns. The 
different clusters have distinct consumption profiles in different seasons. For instance, 
regarding the Medium-low consumption customers (cluster III), their electricity usage 
is relatively even across different seasons (Jan-Apr., May-Sep. and Oct.-Dec.) in 2009 
(red line in Figure 5). But High and Medium-high consumption customers (green and 
purple lines in Figure 5) had lower electricity consumption in summer time, compared 
to their respective cold weather seasons. On the other hand, as was pointed out before, 
among Low consumption customers, their May-September period consumption is 
relatively higher than in the rest of the seasons (see two blue lines in Figure 5).  
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Fig. 5. Consumption profile breakdown 

5.2.3   Load Patterns at Various Times of the Day 
Accordingly, one can see that the patterns in terms of Peak Load at day time (7:00-
23:00) and night time (23:00-7:00) (see Figure 2) are in line with the patterns of 
Average Peak Load in each cluster (see Figure 1). However, if examining Peak Load 
in four time bands in Figure 3, instead of the 2 (i.e., Day and Night) in Figure 2, 
slightly different picture emerges: the customers in cluster I have relatively higher 
peak demand in the early morning (6:00-9:00) and in the late night (22:00-6:00), 
compared to usual working hours (9:00-16:00) or usual peak consumption time period 
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(16:00-22:00). This is also represented in Figure 6, where the green line (High 
consumption customers of cluster I) bends up towards the ends considerably. It 
suggests that using the proposed four time bands can reveal more detailed information 
about the customers’ consumption behaviour. And it might be beneficial if the 
company would consider using more than two time bands in their Time-of-Use 
pricing. The evidence can also be seen from Peak Frequency, i.e., where time-wisely 
speaking Peak Frequency at 6-9, 9-16, and 16-22 are equivalent to Peak 
Frequency_Day, but provide more information about consumption behaviour in 
different clusters. The comparison regarding how much extra information can be 
extracted with four time bands partition is shown in Figure 7. 
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Fig. 6. Peak load profile breakdown 
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Fig. 7. Time bands partition comparison 

6 Conclusion 

Traditionally, the electricity utilities have classified customers according to their 
business nature (i.e., industrial, commercial, and residential) and their consumption 
bands (e.g., annual consumption < 2,000kWh, >5,000kWh, or > 18,000kWh) and 
housing types (e.g., detached houses, town houses, and multi-storeyed buildings) for 
household customers. Even in the same customer class, the consumption patterns may 
vary considerably due to customers’ business nature / life style diversity (Keppo and 
Räsänen 1999). Additionally, the customer type is usually determined when the  
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electricity connection is contracted, which is highly likely out-dated because of later 
changes in the customer’s profile, for example, occupancy changes in a household. 
Now, smart meter data provides the opportunity to group and compare the customers 
according to their actual energy usage, especially taking seasonal variations into 
account.  

Enabled by the smart metering technologies and motivated by the analytical 
robustness of the SOM in visualisation and data exploration, in this paper we have 
examined a SOM-based visual data mining approach, in order to investigate how the 
electricity utilities can fully explore smart meter data to gain better knowledge about 
their customers’ timely electricity consumption patterns, and in turn to support pricing 
decision-making. We studied a case company from Finland—ÅEA’s AMR data in 
2009, with the purpose of demonstrating (1) what kind of actionable knowledge the 
examined electricity consumption time series profiling approach can offer and (2) 
what is the added value for DSOs or electricity retailers in applying such a visual data 
mining driven analytical method in decision making support, especially with regard to 
pricing differentiation or dynamic pricing. First, we used the SOM to cluster 11,964 
customers into four groups according to their electricity consumption similarity in 
2009. Then, the consumption profile of each cluster was visualized through feature 
plane analysis. During the analysis we compared different variable sets in day-of-the-
week, season, and time band partition, in order to extract more detailed information 
about the customers’ consumption patterns. For instance, the result shows that there is 
a special customer group within the low consumption cluster IV, whose consumption 
pattern in summer time deviated from the rest of the cluster. Moreover, the 
consumption visualisation indicated that the benefit for ÅEA to design different 
Time-of-Use tariff on weekdays or weekends calls for a review of its pricing 
differentiation strategy. In addition, there is evidence that the authors’ proposed four 
time bands could provide granular information regarding customer consumption 
behaviour. These findings are actionable information for the case company to take 
into account in their future pricing strategy making. To this end, the conclusion can be 
drawn that this study provides an empirical example with regard to exploring timely 
measured smart meter data for customer’s consumption behaviour analysis. It could 
induce further scientific interests regarding this emerging problem domain, for 
example, in terms of the intersection between ubiquitous computing, data mining, and 
demand response simulation. It also will contribute to the future practice of the energy 
industry in terms of integrating data mining into their pricing decision-making 
support.  

Nevertheless, there are limitations to this study. Firstly, it would be of great interest 
to compare the SOM application to using other visualisation and clustering methods 
such as K-means or multi-dimensional scaling methods. However, it is beyond the 
scope of this paper. Secondly, the scope of this analysis is determined by the specific 
data domain. Therefore, the discovered knowledge has its particular locality. On the 
other hand, such an analytical approach can be applied to other AMR data for further 
examination and comparison studies. 
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Table 1.  Summary of cluster characteristics 

ID  Cluster 
Profile 

Average 
Daily 

Consumption 
(kWh) 

Average 
Peak 

Demand 
(kW) 

Cluster Size 
and Percentage of 

Total Consumption 
(%) 

I 
 
 

High consumption: 
80% Normal rate,  
19% Economic rate; 
88%  detached house,  
7% summer cottage. 

63.0 5.1 10.0,    28.9 

II 
 
 
 

Medium to high 
consumption: 

94% Normal rate,  
5% Economic rate;  
75% detached house,  
18% summer cottage,  
6% town house. 

39.3 3.2 17.0,   30.7 

III 
 
 

Medium to low 
consumption: 

96% Normal rate; 
75% detached house,  
9% summer cottage,  
12% town house. 

20.3 2.0 25.9,   24.1 

IV 
 
 

Low consumption: 
99% Normal rate; 
18% detached house,  
70% summer cottage,  
8% town house. 

7.5 0.6 47.1,   16.2 
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Abstract. Fault diagnosis in machines that work under a wide range of speeds
and loads is currently an active area of research. Wind turbines are one of the
most recent examples of these machines in industry. Conventional vibration anal-
ysis applied to machines throughout their operation is of limited utility when the
speed variation is too high. This work proposes an alternative methodology for
fault diagnosis in machines: the combination of angular resampling techniques
for vibration signal processing and the use of data mining techniques for the clas-
sification of the operational state of wind turbines. The methodology has been
validated over a test-bed with a large variation of speeds and loads which simu-
lates, on a smaller scale, the real conditions of wind turbines. Over this test-bed
two of the most common typologies of faults in wind turbines have been gen-
erated: imbalance and misalignment. Several data mining techniques have been
used to analyze the dataset obtained by order analysis, having previously pro-
cessed signals with angular resampling technique. Specifically, the methods used
are ensemble classifiers built with Bagging, Adaboost, Geneneral Boosting Pro-
jection and Rotation Forest; the best results having been achieved with Adaboost
using C4.5 decision trees as base classifiers.

Keywords: fault diagnosis, wind turbines, ensemble classifiers, angular
resampling.

1 Introduction

Vibration analysis has been studied and applied to rotating machinery for decades. It
is widely accepted as one of the main fault diagnosis techniques in machine mainte-
nance [11]. As the signal analysis technology has advanced and new sensors have been
developed, fault diagnosis and maintenance of machines working under more severe
conditions have become a new target area for experts. Examples of machines that work
under variable conditions of load and speed are wind turbines, excavators and heli-
copters [2]; [4]; [5]; [3]. Gear transmission plays a crucial role in the reliability of these
machines.

One of the first research in the field of transmission damage diagnosis focused on
vibration signals analysis [6]. At first, the statistical features of the signal in the time
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domain were the main element of study [18]. However, the field quickly spread to in-
clude spectral analysis, time-frequency analysis and, finally, models based on artificial
intelligence. All of these approaches are still valid and current. As new techniques of
signal processing arise, they are applied to the problem of damage detection in chain
drives and should be adapted to the needs and specific characteristics of each mechani-
cal system.

The main purpose of this work is to study fault diagnosis in wind turbines. To do so,
the test-bed shown in Figure 1 is used to approximate real conditions and the typical
faults of a real wind turbine.

Many studies have applied several signal analysis methods that are suited to con-
ditions of fluctuating loads. Among these, we may quote works by Stander, Heyns,
Zhan and Barlelmus [21]; [24]; [3]. However, no studies have yet been completed on
such wide working ranges as those of a wind turbine, in terms of real wind regimes
that therefore have a very wide range of speed and load operating conditions. The de-
velopment of intelligent devices, both for monitoring and for diagnosis of this type of
industrial equipment that operates under highly variable loads and speeds is, therefore,
a highly topical field of research. Vibration monitoring systems require signal process-
ing procedures to compensate for fluctuations in axis speeds and amplitude modulation,
due to the variable wind-resistance loads [20]; [19].

Although exhaustive research into the analysis of the signals obtained from several
types of sensors and particularly accelerometers has been completed to date, the stan-
dard technique used for fault diagnosis is the identification of critical variables by an
expert and the development of a regression model that forecasts the failure [24]. The
aim of this work is to develop an alternative classification system with greater reliability
using ensemble classifiers.

There are several works in which ensemble classifiers have been used for fault detec-
tion. In Hu [12] Adaboost is used to combine Support Vector Machines (a type of base
classifier) for fault diagnosis in rotating machinery. This method is also used in Donat
[8] for the fault detection of engines in gas turbines. In Alonso [1] , failure identifi-
cation in continuous processes is managed by an ensemble classifier building method
-Stacking- that combines nearest-neighbours base classifiers (k-Neighbours Classifier,
kNN). Furthermore, Adaboost and Bagging of neural networks in El-Gamal [9] are used
for fault diagnosis in analogue circuits.

2 Description of the Test-Bed and Measurement Procedure

The experiments conducted on the test-bed are meant to simulate the behaviour of wind
turbines. This test-bed is used to simulate different defects under variable loads and
speeds. The right side of the test-bed (Figure 1) is composed of an engine, a parallel
gearbox and a planetary gearbox. Both gearboxes resemble a commercial wind turbine
in terms of their configuration and gear ratios (1:61).

To simulate the variable load in the drive train of a wind turbine, due to randomness
of the wind, an electric brake has been added to the right side of the bench.

For the measurement of vibration signals four accelerometers distributed in the axial
and radial position in the gearboxes situated on the right side of the test-bed were used.
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Fig. 1. Test-Bed

Preliminary processing of the vibration signals need to be performed, due to the
speed and load variations caused by the operating conditions of wind turbines, in order
to extract the information on its spectral analysis. The technique of angular sampling, a
methodology that may be found in [22], appears suitable to solve this problem.

The faults simulated on the test-bed were imbalance and misalignment, starting with
small values and increasing at each measurement to simulate a progressive fault (Table
1). This table illustrates the value of the weight in grams and its equivalent in percent-
ages with regard to the total of the weight of the rotor of the bench, and the thickness
used for producing the misalignment, as well as the resulting value.

Table 1. Types of faults and magnitudes induced in the test-bed

Imbalance Misalignment
gr % mm ◦

Imbalance A 5.79 0.077 Misalignment A 0.75 1.53
Imbalance B 9.13 0.12 Misalignment B 0.75 1.53
Imbalance C 19.5 0.26
Imbalance D 28.8 0.38

To guarantee the speed and load conditions, several profiles were generated to cover
a wide range of speeds from 1000 to 1800 rpm at random, and from 0 to 100 % of the
load. An example of this profile is shown below in the Figure 2.

These profiles were generated to cover a whole day of measurement (24 hours),
with constant 100 second intervals of speed and load. The speed measurements were
generated from 1000 rpm, which is the approximate speed at which a wind turbine
begins to produce energy. Data acquisition was taken at intervals of 72 seconds from
each of the four accelerometers with a sampling frequency of 25600 Hz. The speed
signal was captured at 6400 Hz.

The set of tests done are reported in [23].
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Fig. 2. Speed and load profile

3 Variables Analyzed

As explained in the previous section, several working faults in the turbine are analyzed.
For that reason, a discrete output variable was defined, referred to as the fault type, and
several input variables.

The type of fault matches the two previously explained ones; misalignment and im-
balance, for which there are three possible numerical values in the first case (0, 0.75
and 2) and five in the second one (0, 5.79, 9.13, 19.5 and 28.8). We will refer to these
degrees of misalignment as DA1, DA2 and DA3, and to imbalance as DB1, DB2, DB3
DB4, DB5.

There are therefore fifteen possible values for each type of faults, shown below in
Table 2:

Table 2. Fault Classes

DB1 DB2 DB3 DB4 DB5
DA1 0 (C0) 1 (C1) 2 (C2) 3 (C3) 4 (C4)
DA2 5 (C5) 6 7 8 9
DA3 10 (C6) 11 12 13 14 (C7)

In the previous table, class 0 matches the case in which there is no fault (no mis-
alignment nor imbalance), and the 14 remaining classes match several types of faults
that could theoretically occur, but in the experimental trials only 8 classes took place.
These fault classes will be referred to as C0, C1, C2, C3, C4, C5, C6 and C7.

The variables in this problem are, on the one hand, 3 magnitudes which describe the
operational state of the machine in the terms of torque, speed and electric input current
and, on the other, several magnitudes measured with 5 sensors, 1 current sensor and
4 accelerometers, 2 by each of the two gearboxes, distributed along two perpendicular
axis.

The current sensor provides 4 measurements of electric current, and the accelerom-
eters provide the data for a vibration analysis along the axis, by using three aspects
of the vibration spectrum. On the one hand, 5 measurements which summarize their
distribution (average, RMS, skewness, kurtosis and interquartile range); on the other,
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Table 3. Input variables

Operation State
Variable Number of measurments Units
Torque 1 % of maximum torque
Speed 1 Hz

Input current 1 Amperes
Current Sensors

Variable Number of measurments Units
Electrical current in the axis 4 Amperes

Vibration analysis
Variable Number of measurments Units

Harmonics 272 mm/s2

Bands 245 mm/s2

Average 4 mm/s2

RMS 4 mm/s2

Skewness 4 dimensionless
Kurtosis 4 dimensionless

Interquartile Range 4 mm/s2

a harmonic analysis (natural frequency of system vibrations and multiples thereof, 80
measurements in total); and finally, dividing the vibration spectrum into bands of fixed
position (unrelated to the natural frequency of the system), with another 77 measure-
ments. Each accelerometer provides a total of 162 measurements, although the total
number of considered variables in the vibration analysis is 537, as some measurements
with redundant information have been removed.

The final number of variables for the problem is 544, adding to the 537 from the
vibration analysis, the measurements from the current sensor, the torque, the speed and
the electric current. In the next table, a summary of the previously explained variables
is completed, although it is possible to search for a more detailed information in [23].

During the day of the experimentation, 6551 different conditions in the considered
variables were registered. The data set under study therefore has a size of 6551 instances
with 544 attributes, such that it can be considered a high dimensional problem.

The distribution of the instances among the classes is as shown in Table 4:

Table 4. Distribution of the instances among the classes

C0 887 (13.54 %)
C1 847 (12.93 %)
C2 856 (13.07 %)
C3 838 (12.79 %)
C4 864 (13.19 %)
C5 872 (13.31 %)
C6 835 (12.75 %)
C7 552 (8.43 %)
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4 Fault Analysis by Ensemble Classifiers

Forecasting several faults that may occur in turbine operation is included in data mining
classification problems. In this article, the use of techniques to combine several indi-
vidual classifiers is proposed, to obtain an ensemble classifier. These techniques have
developed over the last decade and their output has been proven in several situations.

An ensemble classifier is a classification technique by which the forecasted class is
obtained from the individual forecasts of a series of base classifiers. There are several
ways of combining the various forecasts, the most usual one is to select the most voted
class. The global accuracy of the ensemble classifier depends on the diversity of the
classifiers and their individual accuracy, as an ensemble classifier should be capable
outperforming any individual classifier [7]; [14].

There are several ways of forcing diversity between base classifiers [13]; [17], having
taken four of these techniques in this study, Bagging and Adaboost on the one hand,
are the most commonly used, and Rotation Forest and General Boosting Projection
(GBPC) on the other, which are more novel techniques that have been shown to be very
competitive [16]; [10].

The algorithm Rotation Forest algorithm is based on Principal Component Analysis
(PCA) extraction procedures that achieve better accuracy in the ensemble classifier, by
acting at the same time on the individual accuracy of each base classifier and on its
diversity [16]. Thus, a random division of the data is made, in groups of attributes (3 in
this work), and subsequently a PCA analysis is completed over part of the samples of
each group, also random, storing the projection matrix that is used and combined later
on to project all the samples of each group.

The GBPC (General Boosting Projection) is based on the use of supervised pro-
jections to improve global accuracy, due to the individual improvement of each base
classifier as well as its diversity [10]. It is an iterative process in which the first base
classifier receives the data set without any modification followed by a projection over
the misclassified instances by the previous classifier. By doing so, we seek to obtain
better results in the next classifier, in cases where the previous classifiers failed. The
Non-parametric Discriminant Analysis (NDA) version proposed by [15] was used as
the supervised projection method.

5 Results

Three methodologies for the classification were tested: C4.5 decision trees, k-Nearest
Neighbour (kNN) and Naive Bayes. These three base techniques were chosen as they
are the three most commonly used in data mining.

These methods have been tested individually as well as with ensemble classifiers
using the techniques of Bagging, Adaboost, GBPC and Rotation Forest, taking in all
cases 100 base classifiers, and performing a 5×2 cross validation (all the methods are
compared using the same sets for training and testing).
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Two ways to measure the accuracy of each classifier have been taken:

– Success rate in a 5×2 cross validation, indicating the standard deviation of the
iterations.

– Confusion matrix, in which the class forecasted by the classifier is compared against
the class of the instance to which actually belongs.

5.1 Success Rate

The following table illustrates the success rate of both the individual and the different
ensemble classifiers, which includes the standard deviation with regard to the 5 repeti-
tions of the cross validation between parentheses.

In all cases, we can see that decision trees are more suitable as base classifiers, how-
ever we should highlight the notable increase of the GBPC with regard to the efficiency
of the classification with the kNN as base classifier.

Table 5. Average success and standard deviation for the different classifiers

C4.5 trees kNN Naive Bayes
Classifier individually 92.60 (0.51) 66.12 (0.44) 70.29 (2.68)

Bagging 95.33 (0.23) 66.01 (0.41) 70.73 (1.59)
Adaboost 96.24 (0.12) 67.57 (0.59) 78.96 (0.71)

GBPC (NDA) 90.70 (5.61) 87.45 (1.26) 70.29 (2.68)
Rotation forest 95.84 (0.14) 66.19 (0.54) 71.92 (2.25)

The low performance of the kNN classifier could be caused by the well-known
problem of the "curse of dimensionality" (analyzing high-dimensional spaces). In the
following sections we compare the two methods in which better results are reached,
Adaboost with decision trees versus Rotation Forest with decision trees.

5.2 Confusion Matrix

The next step is to compare the results of Adaboost and Rotation Forest with 100 C4.5
trees as base classifiers, by using the average confusion matrix of the 5×2 ccross val-
idation (the confusion matrix average of those provided by each of the 10 classifiers
obtained in the cross validation has been calculated, and the values have been rescaled
with regard to the total).

Regarding to the operation control, the most critical cases are those registered in the
first column in both tables, as they match with those in which the ensemble classifier
estimates that there are not a fault operation. By analyzing the data of this column, we
can see that the undetected percentage of errors is 0.23 % in the case of Adaboost, and
0.68 % in the case of Rotation Forest.

Using the t test to compare the ensemble classifiers Adaboost and Rotation forest
with a level of significance of 1 %, we may conclude from the statistical evidence that
the first algorithm outperforms the second one with regard to the way it models the data.
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Table 6. Confusion matrix for Adaboost (top) / Rotation Forest (bottom) of C4.5 trees

C0 C1 C2 C3 C4 C5 C6 C7
C0 13.40 0.00 0.14 0.00 0.00 0.00 0.00 0.00
C1 0.00 11.53 0.03 1.18 0.19 0.00 0.00 0.00
C2 0.01 0.00 12.87 0.19 0.00 0.00 0.00 0.00
C3 0.02 0.56 0.27 11.23 0.71 0.00 0.00 0.00
C4 0.01 0.04 0.00 0.41 12.73 0.00 0.00 0.00
C5 0.00 0.00 0.00 0.00 0.00 13.31 0.00 0.00
C6 0.00 0.00 0.00 0.00 0.00 0.00 12.75 0.00
C7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.42

C0 C1 C2 C3 C4 C5 C6 C7
C0 13.39 0.00 0.15 0.00 0.00 0.00 0.00 0.00
C1 0.00 11.80 0.03 0.90 0.20 0.00 0.00 0.00
C2 0.03 0.00 12.88 0.15 0.00 0.00 0.00 0.00
C3 0.02 0.78 0.48 10.72 0.79 0.00 0.00 0.00
C4 0.04 0.09 0.02 0.46 12.58 0.00 0.00 0.00
C5 0.00 0.00 0.00 0.00 0.00 13.31 0.00 0.00
C6 0.00 0.00 0.00 0.00 0.00 0.02 12.73 0.00
C7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.43

6 Conclusions

This study has proposed a fault diagnosis system for machines with high variation in the
speed and load conditions, such as wind turbines. These devices have undergone signif-
icant growth over the last five years and require immediate industrial solutions to their
tele-maintenance problems. The failure diagnosis system explained in this work con-
sists of several measurement sensors, especially accelerometers, signal analysis equip-
ment based on resampling angular techniques to process the data from these sensors,
and a module that implements different data mining techniques for the classification
of the operational state of wind turbines. Several methods of combining base classi-
fiers have been applied to identify seven different levels of two typical faults in wind
turbines: misalignment and imbalance. Adaboost using J48 decision trees as base clas-
sifiers achieved high accuracy (correct forecasts in 96.24 % of cases) when analyzing a
wide real dataset measured on a test-bed that simulate real conditions of wind turbines
operation (65551 instances with 544 attributes). Future research will be focused in the
improvement of the industrial application through the testing of the proposed fault di-
agnosis system on a more extensive dataset that includes more fault cases and has been
recorded under real industrial conditions, because the analysed dataset reflects a limited
number cases of two fault types (misalignment and imbalance).
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Abstract. In highly populated urban zones, it is common to notice headway 
deviations (HD) between pairs of buses. When these events occur in a bus stop, 
they often cause bus bunching (BB) in the following bus stops. Several 
proposals have been suggested to mitigate this problem. In this paper, we 
propose to find BBS (Bunching Black Spots) – sequences of bus stops where 
systematic HD events cause the formation of BB. We run a sequence mining 
algorithm, named PrefixSpan, to find interesting events available in time series. 
We prove that we can accurately model the BB trip usual pattern like a frequent 
sequence mining problem. The subsequences proved to be a promising way of 
identify the route’ schedule points to adjust in order to mitigate such events. 

Keywords: Sequence Mining, Bus Bunching, Headway Irregularities. 

1 Introduction 

In highly populated urban zones, it is well known that there is some schedule 
instability, especially in highly frequent routes (10 minutes or less) [1-5]. In this kind 
of routes it is more important the headway (time separation between vehicle arrivals 
or departures) regularity than the fulfillment of the arrival time at the bus stops [4]. 
Due to this high frequency, this kind of situations may force a bus platoon running 
over the same route. In fact, a small delay of a bus provokes the raising of the number 
of passengers in the next stop. This number increases the dwell time (time period 
where the bus is stopped at a bus stop) and obviously also increases the bus’s delay. 
On the other hand, the next bus will have fewer passengers, shorter dwell times with 
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The main results are: the observation that the BB phenomenon starts at the initial 
bus stops; and the existence of high correlation between HD that occurs at a given bus 
stop and the HD detected in the next ones. 

This paper is structured as follows. Section 2 states a brief description of the 
problem we want to solve, the related work, our motivation and a clear definition of 
our approach. Section 3 presents the methodology proposed. Section 4 presents 
summarily the dataset used, its main characteristics and some statistics about it. 
Section 5 presents the results obtained through the application of the PrefixSpan 
algorithm to our dataset and a discussion about those results. Section 6 concludes and 
describes the future work we intend to carry on. 

2 Problem Overview 

Nowadays, the road public transportation (PT) companies face a huge competition of 
other companies or even of other transportation means like the trains, the light trams 
or the private ones. The service reliability is a fundamental metric to win this race 
[12]: if a passenger knows that a bus of a selected company will arrive certainly on 
the schedule on his bus stop, he will probably pick it often. The reverse effect is also 
demonstrated and a BB event forming a visual bus pair is a strong bad reliability 
signal to the passengers’ perception of the service quality, which can lead to 
important profit losses [9, 13]. This tendency to form platoons is usual for urban 
vehicles (specially the PT ones) and arises for the specific and complex characteristics 
of transit service perturbations. Those are mainly related with changes in three key 
factors [8]: the dwell time and the loading time (highly correlated) and the non-casual 
passenger arriving (passengers that, for an unexpected reason – like a soccer match or 
a local holiday - try to board in a specific bus stop distinct from the usual one). 
However, the study of these changes impact on the service reliability is not in our 
current scope. Our goal is to find persistent and frequent headway irregularities which 
will probably provoke, in a short time horizon, a BB event.  

There are two distinct approaches found in the literature to handle the BB events: 
the first one defines the bunching problem as a secondary effect of a traffic system 
malfunction like a traffic/logistic problem (signal priority handling, adaptation of bus 
stops/hubs logistics to the needs, adjustments of the bus routes to the passengers 
demand, etc.). The second one defines the BB problem like a main one that must be 
treated and solved per se (adjust the timetables and the schedule plans to improve 
schedules’ reliability or set live actions to the irregular bus pairs, for instance).  

In this work, we are just focused on the second approach which related work, 
motivation and scope we present along this section. 

2.1 Related Work 

There are two distinct approaches to mitigate BB: (1) the PT planning one, where they 
try to adjust the schedule plans somehow and the control one, where the BB is avoided 
by actions suggested live by the controllers and (2) the real-time approaches, which use 
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streaming data to evaluate the network and to choose some actions to keep the system 
stable. To do so, it is suggested one or more actions to the irregular (i.e. schedule behind 
or ahead) buses. There are four types of actions that can be proposed to avoid BB in real 
time: the change in bus holding time, the stop-skipping, the preplanning deadheading 
(the scheduling of some vehicles to run empty through a number of stations at the 
beginning or the end of their routes) and the change in the bus cruise speed.  

We can split the existing experimental setups to test and evaluate such approaches 
in two big groups: the first one uses simulation models and the newer one’s uses AVL 
historical data to test their approaches. A brief state-of-art on both is presented below. 

 
Simulation Models 

 
Newell et. al presented one of the first known models to reduce BB [14]: an 
optimization framework to control the headway deviation effects. Basically, it 
consists in the simulation of two buses and one control point. The simulation was run 
assuming ideal conditions and it consists in the introduction of delay in one of the 
buses using stochastic variables. The simulation tested control metrics to force the 
headway to remain stable.  

Public transportation companies use slack times in the building of their schedule 
plans in order to avoid that delays in a given trip force delays in the departure of the 
next trip. This is a common practice in order to guarantee passengers’ satisfaction by 
increasing schedules reliability. An important definition is presented by Zhao et al. in 
[11]: “an optimal slack time will correspond to the best schedule plan possible. This 
plan should avoid BB situations”. They present a method to obtain the optimal slack 
times for a given number of vehicles on highly frequent routes. 

One of the first probabilistic model to predict BB [15] defines a distribution along 
a given line to evaluate the tendency of buses to form pairs as they progress down 
their route. Other works present models like this one. One of them [16] uses the 
Monte Carlo theorem to introduce stochastic variations to the traffic conditions, 
namely, the bus speed between stops. Usually these works consider classical variables 
of public transportation planning like the bus speed between bus stops, passengers 
boarding time, headway, among others, to suggest forced actions to detect BB in a 
simulation. These two works suggest one or two types of forced actions to maintain 
stability in the simulation after the launch of a BB trigger. 

Gershenson et. al. presented a model adapted from a metro-like system and 
implemented a multi-agent simulation [1]. To achieve stability, they implemented 
adaptive strategies where the parameters are decided by the system itself, depending 
on the passenger density. As a result, the system puts a restriction to the vehicle 
holding time (it sets a maximum dwell time), negotiating this value for each bus stop 
with the other vehicles.  

 
Real Data (AVL) Models 

 
The introduction of AVL systems changed the research point-of-view on bus 
bunching, in the last ten years, from planning to control. There are several techniques 
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in PT to improve the schedule plans on time tables based on AVL data. An useful 
review on those is presented by Peter Furth in [17]. 

C. Daganzo presents a dynamic holding time formulae based on real time AVL 
data in order to adaptively compensate the headway instability introduced in the 
system [2]. 

There are as well bus cruising speed approaches. In [3] it is presented a model 
allowing the buses to negotiate an ideal cruising speed to avoid potential BB situations.  

 
Headway Irregularities on AVL-Based Models 

 
The relations between the irregularities in the headway sequences and the BB events 
have been recently explored: in [8] is presented a study identifying the headway 
distributions representing service perturbations based on probability density functions 
(p.d.f.). This study was done using a stochastic simulation model for a one-way transit 
line accounting several characteristics like the dwell time or the arrivals during the 
dwell time (which values for each bus stops were calculated using the pre-calculated 
p.d.f.). Despite their useful conclusions, their model had two main disadvantages: 1) 
is not based in real AVL data and 2) it does not present a probability density function 
to represent the pattern of consecutive headways irregularities. We do believe that this 
specific issue can be rather addressed mining frequent sequences on real AVL data, as 
we present here. 

2.2 Motivation and Scope 

We can define the headway irregularities as events that occur in a bus stop of a given 
trip. Those events consist in a large variation (1 for positive or -1 for negative) on the 
headway: Headway Deviation events (HD).  

These are usually correlated in a snowball effect that may occur (or not) in a given 
(straight or spaced) sequence of bus stops. Despite the analysis of the state-of-art 
work on the mitigation of BB events, the authors found no work on systematizing real 
HD patterns that seem to be in the genesis of a BB event.  

An unreliable timetable is one of the main causes of many HD events. Usually, a 
timetable is defined using schedule points: stops for which there is an arriving or 
departing time defined. One of the most well-known PT planning ways to mitigate 
HD events is to add/reduce slack time in these defined timestamps to increase 
schedule plan overall reliability. However, only a small percentage of the bus stops 
served by a given timetable are used as schedule points. This is exemplified in the 
upper part of Fig. 2 (the reader can obtain further details on schedule plan building in 
chapter 1 from [18]). Usually, PT planners easily identify which lines present more 
HD and BB events. However, three questions still remain open: 

 
1) Which should be the schedule points affected?  
2) Which action (increase/decrease slack time) should be applied to these 

schedule points in order to reduce the occurrence probability of BB events? 
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3.1 Mining Time Series Sequences 

There is a wide range of algorithms that can explore sequential data efficiently. To the 
best of our knowledge, Agrawal and Srikant introduced the sequential data mining 
problem in [19].  Let I = {i1, i2,.., in} be a set of items and e an event such that e  I. 
A sequence is an ordered list of events e1e2…em where each ei  I.  

Given two sequences α=a1a2…ar and β=b1 b2 …. bs,  sequence α is called a 
subsequence of β if there exists integers 1 ≤  j1 < j2< … <jr ≤ s such that a1  bj1, a2  
bj2, … ,ar bjr. A sequence database is a set of tuples (sid, α) where sid is the 
sequence identification and α is a sequence. The count of a sequence α in D, denoted 
count(α, D), is the number of sequences in D containing the α subsequence. 

The support of a sequence α is the ratio between count(α, D) and the number of 
sequences in D. We denote sequence support as support(α, D). Given a sequence 
database D and a minimum support value λ, the problem of sequence mining is to find 
all subsequences in D having a support value equal or higher than the λ value. Each 
one of the obtained sequences is also known as a frequent sequence. 

In [20] the GSP algorithm, an algorithm that generalizes the original sequential 
pattern mining problem, is introduced. The search procedure of this algorithm is 
inspired by the well-known APRIORI algorithm [21]. GSP uses a candidate-
generation strategy to find all frequent sequences, and uses a lattice to generate all 
candidate sequences. We observe that GSP has limitations when dealing with large 
datasets because candidate generation may require multiple database queries. 

Several approaches have been proposed to address the above mentioned issue. One 
of the most interesting and efficient proposals is PrefixSpan algorithm [22]. This 
algorithm makes use of pattern-growth strategies to efficiently find the complete set 
of frequent sequences. The algorithm starts by finding all frequent items (length one 
sequences). Then, for each one of these frequent items (the prefix) PrefixSpan 
partitions the current database into prefix projections. Each projection database 
contains all the sequences with the given prefix. This procedure runs recursively until 
all frequent sequences are found.  

In this work we run PrefixSpan algorithm to solve our problem due to its 
popularity and efficiency.  

3.2 Methodology 

Firstly we constructed headway sequences based in the AVL historic data for every 
bus pairs in a given route. Then we identified the headway profiles where BB events 
occurred based on the bus service reliability metrics presented in [23] and we 
extracted HD sequences from them. 

Let X = x1x2…xn be a headway sequence measured between a bus pair in a given 
route through  bus stops running with a frequency  ( 1/ ). We identify a BB 
if there exists a  satisfying the inequality (0.25 1/ )  for at least one  ∈  1, … , . An example of this analysis is shown in Fig. 3 and in Fig. 4, where we 
identified 4 BB events. Based on this headway profiles, we formed a HD sequence as 
follows. Let H = h1h2…hn be the HD sequences based on X. We compute the value of 
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BS2_B1 = -1 0,4206 0,8
BS2_A1 = -1 0,5095 0,7
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In the second study, we analyzed whether the BBS identified were coherent in both 
peak hours. In route B1, the BS2_B1 is a BBS for both peak hours.  

BS2_A1 and BS2_A2 are also persistent BBS in both peak hours. Those two bus 
stops correspond to an important bus interface (Sá da Bandeira) in the city and to a 
University Campus (Asprela), respectively. This happens because both routes maintain 
a high frequency and a large number of passengers during the day, being always busy. 

In our opinion, the short lengths of the frequent subsequences mined (1 and 2) are 
not relevant compared with the relevance of the identified patterns. Those lengths will 
always depend on the routes analyzed, so they can be larger when applied to other 
datasets. The achieved patterns demonstrate that the BB patterns can be modeled like 
a frequent sequence mining problem. The results achieved demonstrate the utility of 
our framework to identify the exact schedule points to change in the timetables. 

6 Conclusions and Future Work 

In public transportation planning, it is crucial to maintain the passengers’ satisfaction 
as high as possible. A good way to do so is to prevent the phenomenon known as Bus 
Bunching.  

There are two main approaches to handle this problem: the PT planning one, 
anticipating and identifying the origin of the problem, and a real time one, which tries 
to reduce the problem online (during the network function). 

Our approach is a contribution to solve the PT planning problem: this framework 
can help to identify patterns of bus events from historical data to discover the 
schedule points to be adjusted in the timetables. 

In this paper, we presented a methodology to identify BB events that use headway 
deviations from AVL trips data. We ran a sequence mining algorithm, the PrefixSpan, 
to explore such data.  

The results are promising. We clearly demonstrated the existence of relevant 
patterns in the HD events of the travels with bunching. There were some bus stops 
sequences along the routes identified as BBS - Bunching Black Spots, forming 
regions within the schedule points that should be adjusted. We want to highlight the 
following findings: 
  
• The high correlation between HD in distinct bus stops – one event in a given bus 

stop provoke an event on another one with a regularity sustained by a reasonable 
support and confidence; 

• The detection of BBS in the beginning of the routes demonstrated that HD that 
occurs in the beginning of the trips can have a higher impact into the occurrence 
of BB compared with events occurred in bus stops further. 

 
The main contributions of this work are: 1) to model the BB trip usual pattern like a 
frequent sequence mining problem; 2) to provide the operator the possibility to 
mitigate the BB in a given line by adjusting the timetables, instead of suggesting 
forced actions that can decrease schedule reliability and, consequently, reduce 
passengers’ satisfaction. 
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The identified patterns are no more than alerts that suggest a systematic cause for 
the BB in the studied routes. This information can be used to improve the schedule. 
The goal is not to eliminate those events but just to mitigate them. Our future work 
consists in forecasting BB in a data stream environment based on AVL data. By using 
this approach, the BSS will be identified online as the data arrive in a continuous 
manner [24]. This possibility will allow the use of control actions to avoid BB events 
that can occur even when the timetables are well adjusted, in order to prevent the 
majority of the potential BB occurrences. 
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Abstract. Graphs are a very important abstraction to model complex
structures and respective interactions, with a broad range of applica-
tions including web analysis, telecommunications, chemical informatics
and bioinformatics. In this work we are interested in the application of
graph mining to identify abnormal behavior patterns from telecom Call
Detail Records (CDRs). Such behaviors could also be used to model
essential business tasks in telecom, for example churning, fraud, or mar-
keting strategies, where the number of customers is typically quite large.
Therefore, it is important to rank the most interesting patterns for fur-
ther analysis. We propose a vertex relevant ranking score as a unified
measure for focusing the search of abnormal patterns in weighted call
graphs based on CDRs. Classical graph-vertex measures usually expose
a quantitative perspective of vertices in telecom call graphs. We aggre-
gate wellknown vertex measures for handling attribute-based information
usually provided by CDRs. Experimental evaluation carried out with real
data streams, from a local mobile telecom company, showed us the fea-
sibility of the proposed strategy.

1 Introduction

Graphs have become increasingly important in modeling sophisticated structures
and their interactions in a large variety of applications, ranging from chemical
informatics to telecommunications [3]. Particularly in the latter, business ana-
lysts can make use of graph-based analysis for better understanding customer
social behavior and thus devising proper business strategies. For instance, from
a business point of view, it has been shown that it is more reasonable to re-
tain (or maintain) existing customers rather than acquiring new ones [5]. If
the company anticipates the intention of the customer to leave (typically called
“churn”), proper measures can be taken to avoid such action. In the telecom
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context, customers can be seen as vertices (nodes) of the network graph and the
calls made between them the edges (arcs). An edge connecting two customers
contains the information that for a given instant summarizes the calling pattern
between them. This data structure is called a call graph being particularly large
and sparse [7].

Let’s assume a typical scenario where the business analyst wants to search
for potential fraud situations, i.e., looking for customers presenting abnormal
pattern behaviors. Chances are that their vertices act quite distinctively in the
entire graph, and thus, relevant vertices, which could be acting as fraudsters
should present a particular behavior. Indeed, a relevance vertex measure needs to
take into consideration attribute-based and structural vertex measures. Classical
graph-vertex measures usually expose quantitative information of the vertices in
the graph. From the extensive literature in mining call graph patterns we high-
light two works, which employ different graph measures for better understanding
of call graphs [4,7]. More recently, in [2] was presented a complete survey about
graph mining, covering algorithms, laws and generators. There are also other
kinds of graph patterns based on frequent patterns analysis [9]. With respect to
graph mining over CDRs, Cortes et al. [4,3,9] propose a data structure based
on the union of small sub graphs (Top-K edges), called community of interests
(COI) to handle large dynamics graphs. Different from all those previous stud-
ies we make a clear distinction between attribute-based and ”purely” structural
graph-vertex measures.

In this work we do not intend to compare the effectiveness of several graph-
vertex measures for scoring interesting (abnormal) vertices. Rather, we propose
a unified ranking strategy which makes use of enhanced classical vertex measures
combining attribute-based information and graph structural information, aggre-
gating vertex measures into a unified measure for revealing abnormal patterns
in call graphs. This network was also explored in other studies on telecom fraud
detection by exploring customer behavior using signatures [6] and dynamic clus-
tering [1]. The main contributions of the proposed strategy are: 1) a dynamic
model for mining evolving call graph networks, so the model can be up-to-date
when new information is available; b) a set of relevant vertex measures devised
for allowing attribute-based and structural evaluation of call graphs; and 3 ) a
vertex ranking function for mining abnormal K-vertices by applying a unified
strategy that aggregates distinct vertex measures of interestingness. The remain-
der of this paper is organized as follows. In Section 2 we present the concepts
to define the structure and properties of call graphs. In Section 3 the inter-
est measures used in this work are described. Next, in Section 4 the proposed
mining strategy is explained followed by an empirical evaluation in Section 5.
Conclusions and future work are provided in Section 6.

2 Evolving Call Graphs

Before presenting the proposed mining strategy we need first to highlight a
few concepts to understand the problem of evaluating abnormal patterns by
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aggregating attribute-based and structural graph vertex-measures in evolving
call graphs.

Annotated Call Graph. An annotated call graph is a digraph G′ = (V,E,A),
where

- V is a set of vertices or nodes,
- E is a set of ordered pairs of vertices, called directed edges,
- A is a powerset of attribute-based information that describes the edges.

Each edge e(x, y, info) ∈ E (with info ∈ A) denotes a direct connection from x
to y and contains a set of attribute values (info).

Due to the dynamic nature of telecom networks, data is being obtained con-
stantly from new calls. In order to capture and reflect the new data the concept
of evolving call graph is introduced [3].

Evolving Call Graphs. An evolving call graph consists of an annotated call graph
updated with new information. The weight of the new and the old information
is defined by a weighting factor θ. For a given instant t, the new call graph G′

t

reflects the information and the structure of the graph in the previous instant
G′

t−1 and the new information g′t, as described in Eq. 1.

G′
t = θ ·G′

t−1 ⊕ (1− θ) · g′t (1)

The weighting factor θ models the longevity of the information, i.e., how long
the information that represents a call is reflected in the graph. Since the model
can be updated over time with new CDRs, we are able now to formulate the
process of mining abnormal patterns (vertices or customers) in call graphs by
aggregating attribute-based and structural graph vertex measures.

Problem: Mining Abnormal Usage Patterns in CDRs.
Given the information provided by a transaction database of CDRs T and the
respective evolving graph G′, find customers (vertices) that present an abnormal
pattern. This should take into account the attribute and structure information
from G′. Such aggregation model should assist the evaluation of vertex relevance
in G′ according to a unified vertex ranking measure.

3 Relevance Vertex Measures

A vertex is said to be relevant on a graph when its behavior distinguishes from
the other vertices, either from a structural or attribute-based perspective on the
entire graph. Attribute-based measures evaluate a vertex according to the in-
formation associated to its incident edges, for example call duration and billed
time. Structural measures evaluate a vertex with respect to its interaction(s). A
well-known structural measure used to evaluate the relevance of vertices (web
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pages) in a web graph is the PageRank [8], used for instance in the Google rank-
ing scheme. In the telecom context, vertices with high page rank may reveal
clients who have a high social importance and due to their economical impor-
tance should be the target of particular inspection [7].

In this work we distinguish relevance vertex measures as purely structural
and attribute-based ones. Purely structural are vertex measures that take into
account the graph structure (e.g., degree of centrality). Attribute-based measures
can be also context-sensitive (e.g., closeness centrality) or context insensitive
(e.g., vertex-usage being explained in the next section).

3.1 Vertex Usage (M1)

The Vertex Usage measure is based on the standard score (or z-score) used in
statistics, and indicates how much the behavior of a graph vertex (observation)
deviates from the mean of the entire graph. A vertex presenting a high vertex
usage score may be viewed as abnormal pattern, being potential indicative of
fraud or churning situations in telecom. Vertex Usage of a vertex v and an
attribute i is defined as follows:

M1(v, i) =
xi − xi

σi
(2)

where i ∈ info, xi is the observation of i in v, xi is the mean of i, and σi is
the standard deviation of i. The computational cost to calculate this measure is
O(I · V ), being I the set of attributes and V the set of vertices.

As an example of its application let’s use the information of Table 1 and
assume that we want to evaluate the Vertex Usage for the entire vertices of the
graph G′

t. This table presents the statistics associated to the attributes Air Time
(AT) and Charged Amount (CA) used for the Vertex Usage score. Vertex Usage
results of each attribute, i.e., the values of each attribute for incoming, outgoing
and all edges of all vertices of the graph, are shown in Table 2.

Table 1. Example of statistics of two attributes of a call graph G′
t

Edge Attribute-based info
Origin Dest. AT CA

1 2 51.00 13.60
2 3 285.00 152.05
2 4 8.25 2.40

AVG 114.75 56.02
STD 121.64 68.06

3.2 Degree of Centrality (M2)

The degree of centrality is a structural measure defined as the ratio of the in-
coming and outgoing edges of a vertex, and the total number of edges on the
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Table 2. Vertex usage (M1) values of the vertices in Table 1

M1(v,AT ) M1(v, CA)
v Ori. Des. All Ori. Dest. All

1 -0.52 -0.94 -0.52 -0.62 -0.82 -0.62
2 1.47 -0.52 1.89 1.45 -0.62 1.65
3 -0.94 1.40 1.40 -0.82 1.41 1.41
4 -0.94 -0.88 -0.88 -0.82 -0.79 -0.79

graph. Vertices with high scores may be viewed as cases of popularity where a
relationship exists with many other vertices. These relationships should not be
seen as a unique factor of vertex importance since this measure only considers
the links without their attribute-based information. The degree centrality of a
vertex v is defined as follows:

M2(v) =
inDegree(v) + outDegree(v)

count(edges)
(3)

where inDegree(v) and outDegree(v) are the count of incoming and outgoing
incident edges of v, and count(edges) is the total number of edges in the graph.
Table 3 depicts the computational process of this measure.

Table 3. Degree of centrality (M2) values of the vertices in Table 1

Vertex v
1 2 3 4

inDegree(v) 0 1 1 1
outDegree(v) 1 2 0 0

M2(v) 0.33 1.00 0.33 0.33

3.3 Closeness Centrality (M3)

Closeness centrality can be considered either as attribute-based (when using
information associated to its edges) or structural-based (when counting only
the existence of edges) graph vertex measure. Closeness centrality indicates how
close a vertex is on average to all other vertices and it is defined as follows:

M3(v, i) =

n∑
k=1

min Dist(v, reachableV ertex(v, k), i)

reachableV ertices(v)
(4)

where i ∈ info, reachableV ertices(v) is the count of reachable vertices of v,
reachableV ertex(v, k) is the kth reachable vertex of v, and min Dist(v1, v2, i)
is the minimum distance between the vertices v1 and v2 with respect to i. Ta-
ble 4 illustrates the calculation of this measure. For this measure we assume
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the set of attributes I = {Occurrences, Air T ime,Charged Amount} where
Occurrences(OC) is the number of edges (when the number of reachable ver-
tices is zero we directly assign this value as M3 result).

Table 4. Closeness Centrality (M3) values of the vertices in Table 1

Vertex v
1 2 3 4

reachableV ertices(v) 3 2 0 0
M3(v,OC) 1.67 1.00 0.00 0.00
M3(v,AT ) 148.75 146.63 0.00 0.00
M3(v, CA) 65.08 77.23 0.00 0.00

3.4 Vertex Interest (M4)

This attribute-based measure is inspired on the PageRank measure. In telecom
context, a vertex will have a high rank if receives many calls or alternatively
if these calls have a high importance to the origin vertex. The vertex interest
M4(v, i) of a vertex v and an attribute i is defined as follows:

α ·
k∑

a=1

inEdgeV alue(v, a, i)

vertexAV G(v, i)
+ β ·

k∑
b=1

outEdgeV alue(v, b, i)

vertexAV G(v, i)
(5)

where i ∈ info, α and β are user-defined constants, vertexAV G(v, i) is the
average of the attribute i for all incident edges of v, inEdgeV alue(v, k, i) is the
value of the kth incoming incident edge of v, outEdgeV alue(v, k, i) is the value
of kth outgoing incident edge of v, a is the total number of the incoming incident
edges of v, and b is the total number of the outgoing incident edges of v. An
example of its application is given in Table 5.

Table 5. Vertex Interest (M4) values of the vertices in Table 1

Vertex v
1 2 3 4

vertexMean(v,AT ) 51.00 114.75 285.00 8.25
vertexMean(v,CA) 13.60 56.02 152.05 2.40

M4(v,AT ) 1.00 3.00 1.00 1.00
M4(v, CA) 1.00 3.00 1.00 1.00

4 Finding Abnormal Vertices

Since infomay contain several attributes, the computation of a unified relevance
vertex measure can result in a set of different measures. Thus, the aggregation
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function IAGG to combine (aggregate) all relevance vertex attributes (informa-
tion) is defined by:

IAGG(v, I,m) = max [norm(Mm(v, i))] for all i ∈ I (6)

where I is a set of attribute values, m ∈ {1, 2, 3, 4} according to a relevance
vertex measure, and Mm(v, i) is the value of a measure of interest m of the
vertex v. norm(x) ∈ [0, 1] refers to the min-max normalization of x. Table 6
illustrates the IAGG calculation.

Table 6. Aggregation of the attributes Air Time and Charged Amount with the mea-
sure M3, according to Table 1

Vertex v
1 2 3 4

M3(v,AT ) 148.75 146.63 0.00 0.00
M3(v, CA) 65.08 77.23 0.00 0.00

norm(M3(v,AT )) 1.000 0.986 0.000 0.000
norm(M3(v, CA)) 0.843 1.000 0.000 0.000

IAGG(v, {AT,CA}, 3) 1.000 1.000 0.000 0.000

Considering all vertices v, IkAGG(I,m) refers to the top-k IAGG(v, I,m) values.
Taking into account only the Top-K cases, it is possible to identify the most
interesting vertices through Eq. 7.

IkAGG(v, I,m) =

{
IAGG(v, I,m) if IkAGG(I,m) contains v

min IkAGG(I,m) otherwise
(7)

Telecom call graphs are usually big figures for being explored at one shot. There-
fore, one should be able to focus on particular spots of the entire graph. To do
so, the graph composition function MAGG for measure aggregation according the
Top-K vertices is defined (Eq. 8). Such function compares a specific vertex with
the Top-K vertices for each relevance vertex measure using all vertex measures
at once, being possible to constraint the search of (Top-K) abnormal patterns in
the entire graph.

MAGG(v, I, k) =

n∏
m=1

IkAGG(v, I,m) (8)

Remark that only Top-K values of each measure are used. An example of MAGG

calculation is presented in Table 7 (it is assumed that k = 2), where vertices 2
and 3 are the most interesting ones.

The first step to calculate the MAGG score is evaluating I2AGG values for each
measure m = {1, 2, 3}. For Vertex Usage (m = 1) we refer to Table 2 to observe
all scores (see column “All”) for all vertices, where I2AGG is evaluated as follows:
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– I2AGG(v = 1, {Air T ime,Charged Amount}, 1)
= max(0.130, 0.070) = 0.130

– I2AGG(v = 2, {Air T ime,Charged Amount}, 1)
= max(1.000, 1.000) = 1.000

– I2AGG(v = 3, {Air T ime,Charged Amount}, 1)
= max(0.823, 0.902) = 0.902

– I2AGG(v = 4, {Air T ime,Charged Amount}, 1)
= max(0.000, 0.000) = 0.000

Finally the two highest scores for Vertex Usage are I2AGG = {1.000, 0.902}. The
I2AGG scores for Closeness Centrality (m = 3; Table 4) are I2AGG = {1.000, 0.986}.
The Vertex Interest scores (m = 4; Table 5) are I2AGG = {1.000, 0.333}. The
MAGG for v = 1 is then evaluated as:

– MAGG(v = 1, {Air T ime,Charged Amount}, 2)
= 0.902× 1.000× 0.333 =
= 0.300

Table 7. Measure (MAGG) and information (IAGG) aggregation for the measures
{Vertex Usage, Closeness Centrality, Vertex Interest} and the attributes {Air Time,
Charged Amount}, according to Table 1

Vertex v
1 2 3 4

I2AGG(v, {AT,CA}, 1) 0.130 1.000 0.902 0.000
I2AGG(v, {AT,CA}, 3) 1.000 0.986 0.000 0.000
I2AGG(v, {AT,CA}, 4) 0.333 1.000 0.333 0.333

MAGG(v, {AT,CA}, 2) 0.300 0.986 0.296 0.296

Table 8. Statistics about all call graphs in the related week sample. Each sample
corresponds to a particular day.

Sample Vert. Edges Comp. Diam. Path AvgNeig.

1 35726 20356 15564 2 1.014 1.131
2 22886 12270 10688 3 1.010 1.067
3 22377 11896 10531 3 1.007 1.059
4 21743 11508 10287 3 1.005 1.054
5 21956 11598 10426 2 1.008 1.051
6 22100 12016 10142 2 1.005 1.083
7 20380 11234 9237 2 1.004 1.097

5 Detecting Potential Fraud Situations in Call Graphs

In this section we present a case studied using real data streams from a mobile
telecom company. The main goal was to highlight potential fraud situation using
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the proposed strategy. It was provided a list of fourteen fraud cases obtained from
a specific week of CDRs. For each day of the week there are approximately 2.5
millions of records (CDRs) and 700,000 customers. In this empirical study only
around 5% of the entire dataset containing both fraud (fourteen situations) and
potential unidentified cases were selected for furthers analysis. Table 8 provides
statistics about the call graphs obtained for each day of the week. As one can
observe these graphs are quite sparse, being a great challenge the detection of
abnormal call patterns.

Table 9. Results of the vertex ranking on the final evolving call graph for the known
cases

Blacklist Cases
1 2 3 4 5 6 7 8 9 10 11 12 13 14

M1 16 6 62 33 84 82 5 10
M2 67 54 31 24 38 50 31 21 67
M3

M4 71 46 34 23 36 48 39 21 73

MAGG 49 51 16 17 30 26 23 50 42

Further discussion about variables related to this dataset can be found in
previous works [1,6]. In order to assess effectiveness, all relevance vertex measures
are computed for all vertices of the 5% sample. Then, it was verified whether
fraud cases are in the Top-100 results or not. The Degree of Centrality is able
to highlight eleven cases of fraud maybe due to the increasing number of calls in
that week. On the other hand the Closeness Centrality measure does not detect
any case of fraud consequence to the lower diameter and average neighborhood
of the call graphs (Table 8).

Table 10. Results of the vertex ranking on the daily call graphs for the known cases

Blacklist Cases
1 2 3 4 5 6 7 8 9 10 11 12 13 14

M1 69 6 8 7 11 40 40 2 1
M2 27 11 15 9 5 11 15 29 14 9 37 20
M3 52 45 74 5 6
M4 26 13 14 12 4 10 16 42 12 9 31 23

MAGG 41 19 19 12 3 5 6 22 8 9 11 5

Tables 9 and 10 present the results of applying all relevance measures em-
ployed in the proposed aggregation strategy. For each of the fraud cases, it is
identified their ranking in the Top-100 of the different measures. Table 9 refers
the application of vertex ranking taking into account the preference selection
function (Eq. 8) on the final evolving call graph (i.e., aggregating all samples).
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Table 11. Results of the detection of abnormal patterns using different graph-based
metrics. I = Information, S = Structure, B = Both

Blacklist Cases
1 2 3 4 5 6 7 8 9 10 11 12 13 14

Evolving call graph B B B B B B I B B I B
Daily call graphs B B B B S B S B B B B B B B

Similarly, Table 10 refers the application of vertex ranking but for each of the
samples (i.e., each sample as a separate call graph). Each value represents, for a
given case and measure, the highest ranking for the different samples.

The results suggest that there are different types of fraud situations. One
of our conclusions is that some cases can be grouped according their rankings.
Probably different groups identify distinct types of fraud and should be differ-
ently handled by the fraud analysts. One strategy should be the selection of
other similar sub-graphs based on such groups identified by the proposed model
[10] [11]. Indeed, for detecting abnormal patterns in weighted call graphs one
should not set aside attribute-based information about the calls. This observa-
tion explains why Vertex Usage and Vertex Interest are more sensitive to this
type of problem.

The application of the vertex ranking on the final evolving call graph (Ta-
ble 9) identified successfully 9 out of 14 (around 65%) of the given cases as high
potential fraud cases. The same application on the daily call graphs (Table 10)
improved the detection rate to 86%. Finally in Table 11 we summarized the fraud
detection analysis.The conclusion is that the evolving call graph (G′

t) should be
taking into account together with the daily call graphs (g′t).

6 Conclusions

In this work we have presented enhancements on well-known graph-vertex mea-
sures in order to improve selection and ranking of abnormal patterns over telecom
call graphs. We extend classical quantitative vertex measures with attributed-
based ones, proposing a unified vertex ranking for detecting abnormal vertices
in weighted graphs. An empirical study using CDRs from a real mobile telecom
company showed us the feasibility of the proposed strategy, while recovering
most of the potential fraud situations.
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Abstract. The mass flow parameter identification is important for modeling and 
control purposes in Circulating Fluidized Bed technology.  In this article we 
propose a novel method for estimating the mass flow in the Circulating Flui-
dized Bed and consider aspects of its application. The method is based on com-
bining information obtained from both mass of fuel silo and velocity of fuel 
screw signals. The information from mass of fuel silo measurements is ex-
tracted by following the lower edge of the signal. 

Keywords: CFB, control, estimation, mass flow, system identification. 

1 Introduction 

The mass flow (g/s) parameter plays an important role in modeling and control of 
Circulating Fluidized Bed (CFB). As the direct measurement of mass flow is not 
usually available, its estimation reveals an important and challenging problem. Online 
aspect of the developed techniques receives special emphasis as the estimates of mass 
flow should be available in real-time mode for control purposes. 

The major elements of the fuel feeding system are (1) the fuel tank, (2) the feeding 
screw, and (3) the mixing screw. The scales are located underneath the tank. The 
readings of the scales become immediately available in the control system in electron-
ic form as well as the velocities (rpm) of the feeding and mixing screws.  

There are two main operation periods: (1) fuel feeding, (2) fuel consumption (see 
Fig. 5(a)). During the fuel feeding period a new portion of fuel is fed to the tank, 
while consumption also continues. This results in a sharp increase of the fuel mass 
signal. During the fuel consumption phase fuel is only consumed or fed to the boiler. 
This corresponds to a slope line periods. The control system notifies explicitly when 
the feeding starts and ends by setting a binary flag CLOSED to either zero or one. 

The process of fuel consumption is not just as simple as piece-wise linear, howev-
er. The rate of fuel feeding depends on the amount of the fuel in the fuel tank. The 
more fuel is in the tank the larger is the pressure on the lower layers of fuel mass and, 
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hence, the higher is the rate of fuel feeding for the same velocity of the feeding screw. 
Therefore, even under assumption of fuel homogeneity the mass flow process has 
nonzero second order derivatives.  

Besides the pressure-related second order phenomena there are also many other 
process events and conditions influencing the immediate rate of the fuel consumption: 
(1) the change of feeding screw speed that visually results in the change of the slope 
of the mass measurement, (2) heterogeneity of the fuel (different sizes of the fuel 
particles, inhomogenous mixtures of different fuels), (3) sharp change of fuel (one 
fuel is in the bottom and another one is on top, i.e. no mixing) that results in an effect 
similar to the feeding screw rpm change. All these factors present major challenges in 
control of CFB as they invoke transient processes which are harder to control. 

The fuel feeding system is non-rigid and subject to shakes. Scales do not compen-
sate for possible movements of the fuel subsystem parts. As the result, the measured 
mass of fuel silo signal is contributed by several forces. Besides the mass proper, in 
the measured fuel mass signal there are at least (1) oscillations that are caused by the 
vibrations of the fuel subsystem parts originated from the rotation of the feeding and 
mixing screws and (2) peaks going strictly upwards that appear due to the fuel particle 
jamming in the feeding screw that causes short-term shocks to the fuel feeding sub-
system (see Fig. 1 and Fig. 5(a)). The oscillations are of the same frequencies as the 
rotation frequencies of the feeding and mixing screws.  

If the signal were free of vibration and jamming artifacts, then the instantaneous 
mass flow could simply be approximated by differentiating the fuel mass measure-
ment. However, as the true mass signal is mixed up with the noise one needs to sepa-
rate mass-related component from the noise prior to differentiation.  

Several attempts have been made to address problem of online mass flow estima-
tion [1]-[3]. However, despite the sophisticated and advanced approaches used in 
these methods they were not sufficiently accurate and fast enough. The methods were 
concentrated around the upward artifact detection strategy that primarily defined per-
formance properties. For example, non-parametric methods for hunting peak artifacts 
are rather slow, likewise parametric methods are less reliable. In our approach we 
explicitly avoid dealing with upward peak artifacts by following only the lower edge 
of the fuel mass measurement for the extraction of mass-related component of the 
signal and estimation of fuel-specific aspect of mass flow, i.e. related to heterogeneity 
of fuel silo. In addition, this information is combined with the rpm of feeding screw 
readings to enable faster response to the changes in fuel feeding rate not dependent on 
the fuel homogeneity properties.  

2 Method Description 

We distinguish global process time and the local process time. As the name suggests, 
global process time is the time passed since the launch of the operation. Likewise the 
local time is the time passed since the start of the last fuel consumption period, i.e., 
the local time is reset to zero each time a new consumption phase begins. In our com-
putations we always consider only local time denoted by . 
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Assume that the mass of fuel silo measurement is denoted by ( ), where  de-
notes time. The measurements of the feeding screw velocity are denoted as rpm( ), 
which we call instantaneous or immediate velocity. However, in order to smooth rpm 
signal against noise effects in our computations we often use the estimate of the feed-
ing screw velocity denoted by  rpm( ) and computed as  

rpm( ) 1 rpm( ). 
Therefore, at each sample of time (unless the immediate rpm equals zero) the current 
rpm value rpm( ) is estimated as the average of the immediate rpm values from the 
last  time samples. For this purpose a queue (of maximal size ) of last 

 immediate rpm values is stored in memory and constantly updated during the 
operation. 

If the current immediate rpm falls to zero, then the estimated rpm( ) is also hard 
set to zero by zeroing the queue of past rpm values.       

Due to the noise effects the measured immediate rpm can be negative or show 
small positive value even, if the real rpm is zero. Due to this fact we hard threshold 
the measured values of rpm to be zero any time, when the measured rpm value is less 
or equal to 0.062 rpm that was ascertained empirically. 

The core of the method is based on tracking the lower edge of the mass of fuel silo 
measurement. This allows approximating the true mass signal while disregarding the 
artifacts, which occur only upwards. Therefore there is no need for peak artifact de-
tection strategy. Previously peak detection was addressed by non-parametric or para-
metric approaches that were either slow or insufficiently accurate. 

For this purpose we introduce a concept of the current lowest sampled point, i.e., 
the point, where the lowest value of mass of fuel silo measurement was observed 
since the beginning of the last consumption period. We denote the time, when a new 
lowest point was observed by ( ), which is a function of time itself (we will skip 
explicit dependence on , if ( )  is assumed).  

When a new consumption period starts, the current lowest point is initialized by the 
first value of ( ) in the period, i.e., (1). The current lowest point is always stored 
in memory. Each time a new lowest point arrives, it replaces the old one in the memo-
ry. Moreover, if the difference ( 1) is greater than or equal to a predefined 
threshold value ∆   ( ( 1)  ∆ ) then the local estimate of the mass 
flow is computed as  

( ) ( ) ( 1)( 1) 1  . 
Geometrically interpreting, a hypothetical line is drawn between the previous and the 
current lowest points, and a local mass flow is computed as the slope of this line mul-

tiplied by the sampling rate  (Hz), where  (sec) denotes the sampling time 

interval (see Fig. 1). This estimate is computed over a relatively short time interval 
and is generally considered as not reliable, hence, the name local. The newly  
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computed local g/s estimate is recorded to the queue of maximal size  contain-
ing past  local estimates of g/s. According to the queue definition, if the queue is 
full already, the oldest value is pushed out by the newest one.  

If the condition ( 1)  ∆  is not satisfied, the algorithm performs the 
same as if no new local g/s was computed. 

The use of ∆  parameter is necessary to ensure that only statistically reliable 
and plausible local g/s estimates are used in global g/s computation. This becomes 
especially important when the queue of local g/s is small yet and global g/s estimate is 
too much sensitive to each individual local g/s estimate stored in the queue. The natu-
ral measure of reliability is the time interval during which the local mass flow esti-
mate was computed, hence, the threshold is imposed on it.  

The time, when the last new local mass flow estimate was computed and the queue 
of the latest g/s estimates was updated, is denoted by ( ), which is a function of 
time itself (we will further skip explicit dependence on , when ( )  is assumed).  

The estimate of the velocity of the feeding screw at this time is memorized and is 
called the last/previous informative rpm and is denoted by rpm ( ) . It is initia-
lized by zero value. 

 

Fig. 1. Example of local mass flow estimation. Illustration of noise types: oscillations and the 
peak artifact. 

During the consumption period the current global estimate of g/s is computed as 
the weighted sum of the local mass flow estimates stored in the queue: 

( ) , 
where the weights  are the time intervals during which the corresponding local 
mass flows stored in the queue  were estimated, i.e., these are the projections of the 
hypothetical lines, whose slopes are , onto the time axis. Formally weights are ex-
pressed as  ( 1), where  is the time when the respective  was 
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computed. Weights are also stored in the memory in the same type of queue as the 
local mass flow estimates. If the queues of  and  are not full yet then the sums are 
computed over smaller than  set of size  of existing elements. This notion 
concerns all arrays used in the algorithm, for example, also the queue of immediate 
rpm values. 

The weights here perform the role of weighting the local g/s estimates according to 
their reliability that is measured by .  

Preliminarily, before the ( ) computation, if rpm ( 1)  is not equal to zero, 
then the queue of local mass flow estimates is updated by multiplying each  in the 
queue by the fraction  of change in rpm since the last informative rpm was computed: rpm( )rpm( ( 1)) , 1, … ,  . 
The latter operation is done in order to increase the sensitivity of global g/s estimate 
to the immediate changes in the fuel consumption process reflected by the rpm  
readings.  

When the measured immediate rpm of the feeding screw falls to zero, the algo-
rithm assumes that the process of fuel consumption is interrupted, stops all computa-
tions and starts outputting zero mass flow estimate ( ) 0. Moreover, all queues 
and counters accumulating history of the previous operation are reset to their initial 
zero values, except  (see definition later on) and the local time  timer.  When the 
rpm begins to rise again, then the computational process starts from the beginning. 
Moreover, local time timer is reset to zero, if the rotation of the fuel feeding screw is 
resumed at the consumption period.  

There is a fuel-specific quantity  that expresses the mass flow per 1 rpm. 

Thus, it has units  
⁄

. In case if the queue of local mass flow estimates is empty, this 

quantity can help to obtain estimates of global mass flow, which are close to real val-
ues. For example, when the control process is just started or continued after a break 
there are no entries in the queue of local mass flow estimates available.  

The estimate of  is constantly updated and the last value of it is stored in 
memory during the operation. Namely, a new value of  estimate  , which is 
considered most reliable for a current time, is computed once a new local mass flow 
estimate is obtained, i.e., new lowest point with weight ∆  arrives.  is 
initialized by zero in the beginning of the control process and is never reset even if the 
immediate rpm falls to zero.  

When the conditions for  update are fulfilled it is computed as ( ) rpm( )⁄ , 
i.e., a new current global mass flow estimate divided by the current rpm estimate.  

Moreover, the estimated  is updated only if the same or more reliable estimate 
can be computed. The natural parameter that expresses the reliability of current  
estimate is the number  of local mass flow estimates that were used for  
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computing the current/last  estimate. Thus, update of  is only conducted, 
when the number  of local g/s estimates residing in the queue is greater or 
equal to the . 

At every time sample, if at least one of the following conditions is satisfied: (1) the 
consumption period just started and this is not the start of the process of computa-
tions, (2) there is no new lowest point during the consumption phase, (3) feeding 
stage, (4) a new lowest point ( ) was observed, but its weight ∆  - the 
computations are done as follows. If rpm( ( ))  is not zero, i.e., queue of local mass 
flow estimates is not empty then  ( ) rpm( )rpm( ( )) ( ( )) . 
Otherwise, if the previous informative rpm rpm( ( )) equals zero or the process just 
started, then the global mass flow is estimated as the product of the estimate of  
and the current rpm estimate ( )  rpm( ). 
3 Empirical Results 

We demonstrate the performance of the developed method by an example in which 
we emulate the work of the algorithm in off-line mode as applied to the real data  
measurements.   

3.1 Experimental Setup and Data Specifications 

The data analyzed in this example were recorded at VTT Jyväskylä laboratory scale 
reactor during pilot tests. It consists of 25264 samples. We used measurements of 7 
variables related to our study, one of which is reported to be the output and 6 are 
marked as input/process value (pv) (see Table 1). The data were sampled at frequency 
rate 1 Hz. The purpose of the data was to study the effect of process variables on the 
O2 concentration and to build the corresponding model of O2 content dynamics. The 
data consists of a series of step response experiments designed for system identifica-
tion purposes. One of the basic tasks in CFB control is to keep O2 content as much 
stable as possible, hence, the need for the model. In this example we intend to demon-
strate how the model can improve by using the real-time estimated mass flow com-
pared to a situation when only rpm measurements were used. 

3.2 Comparison of Models 

To build the model one has to solve the system identification task. One of the com-
mon approaches is to derive the transfer functions for all input/output pairs from the 
step response experiments [4]. We assumed that the transfer functions were of first  
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Table 1. Data nomenclature 

Type Description of the mea-
surement 

Sensor 
code 

Units 

OUTPUT Oxygen content of flue gas AIA 1.6 % 

INPUT, pv Velocity of fuel screw SIC 2 1/min 
INPUT, pv Mass of fuel silo WIA 2 g 

INPUT, pv Primary air flow FICZA 1 Nl/min 

INPUT, pv Secondary air flow FICZA 3 Nl/min 

INPUT, pv Secondary air flow FICZA 4 Nl/min 

INPUT, pv Secondary air flow FICZA 5 Nl/min 

 
order and used classical geometry-based approach for identifying transfer function 
parameters.  

However, there is no step response experiment for the fuel mass measurements 
from sensor WIA 2. It is clear that the mass of the fuel in the fuel tank does not have 
itself direct effect on the oxygen concentration, but the rate of the mass flow from the 
tank to the boiler has.  

If the fuel were homogenous, then the feeding screw rpm measurements would 
completely determine the velocity of the fuel feeding. However, there are also instan-
taneous effects resulting from the fuel heterogeneity and discussed in the Introduc-
tion. These latter effects can only be estimated from the fuel mass measurements. 
Therefore, the two measurements – feeding screw rpm and fuel mass – influence the 
oxygen level indirectly through defining the mass flow intensity, and thus, they must 
be used to extract one combined signal that approximates the mass flow and is used as 
an input to the model. 

The transfer function corresponding to the mass flow velocity for a fixed density 
and reactivity of the fuel can be adapted from the transfer function of the feeding 
screw rpm by merely modifying the gain element. The transfer function for the feed-
ing screw rpm can be estimated from the step response experiment assuming that the 
fuel is homogenous during the step response experiment. 

The presented models should not be considered as completely valid equivalents of 
the real physical processes. Rather these simplified models should be seen as local 
approximations of the system in a relatively small and bounded region of the system’s 
state space. One should also keep in mind that the main purpose was to demonstrate 
the principal possibility to model process of O2 content in a better and more accurate 
way, when the mass flow is estimated more accurately. 

First, we model the oxygen concentration based on all available inputs except for 
the fuel mass measurement WIA2 (see Fig. 2 and Fig. 3). Although on a large scale 
the fitting is rather accurate, the smaller and faster phenomena are not given enough 
attention in this model. 
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Fig. 2. Comparison of the real and modeled O2 concentration signals. WIA2 measurements are 
not used. 

 

Fig. 3. Simulink model of the O2 concentration process when (1) WIA2 measurements are not 
used and (2) the estimated mass flow signal is used instead of the WIA2 and SIC2 measure-
ments. Alternatives are switched by manual switch block. 

Next we model the O2 concentration signal based on all inputs, but WIA2 fuel 
mass and SIC2 feeding screw rpm measurements were replaced by the estimated mass 
flow signal (see Fig. 3 and Fig. 4). One can see that the model captures now the  
detailed behavior fairly well. 
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Fig. 4. Comparison of the real and modeled O2 concentration signals. Estimated mass flow 
signal is used instead of SIC2 and WIA2 measurements. 

The mass flow estimation was accomplished using the proposed algorithm in an 
off-line mode. The values of the parameters were set to the following: 100, ∆ 1, 10. The results of the estimation can be seen in Fig. 5. Almost 
seven hours experiment was simulated in less than two seconds. Thus, the proposed 
method offers more than 12000 times as faster performance as the minimal/critical 
time (one time sample) under the assumption that no other computational tasks are 
done during the same time. 

 

 
Fig. 5. Example of mass flow estimation. (a) Measurements of fuel mass, (b) Estimated mass 
flow, (c) Measurements of the feeding screw rpm. 

4 Conclusions 

The proposed algorithm demonstrated high performance in both aspects - accuracy 
and speed - as applied for O2 content modeling. It was accurate enough to allow 
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model to capture delicate/fine behavior of the O2 content dynamics and offered truly 
online performance. 

The algorithm was implemented in the control system of the experimental lab-scale 
CFB boiler in VTT Jyväskylä. 
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Abstract. Cased-Based Reasoning (CBR) is based on the use of pre-
vious experiences to solve new problems. In this work, we propose to
use CBR paradigm for solving control reconfiguration problems. The re-
configuration task aims to maintain the system working despite some
situations that may affect it (faults, change in production strategy, . . . ).
The main issue is then to find the new laws or rules to use in each dif-
ferent situation. In this article, we especially focus on the representation
part. In fact, representation is a very important task in this type of prob-
lematic as the structure of the case will affect all the other phases of the
CBR cycle.

Keywords: Case-Based Reasoning (CBR),Reconfiguration, Represen-
tation, Case.

1 Introduction

Case-Based Reasoning (CBR) is a paradigm which arises from analogical rea-
soning and dynamic memory theory. It was inspired by Marvin Minsky’s work
[12] and developed by Roger Schank [15]. CBR is based on the use of previ-
ous experiences to solve new problems. Past experiences are organized on cases
stocked in a case base. When a new problem is posed, the CBR system try to
find similar past situations that could be helpful to solve this new problem.

The CBR cycle [1], also called the 4-Rs cycle, is composed of four different
phases: Retrieving, Reusing, Revising and Retaining. The first one consists in
finding in past experiences the cases whose problem is considered to be similar
to the problem we are resolving. The second phase reuses extracted cases by
copying or integrating them. The Revising phase adapts the retrieved solutions
to suit the new problem. And the retaining phase consists in memorizing the new
case obtained after resolving the problem and stocking it in the case base. This
cycle is based principally on the case representation which affects each of the
four phases of the CBR cycle. Therefore, the representation is a very important
task to deal with while using a CBR system.

Case-Based Reasoning has been used in different types of problems where
past experiences are important such as diagnosis [4], planning problems [3] and
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image processing [14]. In this work, we propose to use CBR paradigm for solving
control reconfiguration problems.

2 Control Reconfiguration

The reconfiguration [16,10] is a very important task related to fault tolerance.
The aim of this task is to maintain the system working in all situations especially
when problems occur. This includes a work of correction in case of fault detection
and a work of adaptation of the control strategy when no fault is noticed (If a
new production strategy is used or new requirements are adopted).

Many reconfiguration methods can be found in literature, but all these meth-
ods are based on two main ideas[7]. The first class of methods is model-based.
In these methods a fault diagnosis is reached using a model- based diagnostic
method. When this is done, a reconfiguration strategy is chosen in a data base
containing a list of strategies and is applied to the system laws. The second
class of reconfiguration methods is based on considering the system behavior as
a combination of a set of elementary behaviors or states and when a fault is
diagnosed, we go through the tree of the system states to reach the goal state
(safe state).

The problem in these two types of methods is that we consider having an
exhaustive knowledge of the system (problems that can occur as well as solutions
for each of these problems); which is not always easy especially when dealing with
complex system such as manufacturing systems.

Hence, we propose a reconfiguration task based on case-based reasoning. The
use of CBR, will allow considering and finding solutions for new problematic
situations.

In this paper, we are especially focused on case representation as it is a very
important task in this type of problematic as the structure of the case will affect
all the other phases of the CBR cycle.

3 Advantages of CBR for the Reconfiguration Task

CBR has many advantages that may be useful in different domains [13]. As
regards our work, we consider that many characteristics of CBR are interesting
for a reconfiguration task. In fact, when dealing with control reconfiguration,
especially for complex systems [9,2], it is very difficult to construct an exhaustive
model for reconfiguration (a rule-based model for example) as we assume that
we can not predict a complete list of all situations (all faults that may occur,
all strategies the system may switch to, . . . ) the system can reach. Thus, the
use of CBR can provide us flexibility in modeling as it is no longer necessary to
model all the situations and to have a complete knowledge of the domain and the
system evolutivity. This reduces the knowledge extraction phase and allows us
to reason with incomplete or imprecise data. Besides, CBR allows to learn over
time and from past mistakes which can be beneficial when controlling complex
systems.
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4 Adequacy of CRB for Reconfiguration

As we saw in the previous section (cf. section 3), CBR has many advantages that
are useful for a reconfiguration task. But till what extent can CBR be adequate
for such task?

In fact, CBR, though very powerful and interesting paradigm, is not neces-
sarily the most appropriate solution for every type of problems[13]. The type of
problem we are dealing with, the domain and the problem characteristics are
very important factors to take into consideration when deciding whether using
or not CBR for a specific problem.

Kolodner [5,6] propose a series of five questions to which answers may help
to determine the contribution that can have CBR for a problem.

1. Does the domain have an underlying model?
2. Are there exceptions and novel cases?
3. Do cases recur?
4. Is there significant benefit in adapting past solutions?
5. Are relevant previous cases obtainable?

The main issue of reconfiguration is finding the right strategy for each encoun-
tered situation by an evolving system. The systems we are dealing with are
complex systems.The behaviors of such systems are not always predictable (dif-
ficulties to have an exhaustive list of all faults: example a leak in a tank that
can be localized in multiple emplacement, future production strategies that can
not be predicted et the current time, . . . ). As result, new requirements can be
observed over time, making the construction of a complete domain model impos-
sible and the use of CBR interesting. At the same time, even though the faults
are different, there can be some similarities (the same type of fault but different
localization, different faults with same consequences, . . . ) which make the use of
CBR adaptation techniques and past experiences useful. All these reasons show
that CBR is applicable and interesting for a reconfiguration task.

5 Representation in Case-Based Reasoning

A case is the elementary component in a CBR system. It is a capture or record
of the past experience. In [6], Kolodner define a case as ” a contextualized piece
of knowledge representing an experience that teaches a lesson fundamental to
achieving the goals of the reasoner”.

Generally speaking, a case is divided in two parts: the problem specification
and the solution. Each of these two parts is defined according to the domain and
the type of problem we are dealing with and the type of data we are manipulat-
ing.

As a case is the basic component of a CBR system, its representation is an
important step in the process of creation of such a system. The representation
has to respect the nature of the manipulated system by defining all variables
and measures essential to an exhaustive definition of each particular state of the
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system. Furthermore, the representation has to be convenient for extraction and
reuse.

Thus, the first step when creating a CBR system is the definition of a case
representation. For this, it is important to define a specification of the system
and its different characteristics, and to use the available knowledge.

Remark In this work, we are interested in using CBR for a reconfiguration
purpose. The diagnosis1phase is then supposed achieved. We consider also that
the knowledge resulting of this phase (diagnosis) is data that can and will be
used when defining a particular state of the system.

6 Proposition of a Case Representation

As mentioned earlier, this work is interested in representation in CBR systems
aiming to propose a reconfiguration strategy (laws). In this section, we propose
a case representation; this representation has to take into consideration the par-
ticularity of the system manipulated and at the same time the purpose of the
use of CBR which is reconfiguration.

A case is globally divided in two parts (Fig.1):

1. The problem representation
2. The solution representation

Fig. 1. Case Representation

6.1 Problem Representation

When dealing with a control reconfiguration task, knowledge from diagnosis
phase is very important and necessary to work with. Thus, the diagnosis results
and information has to be part of the case stocked in case base. We propose to
divide the problem representation in two different parts:

1 The diagnosis phase consist in detecting the failure of the system, locating them and
eventually finding their causes.
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1. The situation representation: in this part, the system state is defined. It
describes the situation the system has reached and thus allows to understand
the treated case.

2. The diagnosis representation: this part describes the system failures which
will allow later(using also the system state and the different component
states) to solve the problem.

The Situation. The problem or situation representation consists in defining the
general state of the system and each of its components. A study of the system of
which we are reconfiguring the control has to be done to determine the different
components and the different states or situations they can present. A simple way
to represent the situation is then a set of attribute-value pairs.

The Diagnosis. As mentioned previously, the diagnosis part is supposed ful-
filled and thus the diagnosis result is a knowledge that can be used to lead to
a solution to our reconfiguration problem. This knowledge may be essential in
some cases to determine the right reconfiguration strategy we have to adopt.

The diagnosis representation will consist in the description of the diagnosis
results and the failures the system is facing in each case. In our case, it is con-
sidered as additional information that allows to have a complete vision of the
problem.

6.2 Solution Representation

The solution representation is the modeling of the answer for a problematic situ-
ation the system has reached. Each case stocked in the case base and expressing
a previous experience has to have a solution depending on the nature of the
problem treated. The solution part will eventually help to solve new problems
by adapting a previous solution to the current problem.

7 A Case Study

As we are dealing with a reconfiguration problem, we will consider as example the
three-tank problem(Fig.2)[9,7]. The three-tank system is the benchmark system
for works on hybrid systems reconfiguration and for complex system generally
speaking.

This system can present failures or new requirements that may in certain
cases, and if there are no reconfiguration laws to avoid it, lead to the shutdown of
this system. A simple rule-based system can not be adequate for such a problem.
In fact, it is quite impossible to have and exhaustive list of all failures and future
requirements (new objectives) of the system. That’s why the use of CBR can be
an interesting solution for this problem. In fact as mentioned earlier, the use of
CBR offer a flexible way of dealing with such problems.
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Fig. 2. The three-tank system

In this part we present the case format or representation for our particular
system.

This system is characterized by a set of components (C) which defines the
state of the system C = {P1, P2, V1, V2, V13, V32, Ch1 , Ch2 , Ch3}

Pi is the pump supplying the Tank i
Vi is the valve i
Chi is the sensor measuring the liquid level hi in Tank i
In terms of quantities this set corresponds to the set Q
Q = {QP1

max, Q
P2
max, Q

V1
13 , Q

V2
23 , Q

V13
13 , QV23

23 , h1, h2, h3}
Q is representing the liquid flow
The problem representation is, thereby, defined by the expression of the dif-

ferent states of the different components of the system (cf. Table 1). This will
be expressed by a set of attribute-value pairs reflecting the actual state.

As far as the diagnosis representation is concerned, it has to express the failure
or the particular abnormal situation the system is in and to transpose the effects
of this situation in the system components and behavior.

The solution part has to express the laws and structural changes the system
has to go through to be maintained in a working state despite the problems it
is suffering from.

A distance metric has to be used to extract similar cases. The solution of the
most similar case is then considered as a beginning point for resolving this new
problem or the new situation the system reached.
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Table 1. List of attributes defining the problem representation

Attribute Value

P1 opened or closed

P2 opened or closed

V1 opened or closed

V2 opened or closed

V13 opened or closed

V23 opened or closed

VN opened or closed

h1 value (liquid level in Tank1)

h2 value (liquid level in Tank2)

h3 value (liquid level in Tank3)

Q1 value (supplying flow liquid for Tank1)

Q2 value (supplying flow liquid for Tank2)

QV1 value (liquid flow through valve V1)

QV13 value (liquid flow through valve V13)

QV2 value (liquid flow through valve V2)

QV23 value (liquid flow through valve V23)

8 Conclusion

Case-based reasoning can be a very interesting solution for solving problems, es-
pecially, those which definition and requirements are evolving over time. For this
type of problems using a rule-based solution can be exhausting and sometimes
impossible when not enough knowledge is available.

In this work we were interested in using case-based reasoning for a reconfigu-
ration purpose. CBR has been widely used to solve diagnosis problem [8,11] but
it is also a great way of solving reconfiguration problems.So far, the use of CBR
for reconfiguration hasn’t been conveniently explored.

The reconfiguration task is a very important task as it aims for maintaining
the system working in critical situations. Those situations can not always be
predictable and yet are not always so different. The use of CBR will be a sort of
compromise to use previous experience to solve these problems and gain time.

This work especially focused on case representation as it is considered as one of
the most important issues in case-based reasoning. In fact, case representation
is decisive to the success of CBR systems and the quality of the decision is
correlated to the quality of the representation.

Thus, case representation is a very crucial and difficult task which has to con-
sider the nature of the system as well as the domain and purpose. Furthermore,
it has to facilitate the extraction and to be adapted to similarity calculation.

The representation format we proposed is adapted for reconfiguration task
where the problem description is composed of the system’s general state as well
as the diagnosis representation. It allows the extraction of similar cases using a
simple distance metric and can be a starting point for finding a solution for new
encountered cases.
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3. Bergmann, R., Muñoz-Ávila, H., Veloso, M.M., Melis, E.: CBR Applied to Plan-
ning. In: Lenz, M., Bartsch-Spörl, B., Burkhard, H.-D., Wess, S. (eds.) Case-Based
Reasoning Technology. LNCS (LNAI), vol. 1400, pp. 169–199. Springer, Heidelberg
(1998)
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Abstract. In this paper, the influence of measurement noise on batch-
end quality prediction by Partial Least Squares (PLS) is discussed. Re-
alistic computer-generated data of an industrial process for penicillin
production are used to investigate the influence of both input and out-
put noise on model input and model order selection, and online and
offline prediction of the final penicillin concentration. Techniques based
on PLS show a large potential in assisting human operators in their deci-
sions, especially for batch processes where close monitoring is required to
achieve satisfactory product quality. However, many (bio)chemical com-
panies are still reluctant to implement these monitoring techniques since,
among other things, little is known about the influence of measurement
noise characteristics on their performance. The results of this study in-
dicate that PLS predictions are only slightly worsened by the presence
of measurement noise. Moreover, for the considered case study, model
predictions are better than offline quality measurements.

Keywords: Partial Least Squares, batch-end quality prediction, mea-
surement noise statistics.

1 Introduction

The development of automated monitoring systems to assist human process op-
erators in their decisions is an important challenge for the chemical and life sci-
ences industry [13]. Chemical and biochemical production processes and plants
are equipped with numerous sensors that measure various flow rates, tempera-
tures, pressures, pH, concentrations, . . . Despite the frequent use of sensor mea-
surements for automated low-level control (e.g., PID control for valve opening
and closing), most information in these measurements remains unexploited as
responding to abnormal events –one of the most important control tasks– most
often remains a manual operation. Human operators investigate the information
arising from sensors in the process and compare this information to measure-
ments from previous process runs to detect a departure from normal operation.
However, the size and complexity of modern interconnected process plants (e.g.,
the very high number of sensors) largely complicate this task.

P. Perner (Ed.): ICDM 2012, LNAI 7377, pp. 121–135, 2012.
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A lot of research effort in the area of data-driven process monitoring has
been directed towards fault detection using techniques based on Principal Com-
ponents Analysis (PCA [3,8,11]). These techniques exploit the information in
historical databases to detect deviations from nominal process behavior during
a new process run. Techniques based on Partial Least Squares (PLS [5]) take
process output (quality) measurements into account, which makes them suited
not only for detection of process faults, but also for estimation of quality vari-
ables that are not measured online. Examples include the final quality of a batch
process.

Batch processes are commonly used for the manufacture of products with a
high added value (e.g., medicines, enzymes, high-performance polymers). Since
the loss of a batch due to process faults is very costly, close monitoring of these
processes is of utmost importance. Batch runs that deviate from normal process
behavior should be detected as soon as possible so that corrective actions can
be taken. However, due to their dynamic nature and the unavailability of final
batch quality measurements while the process is running (e.g., batch-end product
purity or concentration), monitoring and control of batch processes to achieve
a satisfactory product quality is even more complicated. The use of multivari-
ate PLS models to obtain batch-end quality predictions (e.g., [4,10,12]) offers a
solution to this problem.

PLS has been developed to deal with large datasets of correlated measure-
ments and to filter noise from these measurements. However, noise present on
both online sensor measurements and offline quality measurements will never
be removed completely and will hence negatively influence the predictive per-
formance of the PLS models. In addition, the presence of measurement noise
in the data has an influence on the selection of model inputs and the optimal
model order. As these effects cause many industrial companies to be reluctant
in implementing PLS techniques, this work aims at investigating the influence of
input and output measurement noise characteristics, more specifically the stan-
dard deviation of Gaussian distributed noise, on PLS-based batch-end quality
prediction. As a case study, an extensive dataset from a computer simulator for
industrial penicillin production [2] is selected.

The paper is structured as follows. Section 2 provides a brief explanation of
Multiway Partial Least Squares modelling. Next, Section 3 explains how this
technique is implemented for online batch-end quality prediction. In Section 4,
the techniques for model order and input variable selection are discussed, after
which Section 5 presents the selected case study. The results are shown and
discussed in Section 6 and final conclusions are drawn in Section 7.

2 Multiway Partial Least Squares Modelling

To predict the final quality of a batch process, a Multiway Partial Least Squares
(MPLS [9]) model is trained on historical data of normal process operation.

The modelling consists of two steps. In a first step, the data matrix containing
the sensor measurements, which has a three-dimensional structure, is unfolded
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to a two-dimensional matrix (Section 2.1). A general Partial Least Squares (PLS
[5]) model is constructed based on this two-dimensional data matrix in the second
step, as explained in Section 2.2.

2.1 Data Matrix Unfolding

When for I batches, measurements of J different variables are available over K
time points, a three-dimensional data matrix X of size I × J × K is obtained.
To deal with this specific three-dimensional structure, the dimensionality of the
matrix X is reduced by means of batch-wise data matrix unfolding [8,10]. The
matrixX is divided inK slices of size I×J and these slices are placed side by side.
This way, an unfolded data matrix X of size I × JK is obtained. The technique
preserves the batch direction: every row of the unfolded matrix corresponds to
one complete batch. Figure 1 illustrates the procedure.

Other techniques for data matrix unfolding are available (e.g., variable-wise
unfolding [14]). However, since batch-end quality is related to the complete batch
history, batch-wise unfolding is used for prediction of the final product quality.

X 
X 

J 

I 
I 

JK 

K 

Fig. 1. Illustration of batch-wise data matrix unfolding.

2.2 Multiway Partial Least Squares (MPLS)

After data matrix unfolding, a regression model is constructed between the un-
folded (input) data matrix X and the (output) matrix Y (I × L), which con-
tains L quality measurements for each batch in its columns, using standard
two-dimensional Partial Least Squares (PLS [5]).{

X = TPT +EX

Y = TQT +EY
(1)

In the PLS procedure, the input and output matrices are projected onto a lower-
dimensional space, each dimension of which is defined by one of the R princi-
pal components or latent variables. These principal components are computed
as linear combinations of the original measurements in such a way that they
contain as much information (covariance) about the original input and output
measurements as possible. The projections of X and Y are defined by the load-
ing matrices P (JK×R) andQ (L×R) respectively. The scores matrix T (I×R)
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represents the data matrices in the reduced space. The matrices EX and EY

contain the residuals or modelling errors.
The matrixP is not invertible and its columns are not orthonormal. Therefore,

a JK×R weight matrix W with orthonormal columns is introduced to calculate
the scores matrix T and quality prediction Y for a given measurement set X.
PTW is invertible so that the projection of the inputs X on the scores space T
and the corresponding regression matrix B (JK ×R) are computed as follows:

T = XB (2)

B
�
= W

(
PTW

)−1
. (3)

The relation between the quality variables Y and the input measurements X
then becomes

Y = TQT = XBQT . (4)

3 Online Batch-End Quality Prediction

During a new batch process run, only the measurements up until the current
time k are known. Missing data techniques are used to compensate for the un-
known future measurements. Several techniques were investigated in [4]. The
best performance was obtained with Trimmed Scores Regression (TSR [1]).

A major advantage of TSR is that it only requires a single PLS model to
predict the batch-end quality online at every sample instance throughout the
batch instead of K different models. Moreover, previous research by the authors
has shown that it exhibits similar performance to the training of a new PLS
model for every instance at which a prediction is asked, both for noiseless data
and in industrial practice [6].

In TSR, the known part of the data matrix Xnew for a new batch (the first k
columns of this data matrix, referred to as Xnew,k) is multiplied with a matrix
Bk, consisting of the first k rows of the PLS regression matrix B, to obtain the
trimmed scores T∗

new,k.

T∗
new,k = Xnew,kBk (5)

Subsequently, a regression model is used to estimate the final scoresTnew,k of the
new batch based on these trimmed scores. The time-varying regression matrix
Ak that links the estimated final scores to the trimmed scores is computed by
means of a least-squares regression on the training data, for which both the
complete scores Ttrain and the trimmed scores T∗

train,k are known.

Ttrain = T∗
train,kAk +ET

⇓
Ak =

(
T∗T

train,kT
∗
train,k

)−1

T∗T
train,kTtrain

(6)

The final scores of a new batch can be estimated from the trimmed scores using
this regression matrix as follows.
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T̂new,k = T∗
new,kAk (7)

Substituting Equation (6) into Equation (7) and exploiting the PLS relations
from Equations (2) and (4), the online estimation of the batch-end quality is
obtained.

YTSR
new,k = Xnew,kBk

(
BT

kX
T
tr,kXtr,kBk

)−1
BT

kX
T
tr,kXtrBQT (8)

4 Model Order and Input Variable Selection

The selection of the optimal number of principal components (i.e., the order
of the PLS model) is important to obtain good predictions of the batch-end
quality. Section 4.1 explains the procedure for model order selection. Moreover,
a selection of the most relevant model inputs may also improve the prediction
performance of the model since not all available measurements are necessarily
correlated with the final batch quality. The procedure for selecting the most
relevant model inputs is explained in Section 4.2.

4.1 Model Order Selection

A leave-one-out cross-validation procedure is employed to select the optimal
model order R, which corresponds to the number of principal components of the
PLS model. Each batch in the training dataset is left out once and MPLS models
of different model orders are trained based on the other available batches. Next,
the models are validated on the left out batch and the mean Sum of Squared
Errors (SSE ) over all batches in the training dataset is calculated for every
model order. An adjusted Wold’s criterion with a threshold of 0.9, as proposed
in [7], is used to select the model order. Instead of taking the number of latent
variables corresponding to the observed minimum in the SSE -curve, the number
of principal components is determined as the smallest model order R for which
the following equation holds.

SSE(R+ 1)

SSE(R)
> 0.9 (9)

SSE(R) is the (crossvalidation) SSE of the MPLS model with model order R.
According to the adjusted Wold’s criterion, the (R+1)th component is only added
if it significantly improves the prediction and thus decreases the crossvalidation
error.

4.2 Input Variable Selection

Despite the capability of PLS models to deal with noisy data, model predictions
can be improved by eliminating useless measurements that are not correlated
with the final batch quality. The optimal input set is selected using a bottom-up
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branch-and-bound procedure, assuming that the optimal set of j input variables
also contains the optimal set of j − 1 inputs.

When J (online) measurement variables are available, J single input models
are trained in a first step. Each of these models uses one of the available variables
as input. The measurement variable that yields the model with the lowest leave-
one-out cross-validation SSE is selected as the most important input variable.
In a second step, J − 1 combinations of two inputs are formed by combining
the first selected variable with all remaining measurements. These combinations
are then used for the training of J − 1 two-input PLS models. Once more, the
input set that results in the lowest cross-validation SSE is selected. This optimal
combination of two inputs is combined with the remaining variables in the next
step and the procedure continues until a ranking of all available measurements
from most to least important is obtained.

Finally, a comparison is made between the cross-validation SSE for all selected
input combinations. With the addition of extra input variables, the SSE will
initially decrease. At a certain number of inputs however, the SSE curve reaches
a minimum after which it starts rising again. The number of model inputs that
corresponds to this minimum SSE value, is selected as the optimal number of
input variables.

5 Case Study

Due to the need for data from a lot of batch runs with many different levels
of measurement noise, a simulated process is selected as a case study. A bio-
chemical process for penicillin fermentation at industrial scale is simulated via
an extended version of the Pensim simulator [2]. To represent (biochemical) pro-
cess variability, the initial substrate concentration, biomass concentration, and
culture volume are subject to random variations for each batch. The process
inputs (e.g., the substrate feed rate) exhibit variations around their setpoints
as well. The process consists of two phases. Initially, the bioreactor is operated
in batch mode. Once the substrate concentration drops below 0.3 g/L, the fed-
batch phase is started. During this phase, additional substrate is fed into the
reactor. The process is terminated after the addition of 25 L of substrate. The
penicillin concentration at the end of the batch is the batch-end quality variable
for which an online estimation is needed.

A total of 200 batches is simulated to investigate the influence of input and
output measurement noise on the prediction of the final penicillin concentration.
15 concentrations and flows, and the temperature and pH in the bioractor are
available from the simulator during the fermentation. Only 11 of these measure-
ments are generally acquired by online sensors and thus practically available as
model inputs for online prediction of the batch-end penicillin concentration. To
avoid problems with badly tuned PID controllers at higher noise levels, Gaus-
sian noise is added to the measurements of these variables after simulation. Input
noise at 20 different levels is considered, which will be denoted with respect to
a reference noise level described in Table 1.
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Table 1. Overview of available online measurements with their mean nominal values
and the standard deviation of the reference noise level σnoise,ref for these measurements.

Variable Mean σnoise,ref Variable Mean σnoise,ref

Time [h] - 0 Aeration rate [L/h] 8.0 1.667e−1

DO [mmol/L] 1.1 1.333e−2 Agitator power [W] 30.0 3.333e−1

Volume [L] 107.5 6.667e−1 Feed temperature [K] 296.0 3.333e−1

pH [-] 5.0 3.333e−2 Water flow rate [L/h] 64.2 1.667
Reactor temp. [K] 298.0 3.333e−1 Base flow rate [L/h] 2.5e−5 6.667e−6

Feed rate [L/h] 0.05 1.667e−3 Acid flow rate [L/h] 7.9e−6 6.667e−7

After noise addition, the measured signals are aligned and resampled to a
length of 602 samples via indicator variables, comparable to the procedure in
[2]. To obtain a monotonically increasing variable for the alignment of the batch
phase, a straight line is fitted through the noisy measurements of the bioreactor
volume. The time signal is added to the input measurements as an extra (aligned)
variable, so that 12 online measurement signals are available for every batch.
Therefore, the size of the training data matrix X is 200× 12× 602.

Output measurement noise is added to the value of the final penicillin con-
centration. Gaussian noise with a standard deviation of 1 to 10 percent of the
mean batch-end penicillin concentration is considered. As such, measurements
at 10 different levels of output noise are available.

MPLS models to predict the final penicillin concentration are constructed for
all combinations of input and output noise. The optimal input variables and the
model order are selected according to the procedures in Section 4 to improve
the predictions. The leave-one-out cross-validation Root Mean Squared Error
(RMSE ) is calculated both offline (i.e., after conclusion of the batch operation)
and online to compare the predictions at different noise levels. To assess the
influence of measurement noise on quality predictions without the influence of
different model inputs, the prediction performance of models that use all 12
available measurements as inputs is also compared for different input and output
noise levels. All calculations are performed thrice with different noise values
sampled from the respective Gaussian distributions.

6 Results and Discussion

The next sections present the results of the study. The discussion of the influence
of input noise and output measurement noise on batch-end quality prediction
are decoupled in Sections 6.1 and 6.2 respectively. In each part, the influence of
the noise on input variable and model order selection, offline quality prediction
and online quality prediction is discussed.



128 J. Vanlaer et al.

6.1 Input Measurement Noise

Input Variable and Model Order Selection
After the addition of input measurement noise and alignment of the data, the
optimal set of input variables and the model order are selected for every input
noise level according to the procedure in Section 4.

In the noiseless case, 6 inputs (Dissolved Oxygen (DO), feed rate, time, pH,
reactor temperature, and water flow rate) are selected. Several of these variables
(e.g., pH and temperature) are PID controlled and vary only slightly. When even
low amounts of measurement noise are added to the data, these measurements
are rendered uninformative and a lower number of inputs is selected. Up to a
noise level of 1/8th of the reference level, the selected number of inputs is mostly
3. DO, feed rate, and time remain the most important input variables.

At a noise level of 1/8th of the reference level, the noise has reached the size
of the normal variation of the DO measurements. 6 inputs are again selected in
an attempt to filter out the noise by exploiting the variable correlation.

At higher noise levels, DO measurements become uninformative due to the
noise. The reactor volume is then selected as the most important variable. The
number of inputs varies between 2 and 5.

The model order shows a decreasing trend with increasing input noise level,
ranging from 9 for the noiseless case to 1-2 for the highest tested noise level (6
times the reference level). Ideally, the model order is a measure for the number
of independent underlying phenomena that determine the course of the process.
When more noise is added to the data, more and more of these phenomena are
masked and fewer latent variables are selected.

Offline Quality Prediction
Offline prediction of the batch-end quality is the estimation of –in this case– the
final penicillin concentration at the end of the batch operation. When the batch
operation has finished, the complete data matrixX is known, so no compensation
for missing variables is needed. Figure 2 shows the average offline prediction
RMSE as a function of the input noise level when no noise is present in the
output measurements for both MPLS models with optimal inputs (full curve)
and models which employ all 12 available online measurements as input variables
(dashed curve). The selection of optimal input variables leads to better offline
estimations of the batch-end penicillin concentration, evidenced by the lower
RMSE values. However, both curves exhibit the same trend. As expected, the
RMSE increases (so the prediction performance decreases) with increasing input
noise level. The increase is most obvious at low noise levels, while at higher noise
levels, the increase is less pronounced and the RMSE saturates. Even at high
input noise levels, the RMSE is still relatively small and very good quality
predictions are obtained.

This is also concluded from Figure 3, which shows a plot of the offline leave-
one-out cross-validation prediction against the real final penicillin concentration
for both the noiseless case (Figure 3(a)) and an input noise level of 6 times
the reference level (Figure 3(b)). Without measurement noise, a nearly perfect
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Fig. 2. Leave-one-out cross-validation RMSE for offline prediction of the final penicillin
concentration in function of the input noise level: with selection of model inputs (—)
and with all available inputs (- -). No output measurement noise is present in the data.

Fig. 3. Optimized offline prediction of the final penicillin concentration versus real
penicillin concentration for the noiseless case (left) and an input noise level of 6 times
the reference level (right). No output measurement noise is present in the data.

prediction is obtained (also evidenced by an RMSE of 0.001). However, even for
the highest noise level under study –much higher than the noise encountered in
industry–, the estimated quality approaches the real quality very well. Hence, a
very efficient removal of the input noise from the data is achieved.

Online Quality Prediction
Using Trimmed Scores Regression (TSR) to compensate for missing future mea-
surements, online predictions of the final penicillin concentration are obtained as
explained in Section 3. The evolution in time of the maximal relative deviation
of the online prediction from the real final penicillin concentration is depicted in
Figure 4, both for the noiseless case and for noise of 6 times the reference level.

Initially, the predicted penicillin concentration deviates considerably from the
real final value for both cases, since very few measurements are available. For
the noiseless case, the deviation quickly drops below 1% as the batch progresses
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and by the end of the process run, the prediction has evolved towards the correct
value. For noise of 6 times the reference level, the relative deviation decreases
more slowly. Nonetheless, a stable prediction that deviates less than 1% from
the real batch-end quality is obtained in about 200 samples.

Fig. 4. Maximal relative deviation of the online prediction from the real final penicillin
concentration in function of time for the noiseless case (left) and input measurement
noise of 6 times the reference level (right). No output noise is present in the data.

An overview of the maximal relative prediction deviation for different input
noise levels and sample times is given in Table 2(a). At first sight, the results
are a little unexpected: adding noise improves the online prediction in some
situations. This is especially visible during the batch phase (the first 101 samples
of the process), where better predictions are obtained with noise of the reference
level than at a noise level which is 16 times smaller. The selection of input
variables, which aims at improving the offline batch-end quality prediction, does
not necessarily guarantee optimal online predictions. Especially when the process
consists of different phases, selecting one set of input variables for the complete
process may result in a decrease in online prediction performance during certain
phases.

As discussed earlier, different model inputs are selected for low and high noise
levels. Apparently, the selected inputs for the low noise levels do not contain
enough information to obtain good online predictions during the batch phase.
This is evidenced by the fact that models that employ all available online mea-
surements as inputs result in better online predictions during the batch phase
for lower noise levels, as shown in Table 2(b). Consequently, it is better to use
all available model inputs to obtain good online predictions from the start of
the process. Another option is the training of different models (with different
inputs) for all process phases.

From the results in Table 2, it can be concluded that higher input noise
levels result in slightly worse prediction performance. However, the predictions
improve with time and good and stable predictions are obtained in fewer than
200 samples for all noise levels.
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Table 2. Influence of input measurement noise level on the maximal relative deviation
of the online prediction from the real final penicillin concentration for models with (a)
selected inputs and (b) all available inputs. No output noise is present in the data.

Time No noise Level 1/16 Level 1 Level 3 Level 6

1 12.4% 12.5% 1.7% 4.3% 7.1%

50 1.3% 10.8% 1.0% 1.1% 1.2%

100 0.9% 7.9% 1.0% 1.0% 1.2%

200 0.7% 1.0% 0.9% 1.0% 1.0%

300 0.6% 0.7% 0.8% 0.9% 1.0%

400 0.6% 0.6% 0.8% 0.9% 0.9%

500 0.5% 0.5% 0.7% 0.9% 0.9%

602 0.1% 0.3% 0.7% 0.9% 0.9%

(a)

Time No noise Level 1/16 Level 1 Level 3 Level 6

1 0.9% 2.5% 3.1% 5.0% 7.5%

50 0.9% 1.1% 1.1% 1.3% 1.6%

100 1.1% 1.1% 1.2% 1.3% 1.4%

200 0.8% 0.9% 1.2% 1.6% 1.3%

300 0.7% 0.8% 1.1% 1.5% 1.3%

400 0.6% 0.7% 1.1% 1.4% 1.2%

500 0.5% 0.6% 1.1% 1.3% 1.2%

602 0.3% 0.5% 1.0% 1.2% 1.2%

(b)

6.2 Output Measurement Noise

Input Variable and Model Order Selection
When output noise is added to measurements of the final penicillin concentra-
tion, the number of selected inputs varies greatly for different combinations of
input and output noise levels. However, dissolved oxygen concentration (only
at low input noise levels) or reactor volume always remain the most important
variables. No real conclusions can be drawn about the importance of the other
available measurements since various combinations of variables are selected at
different combinations of input and output noise levels.

The optimal model order decreases quickly with the size of the output mea-
surement noise. For output noise with a standard deviation of 1 percent of the
mean final penicillin concentration 1 to 3 latent variables are selected at input
noise levels smaller than the reference level. At higher input noise levels a model
order of 1 is selected. For output noise with a standard deviation of 2 to 10 per-
cent of the mean batch-end quality measurement a model order of 1 is selected
in most cases.

Offline Quality Prediction
The full curve in Figure 5 gives an overview of the leave-one-out cross-validation
RMSE for offline prediction of the batch-end penicillin concentration in function
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of the output noise standard deviation at the reference input noise level when
optimal input variables are selected. The course of the curve is very similar for
other input noise levels and for models that employ all available input variables.
The RMSE increases linearly with the size of the output noise and its value
is approximately equal to the standard deviation of the output measurement
noise. Thus, it seems that the size of the output noise has a very big influence
on the prediction performance of the PLS models. However, the RMSE was cal-
culated by comparing the model predictions to the final penicillin concentration
measurements, which contain noise. By comparing the predictions to the real
(noiseless) value of the batch-end quality an actual RMSE value is obtained.
The dashed curve in Figure 5 shows the course of this actual RMSE in function
of the output noise standard deviation. From this curve it becomes clear that
the influence of the output noise on the offline prediction is actually very small.
Unlike the measurement RMSE, the actual RMSE increases only slightly with
increasing output noise size and even at an output noise standard deviation of
10 percent, the size of the actual RMSE is around 1 percent of the value of the
final penicillin concentration.

Fig. 5. Measurement (—) and actual (- -) leave-one-out cross-validation RMSE for
offline prediction of the final penicillin concentration in function of the output noise
standard deviation at the reference input noise level with model input selection

A graphical representation of this result is given in Figure 6. The graph on
the left shows a plot of the measured final penicillin concentration, which con-
tains noise with a standard deviation of 5% of the mean concentration, versus
the actual (noiseless) batch-end penicillin concentration. In the middle graph,
the model prediction is plotted against the measured penicillin concentration.
Correlation between these variables is small and the size of the deviation of the
prediction from the measurements is equal to the size of the measurement noise
in the left graph. However, when the predicted penicillin concentration is plotted
against the actual value in the graph on the right, a high correlation is obtained.

Of course, perfect (noiseless) quality measurements are never available in in-
dustry. However, as illustrated in this case study, PLS model predictions may
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Fig. 6. Results of the offline prediction of the final penicillin concentration with opti-
mized input variables with input noise of the reference level and Gaussian output noise
with a standard deviation of 5% of the mean final penicillin concentration: measured vs.
actual penicillin concentration (left), predicted vs. measured penicillin concentration
(middle) and predicted vs. actual penicillin concentration (right).

be better than offline quality measurements, even when these noisy measure-
ments are used to train the models. It is important to be aware of the size of
the noise on the quality measurements, since even perfect predictions result in a
measurement RMSE of approximately the same size as the standard deviation
of the measurement noise σnoise. This is corroborated by the formulas of both
variables:

RMSE =

√∑N
i=1(ŷi − yi)2

N
(10)

σnoise =

√∑N
i=1(yi,real − yi)2

N − 1
(11)

with ŷi the model prediction, yi the measured quality and yi,real the real (noise-
less) quality of batch i, and N the number of training batches. In case of a
nearly perfect prediction (ŷi ≈ yi,real) and for a sufficiently high number of
training batches, these formulas are approximately the same.
In this case, it is valuable to temporarily invest in some extra quality measure-
ments with higher accuracy to check the prediction performance of the model.

Online Quality Prediction
As for the offline quality prediction, output measurement noise has very little
influence on online batch-end quality prediction when the deviation of the pre-
diction from the actual (noiseless) final penicillin concentration is considered.
Online predictions are slightly worse than in the case where no output noise is
present in the data, but good and stable predictions are still obtained within an
acceptable time span.
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7 Conclusions

In this paper, the influence of input and output measurement noise characteris-
tics on PLS-based batch-end quality prediction is investigated. As a case study,
realistic computer-generated data of a fed-batch process for penicillin produc-
tion are used. Gaussian noise of different levels (i.e., different size of the noise
standard deviation) is added to the process input and output measurements.
The effect of the noise level on input and model order selection, and offline and
online prediction performance is studied.

The information content of measurements decreases with increasing noise
level. While measurements of controlled variables, which vary only slightly, may
be informative in the noiseless case, they are soon rendered uninformative when
noise is added to the data. When the size of the input noise approaches the
normal variation of informative measurements, PLS is no longer able to filter
out the noise and a new set of optimal input variables is selected. Since higher
noise values mask more and more important underlying phenomena, the model
order decreases with both the input and output noise level.

The offline prediction performance of the PLS models decreases only slightly
with increasing noise levels. Even for noise levels much higher than those en-
countered in industry, very good offline quality predictions are obtained. This
proves the ability of PLS models to filter the noise from the data. Since no per-
fect (noiseless) quality measurements are available in industry, it is important to
be aware of the size of the measurement noise. As illustrated in the case study,
model predictions may be better than the measurements since even perfect pre-
dictions result in a measurement RMSE of approximately the same size as the
standard deviation of the noise on the quality measurement.

When the selection of different model inputs at different noise levels is not
taken into account, online predictions of the batch-end quality using Trimmed
Scores Regression (TSR) deteriorate slightly with increasing levels of both in-
put and output measurement noise. Despite the slightly lower prediction perfor-
mance at higher noise levels, accurate and stable online predictions are obtained,
even at noise levels much higher than in industrial practice. Future research will
investigate the generalization of the obtained results.
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Abstract. An associative classification method for incomplete database
is proposed based on an evolutionary rule extraction method. The method
can extract class association rules directly from the database including
missing values and build an associative classifier. Instances including
missing values are classified by the classifier. In addition, an evolving
associative classifier is proposed. The proposed method evolves the clas-
sifier using the labeled instances by itself as acquired information. The
performance of the classification was evaluated using artificial incomplete
data set. The results showed that the proposed evolving associative clas-
sifier has a potential to expand the target data for classification through
its evolutionary process and gather useful information itself.

Keywords: classification, association rule, incomplete data, evolution-
ary computation.

1 Introduction

Association rule mining is the discovery of association relationships or correla-
tions among a set of attributes (items) in a database [1]. Association rule in the
form of ‘If X then Y (X → Y )’ is interpreted as ‘the set of attributes X are likely
to satisfy the set of attributes Y ’. When the right hand side of the rule is the
class label, it can be used for classification. Associative classification techniques
[2,3,4,5] have been proposed which have achieved quite effective performance.
These methods first mine class association rules (CARs) from training data, and
then build a classifier using these rules. However, previous approaches cannot
handle incomplete database including missing values in some instances.

Generally, conventional rule extraction methods regard the database as com-
plete, or disregard instances including missing values. Specifically, instances in-
cluding missing values are deleted for rule mining or filled in with the mean
values or frequent category [6,7]. When the data set has a huge number of in-
stances and missing rate is low, it is easy to take these policies, however, the
data mining such as in the medical science fields is different from the situation.
Usually, the number of instances in the medical science data is not so large.
Data sets probably include many missing values caused by the failure of experi-
ments or the lack of personal information. In these cases, it is not possible to fill
in the missing values using above way. In addition, classification for incomplete
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data also should be considered. In the conventional associative classifier, the first
matching rule usually makes the prediction. Therefore, the order of the rules in
the classifier affects the accuracy of the classification. In the case that missing
values exist in both of the training and testing data, the multiple matched rules
based method could be appropriate.

Recently, association rule mining tool for incomplete data set has been pro-
posed using an evolutionary computation method [8]. The tool uses the basic
structure of Genetic Network Programming (GNP) [9] and adopts a new strategy
in evolution to execute tasks through generations. GNP based method extracts
association rules without filling in the missing values. In [8], general type asso-
ciation rules (X → Y ) for the analysis of given data set was focused. In this
paper, we focus a CARs mining method to the classification problems for in-
complete database. The conventional GNP based classification method [10,11] is
applicable only for complete database. In addition, a new method for building
an evolving classifier is proposed. In GNP based rule extraction method, rules
satisfying the given conditions are stored in a rule pool through GNP genera-
tions. GNP individuals evolve in order to store new interesting rules into the
pool as many as possible, not to obtain the individual with highest fitness value.
Therefore, the GNP based method can quit the rule extraction anytime when
enough number of rules are obtained for building a classifier. Applying extracted
rules at the moment for classification, we can obtain new labeled instances. If
we join these just labeled data into training data, then extended training data
can be constructed. We can repeat this process and evolve the classifier using ac-
quired information. This mechanism can expand the target data for classification
through its evolutionary process and gather useful information.

This paper is organized as follows. In the next section, some related concepts
and explanations on CARs and classification are presented. A method of CARs
extraction from an incomplete database is described in Section 3. In Section 4,
a new algorithm for evolving classifier is introduced. Experimental results are
presented in Section 5, and conclusions are given in Section 6.

2 Rules and Classification

2.1 Class Association Rules in Incomplete Database

Let Ai be an attribute (item) in the database. In order to describe the algorithm
clear, we indicate the attribute values of the instances by 1 or 0 as shown in
Table 1 [8]. In addition, missing values are indicated as ‘m’. This means that
the absence of item Ai is described as Ai = 0 and lack of information of Ai

is indicated as ‘Ai = m’. For example, ID = 3 in Table 1 misses the value of
attribute A4. The meaning of this is like that item A4 was sold out in ID=3,
then we cannot know whether the customer bought A4 or not. In this paper, we
define missing rate as the ratio of the number of missing values and the total
number of attribute values. For example, 8 missing values are found within 32
values of A1, A2, A3 and A4 in Table 1. In this case, missing rate is 8/32=25%.
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Table 1. An example of incomplete database

ID A1 A2 A3 A4 C A1 ∧A2 ∧A3 → (C=1)

1 1 1 1 0 1 satisfy (available)

2 1 1 1 1 0 not satisfy (available)

3 1 1 1 m 1 satisfy (available)

4 1 1 m 0 0 not satisfy (available)

5 0 1 m 1 1 not satisfy (available)

6 0 m 1 1 1 not satisfy (available)

7 1 1 m 0 1 cannot judge (unavailable)

8 m m 1 m 1 cannot judge (unavailable)

Let C be the class label and the database has no missing class labels. When the
data has K classes, the class labels are denoted as C=k (k = 0, 1, . . . ,K−1). In
addition, X denotes the combination of attributes like X=(Aj=1)∧· · ·∧ (Ak=
1). X is represented briefly as Aj ∧ · · · ∧ Ak. Let N be the number of available
instances for the rule measurements. If the number of instances containing X in
the database equals α, then we define support(X)=α/N . β and γ are used as
the number of instances labeled (C=k) and X ∧ (C=k), respectively. The rule
X → (C=k) has measures defined by the following:

support(X → (C = k)) =
γ

N,
confidence(X → (C = k)) =

γ

α
,

support(C = k) =
β

N
, χ2(X → (C = k)) =

N(N · γ − αβ)2

αβ(N − α)(N − β)
.

The number of instances for the calculation of measurement is different rule
by rule [8]. We demonstrate the feature of the available instances for the rule
measurements using Table 1. Let (A1 = 1) ∧ (A2 = 1) ∧ (A3 = 1) → (C = 1) be
a candidate rule. The instance ID= 3 satisfies this rule even though value for
A4 is missed. When at least one of the attribute values of A1, A2 or A3 equal
0, the instance does not satisfy the rule. ID = 5 and 6 are available to judge
for the rule even if they have missing values. These instances are available for
the calculation of rule measurements. ID=7 and 8 are unavailable, because we
cannot judge whether the instances satisfy the rule or not by missing values.
Measurements of the above rule are as follows:

support(A1∧A2∧A3 → (C=1)) =
2

6
, confidence(A1∧A2∧A3 → (C=1)) =

2

3
.

ID=4 is available for the above rule, however it is unavailable for (A1=1)∧(A2=
1)∧ (A3=1) → (C=0). We should exclude the instances whose attribute values
in a candidate rule equal 1 or m except the case all the attribute values equal 1.

2.2 Building a Multi Rules Based Classifier

Rule-based classification usually involves two stages: training and testing. In the
training stage, important CARs are generated for the classification. In the testing
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stage, obtained rules are applied to estimate of the test data. The proportion of
predicting the test data correctly is called the accuracy of classification. There
are roughly two types of models for building classifiers based on CARs: ordered
rule based and unordered rule based. In the ordered rule based model, CARs are
reordered by confidence and support, then, the first matching rule usually makes
the prediction [2]. On the other hand, unordered rule based model compares the
accuracy or score of all classes obtained from the multiple matched rules. The
class having the highest accuracy or score is used for the prediction.

In this paper, we define the important CARs as satisfying the following:

support(X → (C = k)) ≥ suppmin, (1)

χ2(X → (C = k)) > χ2
min, (2)

confidence(X → (C = k)) ≥ support(C = k), (3)

where, suppmin and χ2
min are the minimum support and χ2 values given by

users in advance. (3) is required for the positive association for (2). For example,
instances in the medical field sometimes include different characteristics individ-
ual by individual. Therefore, important rules do not always have high confidence
values. In the classification method based on the matched multiple rules, we can
say that it is recommended to use not only the strict rules having high confidence
value, but also the rules having high χ2 value even if they have a low confidence
value. The method described in [10] for building a classifier is extended to the
incomplete data set as follows. available rule is defined as the rule which can
judge whether the new instance satisfies the antecedent of the rule or not.

[Input] A set of CARs and an instance to be classified
[Output] Class predicted by the classifier
[Method] 1. available(k): compute the total number of available rules
satisfying C=k in the classifier (k=0, 1, . . . ,K − 1)
2. match(k): compute the number of rules in the classifier, whose antecedent
match the new data and satisfy C=k

3. score(k) = match(k)
available(k)

If available(k) = 0 then score(k) = 0
4. the instance is predicted as C = argmax score(k)

3 Rule Mining Method

3.1 Genetic Network Programming

GNP-based rule mining for incomplete database is reviewed briefly [8]. GNP is
an evolutionary method, which uses the directed graph structure [9]. A given
number of GNP individuals form a population and evolve toward to a given
purpose. GNP individual is composed of two kinds of nodes: judgment node and
processing node. Judgment nodes are the set of J1, J2, . . . , which work as if-then
type decision making functions. Processing nodes are the set of P1, P2, . . . , which
work as some kind of action/processing functions. The practical roles of these
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Fig. 1. An example of node connection of GNP

nodes are predefined and stored in the library by supervisors. The execution of
GNP starts from the start node, and the next node to be executed is determined
according to the connection and judgment result of the current activated node.

All individuals in a population have the same number of nodes. As the genetic
operators for GNP, crossover and mutation are used. Crossover operator affects
two parent individuals. All the connections or contents of the uniformly selected
corresponding nodes in two parents are swapped by crossover rate Pc. Mutation
operator affects one individual. All the connections of each node or node contents
are changed randomly by mutation rate Pm.

3.2 Basic Ideas of Rule Representation

Attributes and their values correspond to the functions of judgment nodes in
GNP. The connections of nodes are represented as association rules. Fig. 1 shows
a sample of the connection of nodes in a part of GNP [8]. P1 is a processing node
and is a starting point of rule representation. ‘A1 = 1’, ‘A2 = 1’, ‘A3 = 1’ and
‘A4 = 1’ in Fig. 1 denote the functions of judgment nodes. The connections of
these nodes represent CARs, for example, (A1=1) → (C=k), (A1=1) ∧ (A2=
1) → (C=k) and (A1=1) ∧ (A2=1) ∧ (A3=1) → (C=k).

If some of the rules represented in Fig.1 are interesting, then rules symbolized
by after changing the connections or contents of nodes could be candidates of
interesting ones. We can obtain these rule candidates effectively by GNP genetic
operations. In the next GNP generation, the candidates will be examined.

Fig. 2 shows a basic structure of GNP for rule extraction. Each processing
node has an inherent numeric order (P1, P2, . . . , Ps) and is connected to a
judgment node. Each processing node points the first judgment node to interpret
the rules like P1 in Fig. 1. Each judgment node has two connections: Continue-
side and Skip-side. The Continue-side of the judgment node is connected to
another judgment node. The Skip-side of the judgment node is connected to
the next numbered processing node. In Fig. 2, the Skip-side of judgment nodes
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Fig. 2. An example of node connection in a GNP individual

are abbreviated. Judgment nodes can be reused and shared with some other
rule representations because of the GNP’s feature. Therefore, many rules can be
considered using this structure. Start node connects to P1.

GNP examines the attribute values of each instance using judgment nodes.
Judgment node determines the next node by a judgment result. When the at-
tribute value equals 1, then we move to the Continue-side. In the case that the
attribute value equals 0, the Skip-side is used for the transition. For example, in
Table 1, the instance 1 ∈ ID satisfies A1=1, A2=1, A3=1 and A4=0, there-
fore, the node transition from P1 to P2 occurs in Fig. 1. When attribute value
is missing, then, move to the Continue-side. If the transition to Continue-side
connection continues and the number of the judgment nodes from the processing
node becomes a cutoff value (MaxLength), then, the connection is transferred
to the next processing node using the Skip-side obligatorily.

Skip-side of the judgment node is connected to the next numbered processing
node. Then, another examination of attribute values starts at next processing
node. If the examination of attribute values from the starting point Ps ends,
then GNP examines the instance 2 ∈ ID from P1 likewise. Thus, all instances
in the database are examined.

3.3 Calculation of Rule Measurements

The numbers of instances moved to the Continue-side at each judgment node
are counted up and stored in memories. Each judgment node also examines the
case of C=k at the same time. In Fig. 1, Ya(k), Yb(k), Yc(k) and Yd(k) are the
numbers of instances which belong to class C=k and move to the Continue-side
at each judgment node satisfying that all the attribute values are equal to 1
from the processing node (Y value). Ma(k), Mb(k), Mc(k) and Md(k) are the
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Table 2. Measurements of class association rules

Class association rule support confidence

A1 → (C=k)
Ya(k)

∑K−1
i=0

Na(i)

Ya(k)
∑K−1

i=0
Ya(i)

A1 ∧A2 → (C=k)
Yb(k)

∑K−1
i=0

Nb(i)

Yb(k)
∑K−1

i=0
Yb(i)

A1 ∧ A2 ∧A3 → (C=k)
Yc(k)

∑K−1
i=0

Nc(i)

Yc(k)
∑K−1

i=0
Yc(i)

A1 ∧A2 ∧A3 ∧A4 → (C=k)
Yd(k)

∑K−1
i=0

Nd(i)

Yd(k)
∑K−1

i=0
Yd(i)

number of instances at each judgment node satisfying that the attribute values
are equal to 1 or missing values. The number of available instances for the rule
measurements calculation are obtained as follows:Nx(k) = NT−(Mx(k)−Yx(k)),
where, NT is the total number of instances in the database.

Measurements of rules are calculated as follows using the above numbers. For
example, in Fig. 1, Yd(k) indicates the number of instances satisfying A1 ∧A2 ∧
A3 ∧ A4 ∧ (C = k). Nd(k) = NT − (Md(k) − Yd(k)) is the number of useful
instances for the calculation of the measurement. support and confidence of the
rule A1 ∧ A2 ∧ A3 ∧A4 → (C=k) become

support =
Yd(k)∑K−1

i=0 Nd(i)
, confidence =

Yd(k)∑K−1
i=0 Yd(i)

.

Table 2 shows an example of the measurements of the CARs generated by the
node connections in Fig. 1.

In every generation of GNP, the examinations are done from 1 ∈ ID and P1

node. When all the instances are examined, measurements of candidate rules of
every processing nodes are calculated. Measurements of the rules are calculated
and the interestingness of the rules are judged by given conditions. When a
candidate rule is extracted by GNP, whether the same rule is in the rule pool or
not is checked. The extracted important rules are stored in the pool all together
through generations.

3.4 Genetic Operations and Fitness Function

The rules produced by changing the connections of GNP or the rules changing
some attributes could be candidates of important rules. We can obtain these
rules effectively by GNP genetic operations, because mutation and crossover
change the connections or contents of the nodes. Following three kinds of genetic
operators described in [8] are used; crossover, mutation-1 (changes the connection
of nodes) and mutation-2 (changes the function of judgment nodes).
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Fig. 3. Flow of the proposed evolving classifier

Fitness of GNP individual is defined considering potential of new candidate
rule representation. Following fitness was used for the experiments in Section 5.

Fclass =
∑
r∈R

{χ2(r) + 10(nX(r) − 1) + αnew(r)}.

where, R: set of suffixes of extracted rules satisfying (1), (2) and (3) in a GNP
individual,
χ2(r): χ2 value of rule r,
nX(r): the number of attributes in the antecedent of rule r,
αnew(r): additional constant defined by

αnew(r) =

{
αnew (rule r is new)

0 (otherwise).

χ2(r), nX(r) and αnew(r) are concerned with the importance, complexity and
novelty of rule r, respectively. nX(r) is also concerned with the existence of good
judgment node connections in the GNP individual.

4 Evolving Classifier Using Labeled Instances

A method of building an evolving classifier is proposed using GNP based rule
extraction method. The aim of the evolution of it is to gather useful informa-
tion for classification and improve the ability of classifier. In the GNP based
method, rules satisfying the given conditions are stored in a rule pool through
GNP generations. The rule extraction can be quit anytime when the number
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Table 3. Averaged cover rate of rule extraction (100 trials)

Missing rate (%)
0 5 10 20 33

Number of expected rules for extraction 6817 4035 2193 822 310
(Interesting rules *) (1310) (788) (429) (188) (87)
(Number of long rules: nX(r) ≥ 7) (1146) (297) (6) (0) (0)

Cover rate at 50 generations (%) 77.4 87.3 93.9 98.2 99.7
(Interesting rules *) (97.9) (99.3) (99.8) (99.9) (100.0)

Cover rate at 200 generations (%) 95.8 98.5 99.4 99.9 100.0
(Interesting rules *) (99.9) (99.9) (99.9) (100.0) (100.0)

(*):Results for the rules satisfying additional conditions within the rule pool.

of rules given by users in advance for building a classifier are obtained. Apply-
ing extracted rules at the moment for classification, newly labeled instances can
be obtained. If these just labeled data are joined into the training data, then
extended training data can be constructed. We can repeat this operation and
evolve the classifier using acquired data which labeled by itself. Fig. 3 shows the
flow of the proposed evolving classifier. A cycle of rule extraction and classifica-
tion is repeated until given finish condition. One cycle for classification is defined
as round for a concept of upper layer of evolutionary process.

In the proposed method, data are divided into three categories as follows:

– Division A (Div-A): Set of the seed instances. This part works as training
data for the first building a classifier. All the instances are labeled in advance
and used for training data through evolutionary process. Re-classification
accuracy for this division can monitor the performance of the classifier.

– Division B (Div-B): Set of labeled instances by the evolving classifier. This
division is empty at the initial round.

– Division C (Div-C): Set of unlabeled instances.

All the instances in Div-A and -B are used for GNP based rule extraction for
each class label. If the number of extracted rules are enough for given condition
or spent a given number of GNP generation, then stop the rule mining and build
a classifier. After the classification, we empty the rule pool in order to extract
rules for the next classification.

The instances in Div-B and -C are labeled based on the method described in
subsection2.2. In order to obtain good labeling with confidence,max{score(k)} ≥
scoremin is used, where, scoremin is the threshold value given by users. In the case
of max{score(k)} < scoremin, we did not label the instance. When an instance
in Div-B is not labeled, then the instance moves to Div-C. At the end of the evo-
lution, the gathered data in Div-B bring us discovered information. Instances left
in Div-C can include candidates of unknown or abnormal cases.
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Fig. 4. Number of extracted association rules in the pool (cleveland (C=1))

5 Experimental Results

5.1 Classification for Incomplete Database

cleveland and breast-w data set from UCI ML Repository1 were used for the eval-
uation. All the continuous attribute values are transformed to a set of attributes,
whose value is 1 or 0 using the Entropy method. The transformed cleveland and
breast-w dataset are complete and consist of 30 attributes, 297 instances and 18
attributes, 683 instances, respectively. Both data sets have 2 classes for classi-
fication, respectively. The artificial incomplete data sets were generated using
random missing values with missing rates 5%, 10%, 20% and 33%. 30 data set
for each missing rate were generated.

CARs are extracted for each class using each specific GNP. suppmin=0.05 in
(1), χ2

min = 6.63 in (2), (3) and 1 ≤ nX(r) ≤ 8 were used as definition for the
interestingness. The population size of GNP is 120. The number of processing
nodes and judgment nodes in each GNP individual are 10 and 75, respectively.
Pc = 1/5, Pm1 = 1/3, Pm2 = 1/5 and αnew = 150 was used. The condition of
termination is 200 generations. All algorithms were coded in C. Experiments
were done on a 2.80 GHz Intel(R) i7 860 with 4 GB RAM.

Table 3 shows that the averaged cover rate of rule extraction using cleveland
data from each missing rate. Cover rate (%) is defined as

Number of extracted rules

Number of expected rules for extraction
∗ 100.

Rule extraction was done for (C=1) and 0% means the results using complete
data. As the GNP based method cannot guarantee the extraction of all rules by
the nature of evolutionary discovering policy, cover rate is an important factor
of performance study. The number of expected rules is defined as the number of
identified rules from independent 100 rule extractions for the focused database.

1 http://www.ics.uci.edu/ mlearn/MLRepository.html
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Table 4. Classification accuracy versus missing rate (averaged over 30 data sets)

(a) Cleveland

Treat as missing Treat as absence
Missing rate (Number of rules) (Number of rules)

(%) 100 250 1000 100 250 1000

0 83.33 83.95 83.75 — — —
5 83.15 83.34 83.51 83.19 83.21 83.54
10 82.85 83.15 83.05 82.82 83.13 83.02
20 82.09 82.41 82.13 81.83 81.96 81.98
33 80.88 81.19 81.10 80.02 80.02 80.20

(b) Breast-w

Treat as missing Treat as absence
Missing rate (Number of rules) (Number of rules)

(%) 100 250 1000 100 250 1000

0 97.43 97.71 97.80 — — —
5 97.37 97.49 97.49 97.39 97.50 97.51
10 97.21 97.30 97.28 97.19 97.31 97.27
20 96.95 96.94 96.92 96.89 96.97 96.98
33 96.35 96.45 96.45 96.32 96.24 96.31

Table 5. Classification accuracy versus missing rate (cleveland, averaged over 30 trials)

Test data Training data missing rate (%)
missing rate (%) 0 5 10 20 33

0 86.3 86.2 86.4 86.1 86.1
5 86.1 85.9 86.1 85.4 85.2
10 85.3 85.3 85.0 85.2 84.8
20 85.4 85.2 85.2 85.0 84.3
33 83.6 83.8 84.2 84.2 82.9

It is found that almost the expected rules for this experiment can be extracted at
200 generations. Interesting rules in the Table 3 is defined as the rules satisfying
following additional conditions within the rule pool: support(X → (C=1)) ≥ 0.1
and χ2(X → (C = 1)) ≥ 10.0. Almost the important rules are extracted at 50
generations. The rules with high measurement values of interestingness tend to
be extracted easily. The number of extracted rules depends on the missing rate.
As the missing rate increases, the number of long rules like satisfying nX(r) ≥ 7
decreases. Fig. 4(a) shows examples of the number of rules obtained in the pool
under no missing data and 10% missing data, respectively. Fig. 4(b) shows the
number of extracted rules versus run-time in the same experiment as Fig. 4(a).
It shows that the number of extracted rules within 2 seconds are almost the same
in the cases of no missing data and 10% missing data, therefore, the proposed
method does not require long run-time even when there are missing data.
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Fig. 5. Data setting for evaluation of the evolving classifier

The performances of classification was evaluated using Leave-One-Out valida-
tion evaluation. Each extracted rule in the pool has an inherent numeric order by
its appearance. The classification performance was examined using 100, 250 and
1000 rules for each class by the order of appearance in the rule pool. scoremin=0
was used for the classification. The classification results are shown in Table 4.
The column ’Treat as missing’ shows the results by the method described in
Section 3. They showed that the accuracy of classification is favorable even if
some instances include missing values. The column ’Treat as absence’ shows that
the classification results in the case that the missing values are regarded as ’0’
instead of ’m’. The aim of this experiment is to simulate item based classification
without missing value information. The difference between both methods in this
experiment is not so large. This can be caused by multiple matched rule policy
of the method.

The classification accuracy for combination of different missing rate between
training and testing data was examined using cleveland. 10% of the instances
were selected randomly for test data and remaining 90% were used for training.
30 combinations of training and test data were generated. Table 5 shows the
classification results. It is found that the accuracy depends on the missing rate
of testing data. This means that even if the missing data exist in the training
data, we can build a stable classifier.

5.2 Evaluation of Evolving Classifier

A dense database with 100 attributes was used for the evaluation. The original
data is The Mapping 500K HapMap Genotype Data Set (Affimetrix) 2. This
database contains Single Nucleotide Polymorphism (SNP) information of 270
people. The same data named SNPcom described in [8] was used. SNPcom has
100 attributes and 270 instances with no missing values. Original data has 4
class labels: CEU (90 instances), YRI (90 instances), JPT (45 instances) and
CHB (45 instances). We defined as C=1 in the case of CEU, C=0 in the case

2 http://www.affymetrix.com/support/technical/sample data/

500k hapmap genotype data.affx
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Table 6. Number of classified instances by evolving classifier. (No noise data)

Generation Division # classified Accuracy
of GNP (Class) instances (%)

0 A (C=1) 30 —
(Round 0) (C=0) 30 —

B (C=1) — —
(C=0) — —

14 A (C=1) 32 93.8
(Round 1) (C=0) 26 100.0

B (C=1) 30 96.7
(C=0) 22 95.5

22 A (C=1) 33 90.9
(Round 2) (C=0) 25 100.0

B (C=1) 60 100.0
(C=0) 58 100.0

32 A (C=1) 32 93.8
(Round 3) (C=0) 27 100

B (C=1) 59 100
(C=0) 57 100

. . .

137 A (C=1) 31 96.8
(Round 13) (C=0) 28 100.0

B (C=1) 60 100.0
(C=0) 59 100.0

. . .

199 A (C=1) 32 93.8
(Round 19) (C=0) 27 100.0

B (C=1) 61 98.4
(C=0) 58 100.0

of YRI. JPT and CHB were used as noise. Instances were divided for the initial
data randomly and modified using artificial missing values as follows (See Fig.5).
Class labels of instances in Div-C are used for the evaluation.

– Div-A: 30 instances for C=1 and 30 instances for C=0 (attribute values of
A51-A100 are missed)

– Div-C: 30 instances for C = 1, 30 instances for C = 0 and 30 instances for
Noise (attribute values of A1-A25 and A76-A100 are missed)

– Div-C: 30 instances for C = 1, 30 instances for C = 0 and 30 instances for
Noise (attribute values of A1-A50 are missed)

– Div-C: 30 instances for Noise (attribute values of A51-A100 are missed)

The same parameter settings for the GNP described in 5.1 was used except use of
100 judgment nodes in each GNP individual. suppmin=0.03 for (1), χ2

min=3.84
for (2) and 2 ≤ nX(r) ≤ 6 was used. Instead of (3), confidence(X → (C =
k)) ≥ 0.7 was used. When 200 rules for each class label were extracted, then
the classification was done. scoremin=q (q=0.05, 0.1 and 0.3) were used for the
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Table 7. Averaged number of classified instances and accuracy by evolving classifier

scoremin = 0.05 scoremin = 0.1 scoremin = 0.3
Division # classified Accuracy # classified Accuracy # classified Accuracy
(Class) instances (%) instances (%) instances (%)

A (C=1) 34.0 88.2 33.7 89.1 27.4 97.6
(C=0) 25.8 99.9 24.3 99.9 14.6 100.0

B (C=1) 108.3 55.6 101.4 59.2 48.7 93.1
(C=0) 99.4 60.5 90.5 64.1 42.0 85.4

class label prediction. In the case of max{score(k)} < q, the instance was not
labeled. If the unlabeled instance was in Div-B, then it moved to Div-C. After
the classification, the rule pool was emptied in order to extract new rules for
the next classification. In addition, judgment node functions of GNP individuals
were initialized after each classification. The number of GNP generation was
counted continuously. Accuracy (%) for each round is defined as

Number of correctly classified instances

Number of classified instances
∗ 100.

First of all, the performance in the case of no noise data, that is, used 180
instances of C=1 and C=0 was tested. Table 6 shows an example of the number
of classified instances, that is, the number of instances gathered into Division
B, and the classification accuracy. Instances having missing values of A1-A25

and A76-A100 were labeled at generation 14 and the number of instances in
Division B increased gradually. Eventually, almost the instances having missing
values of A1-A50 were labeled. It was found that the prediction accuracy of the
instances in Division B was also improved through generations. The accuracy of
re-prediction for Division A did not always good compare to Division B. One of
the reason of this can be that the proposed method discovered the more useful
information for the classification from the data in Division C. The results showed
that evolving classifier using GNP based method has a potential of information
gathering from the unlabeled instances. Calculation time of the method is very
short, because run time of the GNP based rule mining depends on the number
of nodes in GNP individual and the number of extracted rules in the rule pool.
Generally, the number of attributes in the data set is independent of calculation
time of GNP based method.

Table 7 shows the averaged number of the classified instances and accuracy of
the classification at 200 GNP generations over 30 trials. Using a strict condition
like scoremin =0.3 avoided the wrong labeling, however, the number of labeled
instances in Div-B decreased. How to define this parameter depends on a problem
and user’s needs. The results showed that the proposed evolving classifier has a
potential of information gathering from the unlabeled data.
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6 Conclusions

A classification method for incomplete databases using GNP has been demon-
strated. The performance of the rule extraction and classification were estimated
using artificial incomplete data. The results showed that the accuracy of classi-
fication is favorable even if some instances include missing values. In addition,
an evolving classification method was proposed using the above rule extraction
method. The method evolves the classifier using the labeled instances by itself
in the previous classification. The results of experiment using incomplete data
showed that the proposed method has a potential of gathering information. We
are studying applications of the proposed method to information processing in
the medical science field.
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Abstract. Classification is a widely used technique in data mining.
Thereby achieving a reasonable classifier performance is an increasingly
important goal. This paper aims to empirically show how classifier per-
formance can be improved by knowledge-driven data preparation using
business, data and methodological know-how. To point out the variety
of knowledge-driven approaches, we firstly introduce an advanced frame-
work that breaks down the data preparation phase to four hierarchy
levels within the CRISP-DM process model. The first 3 levels reflect
methodological knowledge; the last level clarifies the use of business and
data know-how. Furthermore, we present insights from a case study to
show the effect of variable derivation as a subtask of data preparation.
The impact of 9 derivation approaches and 4 combinations of them on
classifier performance is assessed on a real world dataset using decision
trees and gains charts as performance measure. The results indicate that
our approach improves the classifier performance.

Keywords: classification, framework for data preparation, knowledge-
driven data preparation, decision trees.

1 Introduction

Classification is one of the most important and widely used data mining tech-
niques, especially in the area of marketing and Customer Relationship Man-
agement (CRM) [1,2]. Due to the widespread use of classification applications
in today’s highly competitive sectors, continuous improvement of its predictive
power has gained importance. Approaches for improvement of classifier perfor-
mance can be categorized according to the data mining process and its dis-
tinct steps. Common process models describing the data mining process are
the KDD (Knowledge Discovery in Databases) process model [3], SEMMA [4],
Reinartz’s framework [5] and CRISP-DM [6]. All process models include a step
dealing with data preparation. This step is often referred to as the most time
consuming but also the most important part of the data mining process [7,8].
To outline the importance we clarify the risks that occur when accurate data
preparation is lacking. First, the data might not meet the requirements of the
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algorithms in use. Second, poor or no data preparation is likely to lead to an
incomplete and inaccurate data representation space, which is spanned by vari-
ables and realizations used in the modeling step. Both risks may dramatically
affect the classifier performance and can lead to poor prediction accuracy or
even in wrong predictive models. From the authors’ experience, the potential
of improved data preparation often remains unused by practitioners. They fail
to transform their understanding of business and data into a properly prepared
representation space. Reasons for this could be a lack of time and/or methodolog-
ical know-how. That is why many researchers and especially software vendors
try to enforce the automation of data preparation that guarantees an ease of use
and time savings. However, automation is where knowledge-driven data prepa-
ration becomes impossible because the selection and evaluation of preparation
instruments in automated data preparation strongly relies on mathematical and
statistical methods, instead of relying on business, data and methodological un-
derstanding. We support the assumption that the inclusion of knowledge-driven
data preparation has a positive impact on classifier performance contrasted to
the exclusion of it.

Many authors state that the role of the human within the data mining process
is essential [9,10,11]. This approach is often described as domain knowledge. ”Do-
main knowledge consists of information about the data that is already available
either through some other discovery process or from a domain expert” [9, p. 37].
Furthermore, [9] claim that domain knowledge can affect the discovery process
within the data mining system in two ways. First, it can make patterns more
visible by generalizing the variable realizations, and second, it can constrain the
representation space as well as the rule space. [10] analyses the question how
domain knowledge can be used to evaluate and interpret classification models.
The study of [11] concentrates on the use of domain knowledge in all phases
of the data mining process. In this paper the knowledge-driven approach can
be differentiated from domain knowledge as it is defined as business, data and
methodological know-how. Moreover, the knowledge-driven approach focuses on
its integration only within the data preparation phase. A study, which deals with
the same topic as this paper comes from [12]. The authors compare the perfor-
mance of classification models with and without domain knowledge. But they
express their domain knowledge only by one categorical variable derived from
an expert. In this study, we show the multitude and power of knowledge-driven
approaches by applying more than one derivation approach on a large number
of variables.

The paper’s objective is to show that the use of knowledge-driven data prepa-
ration leads to higher classifier performance in comparison to standard prepara-
tion (see section 3). To reach this objective, the paper reports on a case study
applying knowledge-driven data preparation. In this study a classifier is built
on a standard dataset, which was extended through knowledge-driven deriva-
tion approaches. The resulting classifier is compared to a reference classifier,
which was built only on the standard dataset (without the extension). The find-
ings and results gained from the study are major contributions of this paper.
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Furthermore, a variety of data preparation tasks are structured within a frame-
work in order to present a compilation of methods as well as a comprehensive and
procedural guideline. Most of the preparation tasks has already been mentioned
in literature [8,13,14,15], but a framework, which lists and structures all of the
identified approaches, does not exist to the authors’ knowledge. Therefore, the
proposed framework for knowledge-driven data preparation can be considered
as a further contribution of this paper.

The paper is divided into four sections. After the introduction, section 2 intro-
duces the advanced framework based on data preparation and describes the step
of variable derivation in further detail, since it is the basic concept of the study.
Section 3 reports on the case study by describing the experimental setup and
the results. Section 4 provides a conclusion by assessing the results and showing
further research fields as well as limitations.

2 Introducing an Advanced Framework Focused on Data
Preparation

2.1 Advanced Framework for Data Preparation

The advanced framework for data preparation is based on the first two levels of
the CRISP-DM methodology. We focus on CRISP-DM, since it is considered as
the most complete [16,17] and broadly adopted data mining process model [7].
It provides a systematic overview of the life cycle of a data mining project and
consists of six major phases. Even if the original aim of CRISP-DM was already
to make data mining projects such as classification projects ”more efficient,
better organized, more reproducible, more manageable and more likely to yield
business success” [18], the necessity for more specific and detailed framework
was also proclaimed by [6, p. 11] in the context of ”mapping for the future”.
However, this update of the CRISP-DM methodology (named CRISP-DM 2.0)
was only initialized [18], but has not revealed any official results to this date.

Referring to the idea of CRISP-DM 2.0 we designed our advanced framework
focused on data preparation because of its high impact on the quality of the
classifier performance. This impact has been experienced by us in numerous
practical projects and is also stated in literature [19]. In computer science for
instance, the impact of low data quality on the output quality has been discussed
under the ”Garbage in garbage out”-principle [20,21].

To implement the advanced framework we broke down the second level of
the CRISP-DM process model, the generic tasks into three additional levels:
subtasks, steps, and realization options (see Figure 1). With these additional
levels the user gets a deeper insight into the data preparation opportunities and
can more easily decide which approach would reasonably improve the individ-
ual classification issue. The five generic tasks for data preparation represents an
adequate baseline for our framework because of its completeness and discrimi-
natory power, which is beneficial to the practitioners. The five generic tasks are
distinct from each other. They are sorted in chronological order as the user will
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Fig. 1. Advanced Framework for Data Preparation [Source: Authors’ own construct]

need them in a real project. Nevertheless, having feedback loops between the
generic tasks is always required. Each generic task is divided into a complete set
of subtasks as detailed below.

1. Selection: The generic task selection includes all subtasks to select valid and
relevant instances and variables. In terms of instances, the selection contains
among others a form of complexity reduction by the step of splitting (in case
of very heterogeneous instances, e.g. private and business customers). Selec-
tion of variables in turn comprises for example the steps of time reference
and elimination of multicollinearity.

2. Cleansing: This generic task contains all steps to replace, keep, bin and,
if necessary, eliminate conspicuous data such as outliers, missing values and
invalid instance values.

3. Construction: Construction is divided into two subtasks: balancing of in-
stances and derivation of new variables. Balancing of instances can be per-
formed by oversampling and undersampling. Derivation of new variables
is categorized into univariate (e.g. normalization), multivariate (e.g. factor
analysis) and hybrid approaches (e.g. segmentation with classified variables).
Further information about the variable derivation gives subsection 2.2.

4. Integration: Integration deals with the aggregation (multiple rows to single
row) and disaggregation of instances (single row to multiple rows) as well as
merging of datasets.

5. Formatting: The last generic task contains the steps to adjust value coding
and to sort instances and variables in accordance with the software and
algorithms requirements.

The subtasks consist of different steps, which are only counted and not further
described within this paper. Up to the level of steps the framework has a general
validity. At level 4, a specialized mapping has to be conducted because the
realization options depend on business and data characteristics and cannot be
defined on a generic basis.

We have to consider that our framework has certain limitations. Although we
derived numerous realization options for all steps, our framework cannot claim
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to be exhaustive. Applying this framework the practitioner only has to decide
which subtasks, steps and realization options are relevant in the specific context.
Compared to existing process models this deeper hierarchical structure facilitates
the analyst’s job. He can more easily transform his knowledge about business,
data and methods into a relevant dataset.

2.2 Variable Derivation

In this paper we examine in depth the step of deriving new variables because we
are of the opinion that a knowledge-driven variation of the representation space
has a greater potential to improve classifier performance than e.g. the reduction
of it, caused by selection or cleansing. The relevance of the other generic tasks
is due to further research. Moreover, the subtask of variable derivation is closely
linked to the business and data understanding of the user. [14] state that the most
effective derived variables are those, that express additional information (beyond
the database), such as a description of some underlying customer behavior. For
the creation of useful derivations it is important to use background or domain
knowledge and not to randomly combine a large number of variables. That is
the reason why automated tools are not well-suited to produce valuable results
by creating derived variables.

In the area of Machine Learning, derivation of new variables is referred to con-
structive induction, which was introduced by [22]. Subsequently, [23] presented
three different constructive induction strategies:

– Hypothesis-driven: Changes are based on hypothesis, generated in each
data analysis-iteration and the discovery of patterns.

– Data-driven: Data characteristics are used to generate new data represen-
tation spaces.

– Knowledge-driven: Expert domain knowledge is applied.

The combination of two or more of these strategies is denominated as multi-
strategy constructive induction [23]. Our approach of variable derivation can
be classified as multi-strategy constructive induction as we combine data-driven
and knowledge-driven strategies.

A considerable amount of literature has been published on variable deriva-
tion [24,25,26]. In order to develop a complete framework we collected various
approaches and put them into a separate framework shown in Figure 2. The
subtask of variable derivation consists of eleven distinct process steps. Corre-
sponding to the number of variables involved in a step, they are categorized in
univariate and multivariate approaches. Approaches combining multiple options
are categorized as hybrid approaches. All approaches are broken down into vari-
ous realization options, which are represented on the last level of our framework.

– Univariate Approaches: The first step called development includes all
derivations representing the development of a variable in time. Ratios as
well as absolute values could serve this purpose. On the next level of our
framework we split these options up by scale and operator. Normalization is
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Fig. 2. Breakdown of the subtask variable derivation [Source: Authors’ own construct]

the next step and deals with all kinds of scale harmonization. The most com-
monly used form of normalization is the input standardized to zero mean and
unit variance. In our framework the binning step comprises all groupings of
values irrespective of the variable’s scale. Realization options break it down
to options for each scale. The step of dichotomization might be essential in
data mining projects even without knowledge-driven acting. Due to algo-
rithms’ requirements, dichotomization is often used to transform categorical
variables into binary variables, where each derived variable represents one
value of the former variable. From the business point of view dichotomiza-
tion can be used to emphasize important variables and values. Derivations
realized by applying a mathematical function to an input variable are consol-
idated in the last step of univariate approaches. Logarithmic transformation
is a well known realization option within this step.

– Multivariate Approaches: Subset ratios are calculated within the first
multivariate step in order to reflect the structure of a given entity subset.
Consequently, the numerator is always a subset of the denominator. Ratios
between hierarchy-independent variables are separately categorized in the
step named ratio. Whereas the above mentioned multivariate approaches
focus on the metric scale, interactions allow the practitioner to combine
categorical variables. New values are derived from the matrix of the original
value pairs. Combinations of two or more variables by means of other mathe-
matical functions are summarized in a further step. Segmentation and factor
analysis are quite complex approaches to derive new variables as they repre-
sent small data mining projects on their own. However, these two steps can
be useful especially when dealing with huge numbers of variables or observing
multicollinearity. Depending on the input data there are different realization
options for both analyses. The study of [27] shows that a knowledge-driven
derivation of segmentation variables can outperform a random selection of
variables with regard to performance gain.

– Hybrid Approaches: In the category of hybrid approaches, deriving new
variables by using more than one of the steps mentioned above is considered
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as another powerful way to improve predictive accuracy by widening the
representation space. This last step enables the practitioner to transfer more
complex business know-how into the data.

Finally, Table 1 summarizes all steps by giving a short description and an exam-
ple. The examples mostly refer to the financial sector because they are adopted
from our case study, which is described in the next section.

Table 1. Derivation Approaches [Source: Authors’ own construct]

3 Case Study on Variable Derivation

After presenting our advanced framework for data preparation in general and
the subtask of variable derivation in more detail, this section deals with the
practical application of these approaches.

3.1 Experimental Setup

Research Domain and Data. The conducted study was realized with cus-
tomer data from the German financial retail sector. The raw dataset comprised
about 1.7 million instances and 541 potential predictor variables. The underlying
direct marketing issue was defined as building an affinity score for closed funds
in order to support the selection of relevant target groups for direct mail. In this
context buying a closed fund as a reaction of a direct mailing was designed as bi-
nary target variable with ”1” for customer reaction and ”0” for non-reaction. In
order to keep data free of any causal reference between product sale and predic-
tor values we set up a time-dependent selection of potential predictor variables
based on the individual acquisition date of each customer.
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Research Design. Figure 3 displays the test setting, which was defined to
evaluate the impact of knowledge-driven derivation on classifier performance.
The methodology is basically marked by a comparison of two classifiers that
only differ in the composition of their input data. Based on the raw dataset (541
variables), measures of standard data preparation are conducted. Consequently,
the raw dataset gets reduced by x variables. The dataset created by this means
(541 - x variables) is the basis for the reference model, the REF classifier. For the
other classifier the dataset is extended through knowledge-driven derivation by y
variables, so that the classifier ALL has 541 - x + y potential input variables. The
two classifiers are both built the same way by the same classification technique
with the same parameters. The only difference between the two are the y derived
variables, so that every difference in performance can clearly be assigned to the
impact of variable derivation.

Fig. 3. Test Setting [Source: Authors’ own construct]

Classification Technique. In this study, we used PASW Modeler 14 as data
mining software to run the classification. Classification models within this project
were created by a decision tree algorithm. According to [1,2] decision trees and
regression analysis are the most commonly used data mining techniques. Fur-
thermore, research results do not show a systematical outperformance of other
techniques [28,29]. Due to their ease of use and the ability of some tree algo-
rithm to handle missing values as separate categories, we preferred decision trees
to regression analysis. In many cases the separate handling represents best the
real situation. Missing values for instance were created when a development of
the variable ”product volume” could not be calculated due to a very recent ac-
quisition. For using decision trees the applied software provides four different
algorithms: CHAID, C5.0, QUEST and CART. Due to data characteristics we
preferred tree algorithms that theoretically allow multiway splits like CHAID
and C5.0. We expected them to perform better on the given data than CART or
QUEST with regard to quality and clearness. The CHAID algorithm was finally
chosen for this project because it tends to produce shallower trees than C5.0
with a higher level of multiway splits.
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The CHAID algorithm is originally proposed by [30] and its application is
popular in marketing. It uses an attribute selection measure that is based on
the statistical Chi-squared test for independence [15]. The software also offers
”Exhaustive CHAID”, which is a refinement of CHAID proposed by [31]. Both
algorithms CHAID and Exhaustive CHAID allow multiple splits of a node rather
than binary or c-way splits (where c is the original number of categories of the
predictor variable). The difference lies in the merging step, where Exhaustive
CHAID uses an exhaustive search procedure to merge any similar pair until
only a single pair remains [31].

The Exhaustive CHAID algorithm was used with Bonferroni correction to
build trees of five levels. Chi-square was calculated based on Pearson and the
split of merged nodes was permitted. Further parameters were kept as default
in PASW Modeler 14.

Performance Measure. The performance measure in this project was a gains
chart. The gains chart plots the ”Gains (%)” on the y-axis and percentiles on
the x-axis. Gains are defined as the proportion of hits in each increment relative
to the total number of hits in the classifier. Gains charts effectively illustrate
how widely the practitioner needs to cast the net to capture a given percentage
of all of the hits in the tree [14,17]. This performance measure has been chosen
because it is really suitable to compare two classifiers in a marketing context.
Moreover, gains charts can handle imbalance class problems better than accuracy
or classification error [14].

Standard Data Preparation. In course of the standard data preparation
the raw dataset has been divided into a training (80%) and a test (20%) set.
In consequence 345,417 instances were kept as test partition. Due to a skewed
distribution of the target classes (only 0.12% for the 1-class), a balancing of
instances was necessary. Several ratios of downsizing were tested to examine the
best weighting of positive instances (1-class) in the training set. A ratio of 10%
of positive instances clearly outperformed the other tested ratios (5% and 15%)
and was subsequently applied. The balancing led to a distribution of 15,147
negative instances and 1,683 positive instances in the training set.

As a first step the given raw dataset was prepared by the adjustment of scale
levels and by filtering variables. Variables were filtered out if they meet one of
the following filter criteria:

1. Quality criteria: Dominance of missings or single values/categories, multi-
collinearity etc.

2. Target-specific criteria: Contextual irrelevance for the target (e.g. the name
of the customer)

The raw dataset comprises with 541 variables all available company informa-
tion, but the classification task is only focused on closed funds. Therefore, most
of the variables were filtered out due to contextual irrelevance for the classifica-
tion problem. To decide if a variable is relevant or irrelevant for the underlying
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task the importance of domain knowledge and the integration of a domain ex-
pert into the selection process were again emphasized. No variable had to be
excluded due to dominating the tree construction in the first branches. In course
of the standard data preparation 270 predictor variables were filtered out (with
reference to Figure 3 is x = 270).

Variable Derivation. In course of knowledge-driven derivation, 50 variables
were directly transformed by normalization and 201 derived variables were added
to the dataset (thus named ALL) by knowledge-driven derivation (with refer-
ence to Figure 3 is y = 201). Table 2 lists all approaches that were conducted
within this study. We only accepted derivations with contextual relevance. Due
to restrictions in time and data limitations the implementation of further deriva-
tion approaches, such as factor analysis and segmentation was excluded from this
study. Within the step development 41 new variables were derived as trends over
one, three and six months. Changes on longer terms could not be calculated due
to structural changes in the database. Besides, we did not expect long term
changes to have extra predictive power based on our business experience. The
calculated trends included assets under management, account balances, trans-
action volumes, ratings and other variables. Normalization was conducted for
50 metric variables. The standardized variables were the only derivations, which
have directly replaced the original variables as we did not want to emphasize
their information disproportionally. Binning was used to make the information
of variables with many categories more accessible to the algorithm. We grouped
for example postal codes in order to present this regional information on a higher
level. As passive customers often show very special behaviors, we flagged those
with zero balances on deposit accounts within the dichotomization step. The
univariate application of a mathematical function was only used for one variable
(distance to next branch).

The multivariate approach of subset ratios led to 33 new variables. Some of
them were built to represent the overall asset structure, for example ratio of
credit volume to total assets under control, ratio of deposit volume to total as-
sets under control, and ratio of daily allowance to total assets under control.
Further variables were calculated to reproduce the structure of a certain prod-
uct, for example the customer account: Ratios of investments by region, ratios of
investments by paper types, and ratio of investments by investment sector. The

Table 2. Applied Derivation Approaches [Source: Authors’ own construct]
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step ratio resulted in 17 variables. We used financial, ratio-scaled variables to
derive new variables, for example ratio of transaction volumes to assets, ratio of
transaction volumes to age, and ratio of electronic and written transfers. Seven
variables were derived as interactions. Interactions included among others, com-
binations of region and income classes or age classes and profession. Within the
step of multivariate mathematical functions we derived 15 new variables, e.g. the
amount of products within a division. Another application was the calculation of
the ratio between customers’ assets and the median of assets over all customers.
In this way, we could identify customers with special behavior.

Finally, we derived 82 hybrid variables as combination of steps. Most of the
hybrid variables are developments of subset ratios (46 variables) or multivari-
ate mathematical functions (21 variables) to illustrate structural changes in the
customers’ assets. These variations show especially well the changes in the cus-
tomers’ life and needs. Eight metric variables were firstly put into groups and
got flagged afterwards. This combination of binning and dichotomization can be
promising if only a subset of the original values is relevant for the target clas-
sification. The ratio of two mathematical functions was applied for 7 variables.
In that context, the logarithmic function was used to make two different dimen-
sions comparable. The logarithm of income divided by the logarithm of age for
instance is a good predictor when it comes to target group characterization as it
combines two important information about the customers. As the combination
of steps is the most complex way to reveal underlying customer behavior, we
expect these hybrid variables to be the most powerful in improving classifier
performance.

3.2 Results

Finally, 11 derived predictor variables were integrated within the decision tree.
These variables can assigned to the following approaches: 7 univariate or hybrid
developments, 2 MMF, 1 interaction and 1 ratio & MMF. Figure 4 displays
both, the decision tree of the REF and the ALL classifier. The circles in b) show
the nodes, where a derived variable is responsible for the split. Four derived
variables are making the second split, which indicates a great importance for
the overall model. These variables are: changes in the amount of products over
1 and 3 months, changes of bonds in the deposit in the last month and trend of
the amount of debit transactions within the last 6 months.

The comparison of gain performance of the two classifiers is displayed by a
gains chart (see Figure 5). The reference model (REF) is represented by the lower
curve; the test model (ALL) refers to the upper curve. The diagonal line plots the
expected response for the entire sample if the classifier is not used. In reference to
Figure 5 it can be stated, that the use of derivation methods improves classifier
performance as the test model clearly outperforms the reference model for the
first decile. The steeper the curve, the higher the gain. The curved line indicates
how much one can improve the response by including only those customer who
rank in the higher percentiles based on gain. In this study, including the top 10%
customers might net more than 95% of the positive responses for the classifier
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Fig. 4. Decision Trees for Test Set [Source: PASW Modeler 14]

ALL in contrast to about 90% for the classifier REF. This result reveals, that a
direct mailing campaign based on the customer classification of the test model
(ALL) reaches more ”reactors”, which means more potential ”buyers” of closed
funds than the classification of the standard model (REF). The results gained
from the decision tree support the following statements:

– The effectiveness of each derivation step depends on sector and target se-
lection. For our target variable closed funds, especially univariate or hybrid
developments lead to very powerful predictors for classification. Most likely
this is due to the fact that they express best the customers’ asset structure
and financial situation as the following insight outlines. The derived variable

Fig. 5. Gains Chart for Test Set [Source: PASW Modeler 14]
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”trend of the amount of debit transactions within the last 6 months” repre-
sents the most important variable for the classifier as it discriminates well
between reactors and non-reactors.

– The amount of products bought by the customer and the change of this
amount over 1 and 3 months are important predictors for the target variable.
High values of these variables indicate a high buying activity, possibly due
to customer’s satisfaction.

– Young customers with relatively high income holding bonds are potential
buyers of closed funds.

– In this study we applied 9 different derivation steps and 4 combinations of
steps (see Table 2), from which finally 11 derived variables were integrated
into the test model. This shows that applying various derivation approaches
is a good way to find the best classifier. Nevertheless, one should bear in mind
that too many variables may affect other algorithms more than it happened
to the decision trees in our study.

4 Conclusion, Limitations and Future Directions

By setting up a detailed framework we intended to facilitate knowledge-driven
data preparation in classification (and other data mining) projects. This hierar-
chical structured toolkit gives a good methodological overview and turned out
to be a powerful guideline when mapping it with business and data know-how. A
wide knowledge of statistical approaches becomes less important. However, the
principal aim of this study was to empirically show how classifier performance
can be enhanced by knowledge-driven data preparation. Therefore, approaches
for variable derivation as a subtask of data preparation were conducted and
tested by a specific research design. By comparing the gains curve of two clas-
sifiers (with and without derived variables), it can be stated that derivation of
new variables clearly improves classifier performance. With regard to variable
derivation knowledge-driven acting reduces the risk of creating a vast amount
of variables, which potentially affect algorithm’s efficiency and accuracy without
providing added value of classifier performance. Automated derivation would
increase this risk.

This study has also certain limitations. The presented framework can only
perform as a guideline and needs to be specified by the user for individual appli-
cation. With regard to the implementation of derivation methods, it has to be
considered that only one dataset from a specific sector has been tested. Addi-
tional or other effects on another data structure are possible. Thus, these findings
cannot be extrapolated to all datasets. Further limitations exist in terms of ap-
plied software and classification algorithm. Our results refer to an application
with decision trees employed by PASWModeler 14. The applied data preparation
methods have possibly great potential using neural networks as well. However,
more research on this topic needs to be undertaken to stabilize and specify the
hypothesis that knowledge-driven data preparation is worthwhile.

Nevertheless, deriving new variables should always lead to great attention
in variable selection. As the algorithm’s speed and accuracy can suffer from a
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large amount of input variables, further research in the area of variable selection
and its combination with variable derivation is necessary. Further research is
needed to identify influential factors on the procedure as a first step and to test
their influence on the classifier performance as a second step. Possible research
areas could be the role of the target variable or the influence of the test design,
i.e. do we get a different outcome by applying separate, all or only a specific
combination of derivation approaches?
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Abstract. Weighted pattern mining have been studied the importance of items. 
So far, in weight constraint based pattern mining, the weight has been 
considered the item’s price. The price considered as the weight has a limit. The 
weight characteristic of weighted pattern mining should be considered case-by-
case situation. Thus, we motivate by considering the special and individual 
case-by-case situation to find the exact frequent patterns. We propose how to 
set weight into frequent patterns mining with a case-by-case condition, called 
CWFM (closed contingency weighted pattern miming). Moreover, we devise 
information tables by using statistical and empirical data as strategic decision. 
In addition, we calculate the contingency weight using outer variables and 
values which are from information tables. CWFM extracts more meaningful 
and appropriate patterns reflected case-by-case situation. The proposed new 
mining method finds closed contingency weighted frequent patterns having a 
significance which represents the case-by-case situation.  

Keywords: closed weighted frequent patterns mining, information table, 
contingency weight, contingency weighted frequent patterns, outer-variables. 

1 Introduction 

Most algorithms use a support constraint to prune infrequent patterns and to reduce search 
space [4-7]. It is difficult for user to decide support value efficiently. One of the main 
limitations of the previous algorithms are treated all the items uniformly, but real items 
have different importance than other items [8-13]. For this reason, weighted frequent 
itemset mining algorithms [8-13] have been suggested that some items should be given 
priority, such as WFIM [8] is used to the price factor of item as priority. However, it dose 
not consider different factors for using weight. Here, it is necessary to explain factor in 
connection with weight. If special situation is considered, the substantial results can be to 
obtain frequent pattern considering the situation. In addition to the price factor, weights 
can be determined by other factors in a wide of dataset. That is, there are climate, area, 
age, wedding season, national holidays, gender and countries etc. For instance, sales 
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volume of a thermal underwear and bikini are influenced by season. Therefore, other 
factors except price may be various and can make more exact mining result.  

In this paper, we consider to find the weighted frequent patterns with weighted 
factor. The proposed algorithm permits to specify the weight considering case-by-case 
situation, called CWFM. The weight value of item has differences among data, so that 
the process to determine the weight is needed before mining. It has two steps. First, 
Information tables: these collect information by using the substantial and empirical 
data from reliable institution. For example, National Statistical Office, Child Research 
Institute, Criminal & Investigation Laboratory and answer of survey etc. Secondly, 
Outer-variables: these are received data to reflect the special situation.  

The chosen values from information tables compose a matrix. A determinant of 
matrix calculates by using the gauss elimination method. The calculated result value 
is called the contingency weight. Our main goal is to push the contingency weight 
constraints into the pattern growth algorithm. The main contributions of this paper for 
the real dataset are: 1) introduction of concept to provide the contingency weight 
based on the practical situation, 2) description of mining technique in closed frequent 
pattern mining with contingency weight, 3) implementation of our algorithm, CWFM.  

The remainder of this paper is organized as follows: In section 2, we describe 
problem definition and related work. In section 3, we developed our proposed method 
and algorithm for weighted contingency frequent patterns. In the section 4, we present 
performance comparison. Finally, conclusions are given in Section 5.  

2 Related Work and Problem Definition  

2.1 Related Work   

Weighted frequent patterns mining algorithms [8-13] based on the pattern growth 
method[4] improved the problems of the support constraints with weight constrains. 
The first, WFIM[8 ] suggested the method in which normalized weights with a weight 
range. The closed frequent pattern mining indicates the same knowledge of patterns. 
If a pattern X is closed frequent pattern mining, there are not proper superset X’ in the 
transaction. The weight value of item has differences among data, so that the 
normalization process is needed. First, weights of items are given weight range table. 
According to items’ importance, weight of items are given in w(i)min ≤ w(i) ≤ w(i)max 

for the item. The weight of a pattern is the sum of items divided by length of pattern. 
Maximum weight (MaxW) is defined the value of maximum weight among items in 
transaction. The weighted support of a pattern (WS(X)) is the value of multiplying the 
weight of pattern with the support of pattern. The weighted support is defined such as: 
WS(X) = Weight (X) * Support (X) and it should be grater than min_sup. Previous 
studies did not consider unique circumstance as the factor of weight. This paper can 
describe mining method considering contingency weight in special situation. 

2.2 Problem Definition 

Let I = {i, i, …, iⁿ} be a distinct set of items. A transaction database TDB is a set of 
transactions in each transaction. A A transaction is denoted as a tuple <tid, X>. The 
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tid indicates a unique transaction identifier. The X= { x1,  x2, …, xm },  xi ∈ I, for 1 ≤ i 
≤ m , is a set of items, while m is called the length of itemset. An itemset is ordered 
list, X ∈ I (2n – 1) where 2n is the power set of I. An itemset = {x1, x2, …, xn} is also 
represented as x1 x2, …xn. An item is called a k-itemset if it contains k items. The 
support of a itemset X is the number of transactions containing X in the database. A 
weight of an item is importance or priority of item. The weighted frequent pattern 
mining is to find the complete set of patterns satisfying a support threshold and a 
weight constraint in the database. The closed frequent pattern is superset X′ if the 
support of pattern X equals to that of X’ and the length of X is less than that of X’ and 
every transaction containing X also contains X′. An example of the support constraint 
[1],[5],[12] is the support constraint. On the other hand, a pattern X is infrequent 
pattern, then, super patterns of the pattern must be infrequent patterns. Hence, 
infrequent patterns can be pruned to reduce search space.  

Table 1. Transaction of database TDB 

TID Set of items Frequent item list(min_sup =3) 
100 a, e, h, g, u a, e, h, g 
200 a, h, g, n, u h, g, a, n 
300 e, g, n, t g, n, e 
400 a, e, h, g, t, w h, g, a, e 
500 h, g, e, w h, g, e 
600 e, g, n g, n e 

Example 1. Given a transaction database TDB in the Table 1. We have six 
transactions and 8 items: <a, e, h, g, n, t, u, w>. Suppose that we have minimum 
support = 3. A frequent list is:<a:3, e:5, h:4, g:6, n:3>. Items “t”, “u” and “w” are 
pruned because the support of these items is less than a min_sup. A super pattern 
“hga” is a closed frequent pattern because the support (3) of the pattern is equal to the 
support (3) of a pattern “ga” and the length(2) of “ga” is less than that(3) of “hga” and 
every transaction containing “ga” also contains “hga”. 

3 CWFM 

In this Section, we suggest the CWFM algorithm with the concept of contingency 
weight. The main approach of CWFM is to push contingency weight into the closed 
weighted frequent patterns mining algorithm based on the pattern growth method and 
prune uninteresting patterns. In CWFM, a new measure of weight is defined and 
related properties are described. Sequential patterns mining have been treated 
uniformly, but real items or datasets have different importance in special situation. 
We present our algorithm in detail and give statistical examples to explain the 
adaptation of contingency weight in the FP-tree construction, then show the projected 
FP-tree using by bottom up traversal of FP-tree.  
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3.1 Preprocessing   

The preprocessing is to collect the necessary data in the actual situation. Before the 
mining, the preprocessing is needed. We will explain the health consultation in order 
to discover the association between diagnosed illness and other diseases. There are 
information table and outer-variable. The values of information tables can be found 
by using in the real world statistical data and will be used as the weight value.  

Proposal 1. Information tables: These can be made usefully depending on the 
situation in each dataset and the number of information tables can vary. We collect 
the data that is associated with the characteristics of dataset. Here, the information 
tables are based on 2009 year data by Korea Statistical Information Services and are 
statistical data about deaths and illnesses. Our study consists of three information 
tables to explain the health consultation. One of them is total death rate table, other is 
death rate table for the generations and the other is death rate for smoking table. One 
of created tables should be set a standard table because value of item in standard table 
is used to header’s weight of FP-tree. We will consider the death rate table(table 2) as 
the standard table. All of information tables, table1, table2, table3, table4, are shown 
below. 

Table 2. Total death rate table 

item a E h g n t u w 
rate of death 0.41 1.61 0.06 0.19 0.9 1.05 0.39 0.26 

Table 3. Death rate for the generations table 

 age item a e h g n t u w 

0 ~ 9 9.76 8.51 14.92 8.48 30.55 34.83 11.23 11.42 
10~19 6.52 5.68 9.97 5.68 20.41 23.27 7.5 7.64 

20~29 6.54 5.70 10.0 5.69 20.46 23.34 7.53 7.65 
30~39 6.56 5.72 10.06 5.73 20.54 23.46 7.57 7.70 
40~49 6.53 5.69 10.14 5.78 20.65 23.63 7.62 7.77 
50~59 6.46 5.41 10.20 5.91 20.82 23.92 7.67 7.94 
60~69 6.19 4.63 9.93 6.15 21.12 24.44 7.67 8.28 
70~79 5.52 3.44 8.48 6.69 21.73 24.81 7.31 9.04 

 
 

Each item in the tables indicates name of a disease. Then, item “a” is stomach 
cancer, “e” is liver cancer, “h” is lung cancer, “g” is hypertensive heart disease, “n” is 
a cardiac disorder, “t” is a cerebrovascular disorder, “u” is diabetes mellitus and “w” 
is pneumonia in the tables. In 2009, the death toll is 246,942 persons (then, crude 
death rate of 497.3 per 100,000). The term “element” can be defined as value in the 
information table. The element of each item refers to the mortality of each disease in 
tables. For example, the element of item “e” represents 1.61 in the table 2. Every  
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1-row in tables indicates names of disease. The 1-columun in the table 3 means the 
generations. Finally, 1-columun in table 4 means the number of cigarette smoking per 
a day. 

Table 4. Death rate for smoking table 

num  item a e h g n t u w 
0~9 34 6.2 7.4 0.55 1.89 5.44 0.77 0.75 

10~19 1.98 5.4 6.5 0.45 1.26 3.56 0.23 0.63 

20~29 1.85 4.32 1.12 0.23 1.12 3.45 0.27 0.34 

30~39 1.87 4.33 1.23 0.25 1.13 3.66 0.29 0.33 

40~49 1.98 5.4 1.50 0.32 1.26 3.67 0.33 0.36 

50~59 31.27 5.71 1.73 0.45 2.41 5.34 0.66 0.5 

60~69 4.02 3.86 2.16 0.68 2.26 7.16 0.85 0.64 

70~79 2.09 1.19 2.09 0.48 1.27 5.63 0.48 0.64 

Proposal 2. Outer-variables: It may be determined by reflecting the situation. In other 
word, there are items that represent the situation among items. The item values 
matching outer variables are selected in each table as an element of the matrix. For 
instance, assume that there is one man who is 43 years old and suffered from 
pneumonia in the past, and smokes 10 cigarettes per a day. Here, the outer variables 
set up 43 years old, pneumonia, 10 cigarettes. Here, outer variables are ‘e’ , 43 and 
10.  

3.2 Contingency Weight    

As shown in the above method, the values extracted from each table become elements 
of square matrix. The determinant of matrix computes by using the Gauss elimination 
method and is defined det(Matrix). Then, we are set the value of ‘1’ at empty 
elements. Because the value of 1 does not influence any other number even if 
multiply any number by 1. The det(Matrix) is multiplied to value of items in the 
standard table matching outer variables, respectively. At this time, calculated result 
value is called the contingency weight. Therefore, the weight can be increased by 
considering case-by-case situation as weight factor. The item value from other tables 
matching outer variable are extracted. Then, these constitute the matrix. The 
determinant of matrix computes using the Gauss elimination method. That is, it is way 
to increase the importance of item related special situation.  

Definition 1. [Contingency Weight (CWeight)] There are given weight of item 
matching outer-value(E) in the standard table and the value of determinant of matrix 
det (matrix). Three tables made the matrix with row 3 and column 3. 

The contingency weight is defined as follows.  

 CWeight (E) = weight (E) * det (matrix). 
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Example 2. Assume that outer variables are entered item “a” and item “e”, 
additionally,  age "43" and the quantity of smoking per a day "10" are entered. The 
item “a” selects “0.41” and the item “e” picks “1.61” in the standard table (Table 2), 
respectively. Outer variables are treated ascending order in items. The each value 
becomes element of the matrix as 1-row 1-column and 1-row 2-column. Next, the 1-
row 3-column is set "1" as the default value. Similarly, by using “43” entered as an 
outer variable, 43 and the item “a” intersect at the point value "6.53", "43" and the 
item "e" intersect at the point value "5.69 " in the death rate for the generations table. 
Finally, the item "a" and "10" intersect at the point value "1.98", the item "e" and "10" 
intersect at the point value "5.4" in the smoking table . As a result, the 3 x 3 matrix is 
constructed. 

|Matrix| =  

Fig. 1. Matrix  

According to the Gauss elimination method, the matrix changes as fig 2. 

|Matrix| =  

Fig. 2. Result Matrix  Fig 2 is upper triangle matrix. The determinant of det (matrix) is about 54.07. So, 
item “a” and item “e” in the standard table(table2) are multiplied by 54.07 
respectively. That is, a’s and e's contingency weight are 22.17 and 87.05 . The weight 
of item “a” is increased from “0.41” to “22.17” and the weight of item “e” is changed 
from “1.61” to “87.05” in the standard table. 

3.3 Contingency Weight Pattern 

The frequent weight pattern found by using the Definition 1 means the contingency 
pattern. Our algorithm reflects to the weights by considering the characteristic of 
dataset and after collecting the empirical data. The different way of increase the 
importance of item proposes. There is strong point that user can get proper and 
accurate information.  

3.4 FP (Frequent Pattern) Tree Structure   

CWFP uses FP-trees as a compress structure and are used in pattern growth 
algorithms. CWFP computes local frequent items of a prefix by scanning its projected 
database once. The Contingency weight(CWeight) increases the weight of item 
matching outer-variables. So, CWeight is greater than weight in the standard table.  
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After this, sort the items in weight ascending order. A header table of FP-tree has four 
fields: “item-id”, “weight”, “support” and “node-link”. The first filed, Item-id is 
distinct item. The second field, weight indicates weight of items including 
contingency weight(CWeight). The third field, support is used to count item in the 
transaction. The last field, node-link is linked to child-node with same item in the FP-
tree. Top of FP-tree has only a root node. The first node of root in the FP-tree has 
item-id and pointer. When an item is inserted in the FP-tree, sort the items in 
contingency weight ascending order. For instance, diseases are “a”, “e”, “n” and age 
is “43” and the quantity of smoking is 10 as outer variables. The item “a” selects 
“0.41” and the item “e” picks “1.61” and the item “n” select “0.9” in the standard 
table(table 2). The each value becomes element of the matrix as 1-row 1-column, 1-
row 2-column and 1-row 3-column. In table 3, by using “43”, 43 and the item “a”, “e” 
and “n” intersect at the point value "6.53", "5.69" and "20.65", respectively. Finally, 
each item "a", "e", "n" and "10" intersect at the point value "1.98", "5.4" and "1.26" in 
table 4. As show in Fig 2, a result table, the matrix is constructed.  

 
 

 

Fig. 3. Matrix 

The determinant of matrix is 25.29.  As discussed above, a f_list is:<a:3, e:5, h:4, 
g:6, n:3 > from table 1. Items “t”, “u” and “w” are pruned since the support of them 
are less than a min_ sup (3). Before construct a header of FP-tree, contingency weight 
is computed. That is, weight list are < a:10.37, e:40.72, h:0.06, g:0.19, n:22.76 >. So, 
the weighted frequent items are sorted by the weight ascending order, {(h, g, a, e), (h, 
g, a, n), (g, n, e), (h, g, a, e), (h, g, e), (g, n, e)} in each transaction. The sorted 
weighted frequent items in the each transaction are sequentially inserted in a FP-tree 
along a path from the root to the corresponding node. If a new node is inserted in the 
path, only the support of the node is set to 1. If an existing node in the FP-tree is used, 
the support of the node is increased by one. Fig 4 presents the FP-tree and a 
corresponding header table.  

 

Fig. 4. Global FP-tree for CWFM 
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FP-tree with the contingency weight mine closed frequent itemsets by adapting 
bottom up traversal. FP-tree mines the patterns including item “e” which has the 
highest weight. First, e’s conditional database is generated by starting from e’s head 
and following e’s node-link. The conditional database for prefix “e” contains three 
transactions: {“hga:2”, “hg:1”, “gn:2”}. Item “a” and item “n” are pruned because 
item a’s support (2) and item n’s support (2) are less than a minimum support (3). A 
local conditional FP-tree with the prefix “e” are “hge:2”, “hg:1” and “gn:2”. All kinds 
of combinations of item related to the prefix “e” are “e:5”, “he:3”, “ge:5” and 
“hge:3”. The patterns “e:5” and “he:3” are pruned since the contingency weighted 
frequent pattern “ge:5” and “hge:3” are superset with same support according to 
closer property, respectively. As a result, closed contingency weighted frequent 
patterns for the prefix “e” are <ge:5>, and <hge:3>. It is shown fig 5 (a).    

 
 

      

Fig. 5. Local conditional with the prefix “e” (a) and “n” (b) 

From second the local conditional FP-tree with the prefix “n”, we can find out the 
contingency weighted frequent patterns are “hga:1” and “g:2”. We get closed 
contingency weighted frequent patterns related to “n:3” : <gn:3 >. So, it is closed 
contingency weighted pattern. Then, we can construct local conditional FP-tree from 
the FP-tree and mine closed contingency weighted frequent pattern from them 
recursively. Closed contingency weighted frequent pattern with the prefix “a” is 
<hga:3> and with the prefix “g” is <hg:4> and with the prefix “h” is empty. 

3.5 CWFM Algorithm. 

The algorithm for the CWFM is described as follows: Initially, the CWFM scans 
TDB once to find the f_list. Then, considering characteristic of dataset, analyze what 
data should be used to it and set outer-variables. This consist information tables and 
outer-variables. Secondly, a matrix is constructed weight of item in each table 
matching outer-value and det(matrix) is computed using the Gauss elimination 
method. Then, the contingency weight obtains, to adopt weight of item matching 
outer-value in standard table, value of multiplying item’s value with det(matrix). 
Thirdly, a global FP-tree is constructed from weight of f_list, in weight ascending 
order. Finally, contingency weighted frequent mining is performed.  
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CWFM Algorithm  
Input :  

D : A transaction database (TDB), 
      δ: minimum support threshold : min_sup, 
      õ: outer variables, 

￡: information tables from the national statistical office 
 
Output :  

CWFP: The complete set of closed contingency weighted frequent pattern. 
Method : 
1) Generator in D1  {1-itemsets};     //D1  support-itemset (D1); 
2) for each generator p ∈ D1 do begin 
3)    if (support(p) < δ) then delete p from D1; 
4)    else F_list  p;               //F_list: frequent item list of D1 
5) end        
6) õ[ m ]  Input outer variables  
7)   max = m;  // õ[ m ]  here, m is number of outer variable 
8)    for ( i = 1; i <= max ; i++ ) ￡[i];  //information tables create 
9)    end 
10)  for(y=1; y< number of õ; y++)   // matrix create  
11)   for(z =1; z< number of õ; z++) 
12)     for (i =1; i <= max; i++)   //for each information table  
13)       for(n =0; õ[ n ] <= max; n++)  
14)         for(row=1; row<=£[i].length; row++) 
15)          if (£1[row] = = õ[ n] ) v=row; 
16)          end if 
17)         end 
18)       end 
19)      for(n =0; õ[ n ] <= max; n++)  
20)        for(col=1; col <= £1[i].length; col++) 
21)          if (£1[col] = = õ[ n] ) w=col;  
22)                end if 
23)              end 
24)           end 
25)         matix[y][z] = £k[v][w]; 
26)     end 
27)    end  
28)   end  
29)   det (matrix)  matrix; 
30)   for each o ∈  õ [i] do begin  //calculate contingency weight 
31)     if (p = = o)  then ć= p (in standard table) * det (matrix) ;  
32)     end if 

Fig. 6. Pseudo code for the CWFM  
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33)   end 
34)   Weight (p)  ć // ćis contingency weight 
35)  Header’s weight  Sort items in contingency weight ascending order. 
36)  Call call FP-tree(f-list); 
37) Call Conditional FP-tree (FP-tree, {}, CWFM); 

Fig. 6. (continued) 

4 Experimental Results. 

4.1 Performance Comparison    

In this section, we present the performance of our CWFM algorithm by using 
contingency weights. We also compared CWFM with WFIM[8]. CWFM was written 
in Java. Experiments were performed on a 366Mhz Pentium PC with 512MB main 
memory, running on Microsoft Windows/XP. WFIM adjusts by setting weight ranges 
to reduce the number of frequent itemsets when giving weights to each item.  

The main purpose of experiments is to certain how efficiently the weighted 
frequent pattern can be found by using contingency weight. In this performance test, 
number of information tables and number of pattern are checked. Fig 6 and Fig 7 
show the results of performance evaluation based on the connect dataset which 
contain 100k to 700k transactions. This dataset is real dataset and have 43items in the 
each transaction.  

Fig 6 illustrates that performance when using and CWFM is better than using 
WFIM.  

Although the number of information tables increase, Fig 7 also show that the slope 
of CWFM is lower than that of WFIM. CWFM sees somewhat better scalability than 
WFIM.                                      

 
 

    Fig. 7.  number of patterns                      Fig. 8.  Runtime for the CWFM  
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Table 5.   The number of frequent patterns by increasing outer_variable 

min_support Num of the 
outer_variables 

Num of contingency 
weight pattern 

 
  54046(80%) 

10 3,565 
20 935 
30 203 

 
Table 5 lists the difference of number of frequent patterns by increasing the 

number of the outer-variables. It shows that the number of frequent patterns decrease 
considerably by increasing the number of outer_vatriables or information table. Of 
course, the values in the information table and the value of the contingency weight 
(CWeight) that reflects the real world. Therefore, the number of patterns may be 
different. 

5 Conclusion 

In this paper, we studied the problem of weight factor in weighted frequent pattern 
mining. In previous studies, the items are used prices as weight factor. However, the 
factors of items are various in dataset or application. We introduced information 
tables and the concept of contingency weighted pattern by using statistical and 
empirical data. CWFM focuses on closed weighted frequent pattern by considering 
special situation. To assign the weights of items in special dataset, outer-variables are 
emphasis. Hence, the contingency patterns are considerably valuable for considering 
special situations. In the forward, weighted pattern mining should be considered 
opinion of experts and the number of information table. This is to reflect substantial 
part in terms of information. The weights based information tables can be support to 
extract more accurate prediction information in the case-by-case situation and 
valuable patterns by adopting the contingency weight.  
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Abstract. Designing linear prognostic models on the base of multivariate learn-
ing set with censored dependent variable is considered in the paper. The task of 
linear regression model designing has been reformulated here as a problem of 
testing the linear separability of two sets. The convex and piecewise linear 
(CPL) criterion functions are used here both for estimation of the model para-
meters and for the feature selection task. The feature selection is aimed on neg-
lecting a possibly large amount of independent variables while improving  
resulting model quality. Particular attention is paid to modeling censored data 
used in survival analysis. Experiments with the use of the RLS method of gene 
subset selection in prognostic model selection with the censored dependent  
variable is also described in the paper. 

Keywords: linear prognostic models, censored data, high dimensional data, 
feature selection, CPL criterion function.  

1 Introduction 

Prognostic models are often created with the use the regression analysis methods [], 
[]. Regression analysis includes many techniques focused on modeling the linear rela-
tionship between dependent variable and one or more independent variables. In this 
case, the value of dependent (target) variable is predicted as the linear combination of 
some independent variables. The linear regression function is based on a finite num-
ber of unknown parameters that are estimated from the learning data set. The least 
squares method of the parameters estimation was commonly used in the earliest form 
of regression analysis []. 

The unknown parameters are estimated through minimization of the convex and 
piecewise linear (CPL) criterion functions in the presented work []. The basis ex-
change algorithms, which are similar to the linear programming, allow to find effi-
ciently the minimal value of the CPL criterion functions [].  The parameters that 
create the minimum of the CPL criterion function are used in the definition of the 
optimal prognostic models. 

The procedure of prognostic model selection usually involves the feature selection 
task. Feature selection procedures are aimed at neglecting as large as possible number 
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of such features which are irrelevant or redundant for a given problem. The resulting 
feature subset should allow to build a model on the base of available learning data sets 
that generalizes better to new (unseen) data. The aim is to achieve higher prediction 
accuracy. 

Feature selection problem is particularly challenging in the case when the number 
of objects in a given database is low in comparison to the number of features used to 
represent these objects. Such situation appears typically in the case of genetic data 
sets where the number of features can be thousands of times greater than the number 
of objects. 

Prognostic models developed in the framework of the survival analysis are impor-
tant in many biomedical applications. In particularly an evaluation new drugs or the-
rapeutic treatments is carried out in accordance with the survival analysis rules. The 
survival analysis models are designed on the basis of the so called censored data sets. 
The Cox model plays a fundamental role in the survival analysis []. 

The problems related to prognostic model selection (designing) on the basis of in-
terval-censored genetic data is discussed. Designing prognostic models in this case 
requires, inter alia, a significant reduction of dimensionality. Censored data set could 
be treated as a special case of interval data set []. The possibility of the regression 
model designing on the basis of genetic data sets with the censored dependent varia-
ble by using the convex and piecewise linear (CPL) criterion function is considered. 
Both theoretical as well as experimental results are described in the paper. 

2 Regression Learning Sets with Different Structure 

We are considering multivariate regression models based on linear (affine) transfor-
mations of n-dimensional feature vectors x[n] belonging to the feature space F[n] 
(x[n]∈ F[n]) on the points y of the line (y∈R1): 

 y(x[n]) = w[n]Tx[n] + w0 (1) 

where w[n] = [w1,…, wn]
T∈ Rn is the parameters (weight) vector and w0 is the inter-

cept coefficient (w0 ∈ R1). 
Properties of the model (1) depend on the choice of the parameters w[n] and w0. 

The weights wi and the threshold w0 are estimated on regression learning sets. In the 
case of classical regression analysis the learning sets have the below structure []: 

 C1 = {xj[n]; yj} =  {xj1,…., xjn,; yj},  where  j = 1,….., m (2) 

Each of m objects Oj is characterized in the set C1 by values xji of n independent va-
riables (features) Xi, and by the observed value yj (yj ∈ R1) of the dependent (target) 
variable Y. 

Components xji of the j-th feature vector xj[n] could be treated as the numerical re-
sults of n standardized examinations of the given object Oj (xji ∈ {0,1} or xji ∈ R1). 
Each vector xj[n] can be treated also as a point in the n-dimensional feature space 
F[n]. 
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In the case of classical regression, the parameters w[n] and θ are estimated in ac-
cordance with the last squares method in such a manner that the sum of the squared 
differences (yj - yj

^)2 between the observed target variable yj and the modeled variable 
yj

^ = w[n]Txj[n] + w0 (1) is minimal []. The optimal regression parameters w*[n] and 
w0

* (1) can be computed on the basis of the below equation []: 

 b*[n+1] = [w*[n]T,  w0
*]T =  (ZTZ)-1ZTy[m] (3) 

where the observed target vector  y[m] = [y1,…, ym]T has m components equal to the 
observed values yj (2) of the dependent variable Y. The matrix Z has m rows com-
posed of the augmented feature vectors zj[n+1] = [xj[n]T,1]T : 

 Z = [z1[n+1],…, zm[n+1]]T (4) 

In the case of the interval regression, an additional knowledge about dependent varia-
ble Y of particular objects Oj is represented by the intervals [yj

-, yj
+] (yj

- <  yj
+) instead 

of the exact values yj (2) [], []: 

 C2 = {xj[n], [yj
-, yj

+]},  where  j = 1,….., m (5) 

where yj
- is the lower bound (yj

-∈ R1) and yj
+ is the upper bound (yj

+∈ R1) of unknown 
value yj (yj

- < yj < yj
+) of the target variable Y which, which accompanies the feature 

vector  xj[n]. 

Remark 1: The classical learning set C1 (2) can be transformed into the interval learn-
ing set C2 (5) by introducing the boundary values yj

- = yj - ε and yj
+ = yj

 + ε, where ε is 
a small positive parameter (margin). 

The interval learning set C2 (5) can represent in a natural manner imprecise mea-
surements of the dependent variable Y. Let us assume for a moment, that the depen-
dent variable Y represents the survival time T and has been measured in years. In this 
case, the j-th measured value of the variable Y is equal to yj

 years. If we wish to ex-
press the j-th measured value yj in months we can use the interval [12yj, 12(yj+1)]. 

Prognostic models developed in the framework of the survival analysis are used, 
inter alia, for prognosis of the survival time T []. Let us assume, that the prognostic 
model T(x) of an unknown survival time T is linear (1):  

 T(x) = w[n]Tx[n] + w0 (6) 

Learning data sets Cs in survival analysis traditionally have the following structure [], 
[]: 

 Cs = {xj[n], tj , δj}  (j  =  1,...., m) (7) 

where tj
 is the observed survival time between the entry of the j-th patient Oj into the 

study and the end of the observation, δj is an indicator of failure of this patient 
(δj∈{0,1}): δj= 1 - means the end of observation in the event of interest (failure), δj = 
0 - means that the observation of the j-th patient Oj ended before the event. In this 
case (δj

 = 0) information about survival time tj is not complete (the right censored 
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observation). The real survival time Tj can be defined in the below manner on the 
basis of the set Cs (7): 

 (∀j  =  1,.......,m)  if  δj  = 1,  then  Tj = tj,  and (8) 
                  if  δj  = 0,  then  Tj > tj 

Definition 1: The right censoring means that an unknown survival time Tj of the of 
the j-th patient Oj is longer than the observed time tj. The left censoring means that an 
unknown survival time Tj of the j-th patient Oj is shorter than the observed time tj. 

The censored survival times Tj can be represented also by intervals (5) through in-
troducing two numbers (parameters) – the lower bound tj

- (tj
-∈ R1) and the upper 

bound tj
+ (tj

-∈ R1), where  tj
- <  tj

+. These parameters define the time interval [tj
-, tj

+] for 
an unknown survival time Tj (Tj∈ [tj

-, tj
+]). In the case of the right censoring, an un-

known survival time Tj is greater than the given (known) lower bound tj
- (Tj > tj

-). It 
can mean, that Tj ∈ [tj

-, +∞). In the case of the left censoring, an unknown survival 
time Tj is less than the given (known) upper bound tj

+ (Tj < tj
+). It can mean, that Tj 

∈ (−∞, tj
+]. In accordance with such data representation, the right censoring  means 

the replacement of the upper bound tj
+ by the positive infinity +∞. Similarly, the left 

censoring  means the replacement of the lower bound tj
- by the negative infinity −∞. 

In the context of the survival time tj
+ meaning, the more reasonable representation of 

the left censoring could be [0, tj
+] (Tj ∈ [0, tj

+]). 
Both the right censored and the left censored times Tj can be represented by using 

the interval data set C2 (5) with the below structure: 

 C4 = {xj[n], [tj
-, tj

+], δj′}    (j = 1,….., m) (9) 

where δj′ is the indicator of censoring of the survival time Tj of the patient Oj (δj′∈{-
1,0,1}): δj = -1 means the left censoring (Tj ∈ [0, tj

+]), δj = 1 means the right censoring 
(Tj∈ [tj

-,+∞)) , and δj = 0 means that Tj∈ [tj
-, tj

+], where  0 < tj
- < tj

+ < ∞. 
The below linear inequalities can b useful for the purpose of the model (6) design-

ing from the survival data set C4 (9): 

 if  δj = -1, then     w[n]Txj[n] + w0 < tj
+ (10) 

 if  δj = 1,   then    w[n]Txj[n] + w0 > tj
- (11) 

 if  δj = 0,    then     tj
- < w[n]Txj[n] + w0 < tj

+ (12) 

The term model (6) designing means here finding such parameters w[n] and w0 that 
the above linear inequalities are fulfilled in the best way possible for feature vectors 
xj[n] from the set C4 (9). 

The parameters w[n] and w0 of the regression model (6) are typically estimated 
from the data set C2 (5) by using the Expectation Maximization (EM) algorithms [4], 
[5]. There are rather troublesome procedures with serious drawbacks concerning 
among others a low efficiency, particularly in the case of high dimensional feature 
space F[n]. 
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Here we are examing the problem of prognostic models designing on the basis of 
the data  set C4 (9) by using the concept of the linear separability [1]. The linear sepa-
rability of two data sets is evaluated in the paper through the minimisation of the con-
vex and piecewise linear (CPL) criterion functions defined on these sets []. 

3 Linear Separability of Survival Learning Sets 

Let us take into considerations two data sets: the positive set G+[n] and the negative 
set G-[n] which are composed of n-dimensional feature vectors xj[n] al (xj[n]∈F[n]): 

 G+[n] = {xj[n]: j ∈ J-} and  G-[n]  = {xj[n]: j ∈ J-} (13) 

where J+ and J- are disjoined sets (J+ ∩  J- =  ∅) of indices j. 

Definition 2: The positive set G+[n] and the negative se G-[n] (13) are linearly separ-
able, if and only if there exists such a weight vector w[n] (w[n]∈Rn) and a threshold θ 
(θ ∈ R), that all the below inequalities are fulfilled: 

 (∃ w[n], θ )  (∀xj[n]∈ G+[n])    w[n]Txj[n]   >  θ (14) 
           and   (∀xj[n]∈ G-[n])     w[n]Txj[n]  <  θ 

The parameters w[n] and θ define the below hyperplane H(w[n],θ) in the feature 
space F[n] (x[n] ∈ F[n]): 

 H(w[n],θ) = {x[n]: w[n]Tx[n] = θ} (15) 

If all the inequalities (14) are fulfilled, then each feature vector xj[n] from the set 
G+[n] is situated on the positive side (w[n]Txj[n] > θ) of the hyperplane H(w[n],θ) (15) 
and each feature vector from the set G-[n] is situated on the negative side  
(w[n]Txj[n] < θ) of this hyperplane. 

The concept of linear separability is used from many years in the theory of neural 
networks and in pattern recognition methods [1]. Among others, the linear separabili-
ty has been used in the  proof of the convergence of the error-correction algorithm – 
classic learning algorithm of neural networks. The optimal linear classifiers can be 
designed through exploration of the linear separability of the data sets G+[n] and G-[n] 

(14) [9]. 
It is convenient to use the augmented feature vectors zj[n+1] = [xj[n]T,1]T and the 

augmented vector of parameters v[n+1] = [w[n]T,-θ]T in definition of  the linear sepa-
rability (14) []: 

 (∃v[n+1])  (∀xj[n] ∈ G+[n])    v[n+1]Tzj[n+1]   >  0 (16) 
         and   (∀xj[n]∈ G-[n])     v[n+1]Tzj[n+1]  <  0 

Definition 3: The sets G+[n] and G-[n] (13) are linearly separable, if and only if there 
exists such augmented vector of parameters v′[n+1], that all the below inequalities are 
fulfilled: 



 Prognostic Modeling with High Dimensional and Censored Data 183 

 

 (∃v′[n+1])  (∀xj[n] ∈ G+[n])    v′[n+1]Tzj[n+1] ≥  1 (17) 
         and    (∀xj[n] ∈ G-[n])    v′[n+1]Tzj[n+1] ≤ -1 

We can remark, that the Definition 3 of the linear separability is equivalent to the 
Definition 2. It means that if the linear inequalities (13) are fulfilled then also the 
linear inequalities (17) are fulfilled and vice versa. 

The linear separability (17) of the sets G+[n] and G-[n] (13) typically occurs in the 
case when the number n of features xi is larger than the number m of the feature vec-
tors xj[n] in these sets []. 

The linear inequalities (17) are used in the definition of the convex and piecewise 
linear (CPL) penalty and criterion functions []. Among others, designing the optimal 
linear classifiers on the basis of data sets G+[n] and G-[n] (13) can be carried out 
through the minimization of the CPL criterion functions. 

The concept of the linear separability can be enhanced also from the survival in-
equalities (11), (12) and (13). Let us introduce for this purpose two types of the aug-
mented feature vectors zj

+[n+2] and zj
-[n+2] and the augmented weight vector v[n+2] 

(v[n+2] ∈ Rn+2): 

 (∀j ∈ {1,…., m}) 
 if  (δj

  ≥ 0), then  zj
+[n+2] = [xj[n]T, 1, -tj

-]T  else  zj
+[n+2] = 0, (18) 

 and 
 if  (δj

  ≤ 0), then  zj
-[n+2] = [xj[n]T, 1, -tj

+]T  else  zj
-[n+2] = 0 

and 

 v[n+2] = [v1,…,vn+2]
T = [w[n]T, w0, β]T,  where v[n+2] ∈ Rn+2 (19) 

where β is the interval parameter (β ∈ R1). 
The inequalities (10), (11) and (12) can by represented by using the symbols 

zj
+[n+2], zj

-[n+2] and v[n+2] in the below manner: 

 (∃v[n+2])  (∀j ∈ {1,…., m}) (20) 
          (∀zj

+[n+2] ≠ 0)  v[n+2]T zj
+[n+2] > 0, and 

 (∀zj
-[n+2] ≠ 0)  v[n+2]T zj

-[n+2] <  0 

or (17) 

 (∃v′[n+2])  (∀j ∈ {1,…., m}) (21) 
          (∀zj

+[n+2] ≠ 0)  v′[n+2]T zj
+[n+2] ≥  1, and   

 (∀zj
-[n+2] ≠ 0)   v′[n+2]T zj

-[n+2] ≤ -1 

Let us introduce the positive set Z+[n+2] and the negative set Z-[n+2] which are com-
posed of such (n + 2) - dimensional vectors zj

+[n+2] (j ∈ J+) and zj
-[n+2] (j ∈ J-) 

which are different from zero (20): 

 Z+[n+2] = {zj
+[n+2]: j ∈ J+}  and  Z-[n+2] = {zj

-[n+2] ]: j ∈ J-} (22) 
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The positive set Z+[n+2] is composed of m+ augmented vectors  
zj

+[n+2] (zj
+[n+2] ≠ 0) and the negative set Z-[n+2] is composed of m- augmented 

vectors zj
-[n+2] (zj

-[n+2] ≠ 0) (18). 

Definition 4: The sets Z+[n+2] and Z-[n+2] (22) of the augmented feature vectors 
zj

+[n+2] and zj
-[n+2] are linearly separable, if and only if there exists such augmented 

vector of parameters v′[n+2], that all the inequalities (21) are fulfilled. 

The following Lemma can be proved: 

Lemma 1: All the linear inequalities (10), (11) and (12) can be fulfilled by some pa-
rameters vector v′[n+2] = [w′[n]T, θ′, β′] (19) if and only if the sets Z+[n+2] and  
Z-[n+2] (22) are linearly separable (Definition 3). 

4 Convex and Piecewise Linear (CPL) Criterion Function  
for Survival Data Sets 

The augmented feature vectors zj
+[n+2] and zj

-[n+2] (18) and the augmented weight 
vector v[n+2] (19) have been introduced in the case of the interval regression model 
[]. The positive set Z+[n+2]  and the negative set  Z-[n+2] (22) are composed of such 
(n + 2) - dimensional vectors zj

+[n+2] and zj
-[n+2] (18) which are different from zero. 

The family of linear inequalities (21) represents the concept of linear separability of 
the sets Z+[n+2] and Z-[n+2] (22). 

The below convex and piecewise-linear (CPL) penalty functions ϕj
+(v[n+2]) and 

ϕj
-(v[n+2]) are introduced for the purpose of the inequalities (10), (11) and (12) rein-

forcement: 

                 (∀zj
+[n+2] ≠ 0) 

                       1 -  v[n+2]Tzj
+[n+2]     if    v[n+2]Tzj

+[n+2]  < 1 (23) 
                ϕj

+(v[n+2]) = 
                                      0                   if    v[n+2]T zj

+[n+2] ≥ 1 

                (∀zj
-[n+2] ≠ 0) 

                        1 + v[n+2]Tzj
-[n+2]    if    v[n+2]Tzj

-[n+2]   > -1 (24) 
                ϕj

-(v[n+2])  = 
                                      0                   if    v[n+2]Tzj

-[n+2]    ≤ -1 

The perceptron criterion function Φ(v[n+2]) is defined as the weighted sum of the 
penalty functions ϕj

+(v[n+2]) (23) and ϕj
-(v[n+2]) (24) []: 

 Φ(v[n+2]) = Σ αj ϕHj
+(v[n+2]) + Σ αj ϕHj

-(v[n+2]) (25) 
                                                                         j                                               j 

where positive parameters αj (αj ≥ 0) determine an importance of the particular vec-
tors zj

+[n+2] or zj
-[n+2] (18).  
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The optimal vector v*[n+2] constitutes the minimum of the CPL criterion function 
Φ(v[n+2]) (25): 

 (∀v[n+2])  Φ(v[n+2]) ≥  Φ(v*[n+2])  = Φ* ≥ 0 (26) 

where v*[n+2] = [w*[n]T, w0
*, β*]T, and w*[n] = [w1

*,…., wn
*]T (19). 

The below theorem can be proved [9]: 

Theorem 1: The minimal value Φ* = Φ(v*[n+2]) (26) of the non-negative criterion 
function Φ(v[n+2]) (25) is equal to zero (Φ* = 0) and the sets Z+[n+2] and Z-[n+2] 
(22) are linearly separable (Definition 3) if and only if there exists such weight vector 
w′[n] and the threshold θ′, that all the inequalities (10), (11) and (12) based on the 
survival set C4 (9) are fulfilled. 

Remark 2: If the minimal value Φ* = Φ(v*[n+2]) (26) is equal to zero (Φ* = 0) in the 
point v*[n+2] = [w*[n]T, θ*, β*]T with β* > 0, then the below optimal prognostic model 
T*(x[n]) (6) fulfils all the inequalities (10), (11) and (12). 

 T*(x[n]) = (w*[n] / β*)T x[n] + w0
*/ β* (27) 

It means, that all the inequalities (10), (11) and (12) are fulfilled: 

 (∀j ∈ {1,..., m})      yj
- <  (w*[n] / β*)T xj[n] + w0

*/ β* <  yj
+ (28) 

where yj
- = tj

-  or yj
-  = −∞ and  yj

+ = tj
+  or yj

+  = +∞. 
If the minimal value Φ* (42) is greater than zero (Φ* > 0) in the point v*[n+2], then 

the optimal model (28) does not fulfil all the inequalities (10), (11) and (12). 

5 Selection of Prognostic Feature Subset with the Use of the 
RLS Method 

The CPL criterion function Φ(v[n+2]) (25) can be modified for the purpose of feature 
selection by inclusion of the feature penalty functions φi(v[n+2]) and the costs γi (γi  > 
0) related to particular features xi [11]. The penalty functions φi(v[n+1]) are defined 
by: 

 (∀i ∈ {1,…..,n})    φi(v[n+2]) = |ei[n+1]Tv[n+2]| = |wi| (29) 

The modified criterion function Ψλ(v[n+2]) is the sum of the perceptron criterion 
function Φ(v[n+2]) (25) and a regularization component []: 

 Ψλ(v[n+2])  =  Φ(v[n+2]) +  λ Σ γi φi (v[n+2]) = Φ(v[n+2]) +  λ Σ γi |wi| (30) 
                                                      i ∈{1,…,n}                                                                        i ∈{1,…,n} 

where λ (λ ≥ 0) is the cost level (λ ≥ 0). 
Standard assumption about the feature costs γi  is such that these costs are equal 

one: 
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 (∀i ∈ {1,…..,n})    γi = 1 (31) 

The modified criterion function Ψλ(v[n+2]) (30) is used in the relaxed linear separa-
bility (RLS) method of feature subset selection []. The regularization component λΣ γi 
|wi| used in the modified criterion function Ψλ(v[n+2]) (30) is similar to that used in 
the Lasso method []. The Lasso method was developed in the framework of the re-
gression analysis for the model selection purposes []. The main difference between 
the Lasso and the RLS methods is in the types of the basic criterion functions. The 
basic criterion function used in the Lasso method is the Last squares type. The basic 
criterion function Φ(v[n+2]) (25) used in the RLS method is the CPL type. This dif-
ference affects, inter alia, the computational techniques used to minimize of the crite-
rion functions. 

The criterion function Ψλ(v[n+2]) (30), similarly to the function Φ(v[n+2]) (25) is 
convex and piecewise-linear (CPL). The basis exchange algorithms allow to find 
efficiently the optimal vector of parameters (vertex) vλ

*[n+2] constituting minimum of 
the criterion function Ψλ(v[n+2]) (30) with the cost level λ []: 

 (∃vλ
*[n+2])  (∀v[n+2])  Ψλ(v[n+2]) ≥ Ψλ(vλ

*[n+2]) =  Ψλ
* (32) 

The parameters vλ
*[n+2] = [wλ

*[n]T,θ λ
*, βλ

*] T.= [wλ1
*,…, wλn

*, θ λ
*, βλ

*]T (19) define 
the optimal  prognostic model T*(x) (27). 

The below hyperplane hj
+[n+2] in the parameter space Rn+2 has been related to each 

augmented feature vector zj
+[n+2] (18) from the set H+ (22) []. Similarly, the hyper-

plane hj
-[n+2] has been related to each augmented feature vector zj

-[n+2] (18) from 
the set H- (22). 

 (∀j ∈ J+)   hj
+[n+2] = {v[n+2]:  zj

+ [n+2]Tv[n+2] =  1} 
 and (33) 
 (∀j ∈ J-)   hj

-[n+2]  = {v[n+2]:  zj
+[n+2]Tv[n+2]  = -1} 

The first n unit vectors ei[n+2] = [0,...,0,1,0,...,0]T (i = 1,...,n) without the vectors 
en+1[n+2]  = [0,…,0,1,0]T and en+1[n+2]  = [0,…,0,1]T are used in defining the hyper-
planes hi

0[n+2] in the augmented parameter space Rn+2 (19): 

 (∀i ∈ {1,…,n})   hi
0[n+2]  = {v[n+2]: ei[n+2]Tv[n+2] = 0}= {v[n+2]: vi = 0} (34) 

The hyperplanes hj
+[n+2], hj

-[n+2] and hi
0[n+2] divide the parameter space Rn+2 (19) 

in the disjoined regions Rl[n+2]. Each region Rl[n+2] is a convex polyhedron in the 
parameter space with number of vertices vk[n+2]. The CPL criterion function 
Ψλ(v[n+2]) (30) is linear inside each region Rl[n+2].  It has been shown based on the 
theory of linear programming that the minimum of the CPL criterion function 
Ψλ(v[n+2]) (30) can be found in one of vertices vk[n+2] of some region Rl[n+2] []. 
Each vertex vk[n+2] in the parameter space Rn+2 is the intersection point of at lest  
(n + 2) hyperplanes hj

+[n+2], hj
-[n+2] (34) or hi

0[n+2] (33). The below equations are 
fulfilled in each vertex vk[n+2]: 

 (∀j ∈ Jk
+)      zj

+[n+2]Tvk[n+2] = 1, and 
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 (∀j ∈ Jk
-)      zj

-[n+2]Tvk[n+2] = -1, and (35) 
 (∀i ∈ Ik

0)      ei[n+2]Tvk[n+2] =   0 

where Jk
+and Jk

- are the sets of indices j such hyperplanes hj
+[n+2], hj

-[n+2] (34) that 
pass through the vertex vk[n+2], Ik

0 is the set of indices i such hyperplanes hi
0[n+2] 

(34) that pass through the vertex vk[n+2]. 
The above equations can be given in the matrix form: 

 Bk[n+2] vk[n+2] = δk′[n+2] (36) 

where Bk[n+2] is the non-singular matrix (basis) with the rows constituted by the 
linearly independent vectors zj

+[n+2] (j ∈ Jk
+), zj

-[n+2] (j ∈ Jk
-) (18) or the unit vec-

tors ei[n+2] (i ∈ Ik
0), and δk′[n+1] is the margin vector with components equal to 1, -1 

or 0 according to (35). 

Remark 3: Such features xi which are linked to the unit vectors ei[n+2] (i ∈ Ik
0) in the 

basis Bk[n+2] (37) have the weights wi equal to zero (wi
 = 0) in the vector  

vk[n+1] = [wk[n]T,θ k, βk]
T = [w1,…, wn, θk, βk]

T. 

This Remark can be justified by the below implication (35): 

 (∀i ∈ Ik
0)   (ei[n+2] Tvk[n+2] = 0)   (wi

  =  0) (37) 

We can remark, that such features xi which have the weights wλi
* equal to zero (wλi

* = 
0) in the optimal vector vλ

*[n+2] (32) can be reduced without changing the optimal 
prognostic model T*(x) (27) due to feature vectors x[n].In consequence, the feature 
reduction rule has been based on the weights wλi

* equal to zero []: 

 (wλi
*  =  0)   (the feature xi is reduced) (38) 

The minimal value Ψλ(vλ
*[n+2]) (32) of the CPL criterion function Ψλ(v[n+2]) (30) in 

the point vλ
*[n+2] represents an equilibrium between a ″force″ of linear dependency 

(6) and features costs determined by the parameters λ and γi. The optimal vertex 
vk

*[n+2] = vλ
*[n+2] (32) is linked to the optimal basis Bk

*[n+2] by the equation (36). 
An increase of the parameter λ value in the criterion function Ψλ(v[n+2]) (30) results 
in an increase of the number of the unit vectors in the optimal basis Bk

*[n+2] (36). We 
can remark that an increase of the cost level λ value in the minimized function 
Ψλ(v[n+2]) (30) can result in an increased number of the reduced features xi (33). In 
consequence, the dimensionality of the feature F[n] can be reduced arbitrarily by a 
sufficient increase of the parameter λ in the criterion function Ψλ(v[n+2]) (30). Such 
method of feature selection has been named relaxed linear separability (RLS) [11]. A 
successive increase of the cost level λ in the minimized function Ψλ(v[n+2]) (30) 
allows to reduce a less important (redundant) features xi and to generate the descend-
ing sequence of feature subspaces Fk[nk] (nk > nk+1): 

 F[n] ⊃ F1[n1] ⊃ … ⊃ Fk[nk],  where  0 ≤ λ0 <  λ1 < …< λk (39) 

Each feature subspace Fk[nk] in the above sequence has been linked to a certain value 
λk of the cost level λ in the criterion function Ψλ(v[n+2]) (30). The sequence (39) of 
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the feature subspaces Fk[nk] can be generated in a deterministic manner on the basis 
of the learning set C4 (9) in accordance with the relaxed linear separability (RLS) 
method []. Each step Fk[nk] → Fk+1[nk+1] can be realized by a minimal increase λk → 
λk+1 =  λk + Δk (where Δk > 0) of the cost level λ in the criterion function Ψλ(v[n+2]) 
(30). 

A high value λk of the cost level λ in criterion function Ψλ(v[n+2]) (30) can make 
all vectors zj+[n+2] or zj-[n+2] (18) in the optimal basis Bk

*[n+2] (36) will be re-
placed by unit vectors ei[n+2] and wk

*[n] = 0. This would mean that all features xi are 
eliminated (38), which is not a constructive solution. A compromise solution is 
needed which allow to preserve the most important feature subset. Such postulate can 
be realized through an adequate stop criterion in the process of the feature space F[n] 
reduction (39). Such stop criterion should be based on evaluation of feature subspaces 
Fk[nk] (39) quality. 

In accordance with the relaxed  linear separability (RLS) approach to feature sub-
set selection, a quality of a given subspace Fk[nk] (39) is evaluated on the basis of the 
optimal linear classifier designed in this subspace [11]. The better optimal linear clas-
sifier means the better feature subspace Fk[nk]. 

Similar approach can be applied also for the purpose of the prognostic model T(x) 
(6) selection. The optimal linear classifier is defined in the feature subspace Fk[nk] by 
the below decision rule: 

 if  v*[nk]
T y[nk] ≥ 0, then z[nk]  is allocated to the to the set Hk

+ (40) 
 if  v*[nk]

T y[nk] < 0, then z[nk] is allocated to the to the set Hk
- 

where the optimal vector vk
*[nk] constitutes the minimum (26) of the CPL criterion 

function Φk(v[nk]) (25). The criterion function Φk(v[nk]) is defined (25) on the re-
duced feature vectors zj

+[nk] and zj
-[nk] (18) belonging to the feature subspace Fk[nk ] 

(40). The vectors zj
+[nk] and zj

-[nk] are obtained from the feature vectors zj
+[n+2] and 

zj
-[nk+2] (18) by reducing some features xi in accordance with the sequence (39).  The 

sets  Hk
+ and Hk

- contains the vectors zj
+[nk] and zj

-[nk] according to (22). 
The quality of the linear classifiers (40) can be evaluated by using the error estima-

tor (apparent error rate) ea(v
*[nk]) as the fraction of wrongly classified elements 

zj
+[nk] and zj

-[nk] (18) from the sets Hk
+
 and Hk

- (22): 

 ea(v
*[nk]) =    ma(v

*[nk]) / m (41) 

where m is the number of all elements zj
+[nk] and zj

-[nk] (18) from the sets Hk
+
 and 

Hk
- (22) and ma(v

*[nk]) is the number of such elements which are wrongly allocated 
by the rule (40). 

It is known that if the same vectors xj[nk] are used for classifier designing and clas-
sifier evaluation, then the evaluation results are too optimistic (biased) []. For the 
purpose of the bias reduction of the apparent error rate estimator ea(v

*[nk]) (41), the 
cross-validation error rate eCVE(v*[nk]) (41) is evaluated [1]. 

In accordance with the RLS method, a successive feature subspaces Fk[nk] in the 
descending sequence (39) are evaluated by using the cross-validation error rate 
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eCVE(v*[nk]) (41). It was assumed, that the optimal feature subspace Fk[nk] (39) is 
characterised by the lowest error rate eCVE(v*[nk]) (41). 

An example of another stop criterion in the feature reduction (39) can be found in 
the work [INTECH]. In this example, the feature reduction in the genetic data sets 
were carried out until the linear separability of these sets were preserved. Such ap-
proach is  particularly useful in the case of genetic data sets, when the number of ob-
jects is low in comparison to the number of features (genes) which have been used to 
characterise these objects. 

In the case of the prognostic model T(x) (6) selection, a quality of a given subspace 
Fk[nk] (39) can be evaluated also on the basis of the optimal linear prognostic model 
T*(x) (27) designed in this subspace. The better prognostic model T*(x) (27)  means 
the better feature subspace Fk[nk]. 

6 Example 1: Prognostic Model Selection on High Dimensional 
Synthetic Data Set 

The synthetic data set contained m = 1000 feature vectors xj[n], where n = 100 []. The 
vectors xj[n] were generated randomly in accordance with the multivariate normal 
distribution N(0,Σ), where the covariance matrix Σ is equal to the unit matrix  
I (Σ = I). The prognostic model y(x[n]) (1) were defined a priori as the  below linear 
combination of 10 features xi (the linear key): 

 y(x[n]) = 3x3 + 4x9 - 7x16 + 2x27 - 6x35 + 3x40 + 3x57 - 8x62 + x74 - x91 + 5 (42) 

The learning set C'1 (2) was randomly generated this way: 

 C'1[n] = {xj[n]; y(xj[n])}, where  j = 1,..., m (43) 

The set C1′[n] was replaced by the interval learning set  Cε2′[n] (5): 

 Cε2′[n]  = {xj[n], [y(xj[n]) - ε,  y(xj[n]) + ε]} (44) 

where ε (ε > 0) is the margin (Remark 1) and j = 1,..., m. 
On the basis of the interval learning set Cε2′[n] (44) the differentiated data sets 

Zε
+[n+2] and Zε

-[n+2] (22) has been created. The modified criterion function 
Ψλ(v[n+2]) (30) has been defined on the elements zεj+[n+2] of the set Hε

+[n+2] and on 
the elements zεj-[n+2] of the set Hε

-[n+2] (22), where (18): 

 zεj
+[n+2] = [xj[n]T, 1, -y(xj[n]) + ε]T, and (45) 

 zεj
-[n+2]  = [xj[n]T, 1, -y(xj[n]) - ε]T 

The parameters vελ
*[n+2] = [wελ

*[n]T,θ ελ
*, βελ

*] T = [wλ1
*,…, wλn

*, θ λ
*, βλ

*]T (19) 
define the minimal value of the criterion function Ψελ(v[n+2]) (30) with the cost level 
λ and the margin ε (ε > 0): 

 vελ
*[n+2] = argmin Ψελ(v[n+2]) (46) 
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The parameters vελ
*[n+2] define also the optimal  prognostic model Tελ

*(x[n]) (27). 
Using synthetic data set two sets of experiments were performed. In the first one 

the interval learning set Cε2′[n] (44) was generated with using different values of the 
parameter ε. Experiments were designed to check if the ε margin affect the ability of 
the algorithm to rediscover the key (42) encoded in data. The following values for ε 
were used: 0.001, 0.01, 0.1, 0.5, 1, 2, 3, 5. It appeared that only in case of the largest 
values of ε (ε = 3 and ε = 5), the key has not been rediscovered in its entirety. In other 
cases, the encoded sequence was exactly rediscovered. 

The second set of experiments was to test the impact of the presence of censored 
observations in the data set on the ability of the algorithm to find the encoded key 
(43). The simulation of censoring was achieved by rejecting a certain number of 
elements zεj+[n+2] and zεj-[n+2] (45) from the differentiated data sets Zε

+[n+2] and 
Zε

-[n+2] (22). For each pair zεj+[n+2], zεj-[n+2] (j=1,...,1000) (45) were drawn with a 
fixed probability p rejection of one of the elements of pair. If the lottery were positive, 
with a probability equal to 0.5 was rejected element zεj+[n+2] (right censoring) or  
zεj-[n+2] (left censoring). Calculations were performed using the values of probability 
p from 0.1 to 1 (step 0.1). In any case, coded key (42) was correctly rediscovered. 

The RLS method allowed to reduce 90 features xi while preserving the linear sepa-
rability of the reduced learning sets Gk

+[10] and Gk
-[10]. The linear key (42) of 10 

features xi  has been rediscovered by the RLS method [2]. 

7 Example 2: Prognostic Model Selection on the Breast Cancer 
Survival Data Set 

The Breast Cancer dataset consists of patient samples from primary invasive breast 
carcinomas. The dataset colected by van't Veer et al. [12] was comprised of 97 ob-
jects. Previously van't Veer et al. identified a 70-gene predictive signature which clas-
sified objects into good and poor prognosis groups. Subsequently, van de Vijver et al. 
[13] acquired a test set of 295 objects with clinical data on which to validate the 70-
gene predictive signature. The objects in both breast cancer datasets contains approx-
imately 25000 genes. Yeung et al. [14] filtered the dataset down to 4919 significantly 
regulated genes (at least a 2-fold difference and p-value < 0.01 in at least three ob-
jects), and we have chosen to conduct our analysis with these 4919 genes. Each object 
has a specified time value measured from start of observation until death or censoring. 
216 patients (73%) were still alive at the final follow-up visit (censoring 
observations). 

The aim of the experiment was to determine the predictive model T*(x[n]) (27) 
allowing to calculate the patient expected survival time on the base on the value of 
selected attributes. 

On the basis of 295 objects from the Breast cancer data set 374 elements zj
+[n+2] 

and zj
-[n+2] (18) were created. Then the RLS method was applied to the newly formed 

data set. 
According to the first stop criterion of the RLS method, the smallest value of cross-

validation error rate eCVE(v*[nk]) (41) 1.337% has been reached in the feature space 
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constructed from 99 features. However linear separaility of elements zj
+[n+2] and  

zj
-[n+2] (18) has been preserved even in the feature space of size 58. In this case 

cross-validation error rate eCVE(v*[nk]) (41) was equal to 15.775%. 

 

 

Fig. 1. The values of survival time calculated on the basis of the model T*(x[58]) compared 
with the values of survival time given in Breast cancer data set 

 

Fig. 2. Survival probability: K-M – estimator Kaplana-Meier’a, model II - T*(x[160]) maximal 
margin, model III - T*(x[99]) minimal CVE, model IV - T*(x[58]) second RLS stop criterion 

Figure 1 presents survival times calculated on the basis of the obtained model 
T*(x[58]) compared to survival times from the Breast cancer data set. In case of no 
censored observations, where the survival time specified in the data set is the real 
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survival time, values of time calculated from the model are very close to the values 
saved in the data set. In the case of censored observations, where the survival time saved 
in the data set is the lower limit of real survival time, values of time calculated from the 
model are in any case greater than the corresponding time values from the data set. 

8 Concluding Remarks 

The task of linear regression model designing has been reformulated here and solved 
as a problem of testing the linear separability of two sets. In result, the problem of 
linear regression model designing has been replaced by the problem of linear classifi-
er designing. Such reformulation allowed to tread in the same manner multivariate 
learning sets with different types of dependent variables. The learning sets with right, 
left or interval type censored dependent variables have been treated in the same man-
ner as the learning sets with uncensored dependent variables. 

The problem of linear classifier designing has been solved through minimization of 
the convex and piecewise linear (CPL) criterion function Ψλ(v[n+2]) (30). The basis 
exchange algorithms allow to find efficiently the optimal vector of parameters (ver-
tex) vλ

*[n+2] constituting minimum of the criterion function Ψλ(v[n+2]) (30) with the 
cost level λ []. The relaxed linear separability (RLS) method of feature subset selec-
tion has been applied to multivariate learning sets with censored dependent variables 
[]. The RLS method involved multiple minimization of the criterion function 
Ψλ(v[n+2]) (30) with different values of the cost level λ []. 

The proposed method of the linear regression models designing has been tested 
both on synthetic data set [] as well as on genetic data set with censored survival 
times []. The synthetic data set contained the linear regression model y(x[n]) (42) 
based on 10 variables xi, which was hidden in the random values of 90 other variables 
xi. The RLS method allowed to find the hidden model (42) in the set containing m = 
1000 feature vectors xj[n], with n = 100. The model y(x[n]) (42) has been found even 
in the case, where all values yj of the dependent variable y were censored. 

The experiments were carried out also on the genetic data set Brest cancer []. 
These experiments demonstrated, inter alia, that the RLS method allows to find not 
too numerous ( = )  subsets of genes xi with interesting properties, even if the number 
of genes xi. at the beginning is a huge ( = ). The found subsets of genes allowed to 
design reasonable prognostic models (Fig, ?).  
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Abstract. Semi-supervised approaches have proven to be efficient in
clustering tasks. They allow user input, thus enhancing the quality of the
clustering. However, the user intervention is generally limited to integrate
boolean constraints in form of must-link and cannot-link constraints be-
tween pairs of objects. This paper investigates the issue of satisfying
ranked constraints in performing hierarchical clustering. SHACUN is
a new introduced method for handling cases when some constraints are
more important than others and must be firstly enforced. Carried out ex-
periments on real log files used for decision-maker groupization in data
warehouse confirm the soundness of our approach.

Keywords: semi-supervised clustering, hierarchical clustering, ranking
constraints, groupization, data warehouse.

1 Introduction

Clustering techniques [10] are among the outstanding machine learning tech-
niques to discover groups and identify distinguished clusters in the considered
data. These techniques are used in several domains such as finance, stock market,
banking, etc. They work under an unsupervised mode when the class label of
each object in the data set is not known a priori. Nevertheless, provided results
by clustering techniques, in most real situations, do not always fit the expert ex-
pectations due to the unsupervised aspect of such methods. In order to overcome
this drawback, many researches have been done to integrate external knowledge
in the clustering process [5]. The external knowledge is conveyed in form of con-
straints. These constraints may be straightforwardly derived from the original
data using partially labeled data or provided by expert. Let us note that several
approaches have already dealt with the problem of semi-supervised hierarchical
clustering. Most of them integrate boolean constraints in form of must-link and
cannot-link constraints between pairs of objects [12].

However, in many real-world situations, expert may prefer the merge of partic-
ular objects before others, because sometimes there are multiple possible group-
ings. Motivated by the issue that produced clusters must be the ones required
and suffering from insufficiency of labeled data to apply classification, the main
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trust of this paper is to rank incorporated constraints according to their impor-
tance. To address the problem caused by the constraint priorities, we propose
the ranking of constraints that may be integrated in the clustering process. Two
alternatives are possible: (i) we deal with qualitative approach of constraints
ranking which aims at a relative formulation of constraints ranking, such as the
user prefers ”Constraint X ” over ”Constraint Y ”. Such a formulation is natural
for a human and results; (ii) we focus on quantitative approach of constraints
ranking. Constraints ranking is specified indirectly using scoring functions that
associate a numeric score with every constraint.

In this present study, we suppose that ranking constraints is not hard con-
straint, the ranking is not necessarily numerical and does not imply total order.
We develop the qualitative ranking of constraints that must be integrated in
the hierarchical semi-supervised clustering process. So, we suggest to define our
constraints ranking model in order to enhance clustering results.

The remainder of this paper is organized as follows : Section 2 motives our
approach through a financial example. Section 3 sketches a thorough study of
the related work to the hierarchical semi-supervised clustering. In Section 4,
we describe our constraints ranking model. Section 5 introduces our algorithm
SHACUN for clustering derivation under ranked constraints. Experimental re-
sults carried out on real financial data warehouse showing the soundness of our
approach are presented in section 6. Finally, Section 7 gives a conclusion and
future research directions.

2 Motivating Example

To motivate our contribution, we use, throughout this paper, an example of
stock exchange data warehouse that we built in order to experiment our con-
tribution. A part of the involved of stock exchange data warehouse is shown
in Figure 1. The adopted notations are similar to notations of [8]. This data
warehouse aims to analyze the stock average and assess the performance of the
stock market. Indeed, our schema contains a fact named Stock Market Specula-
tion measured through the stock exchange index analyzed according to several
dimensions (Listed company, Time, Title). Analysis on such a data warehouse
may evaluate the performance of equity market and bond markets through the
analysis of stock market index of every listed company in a particular sector,
either through the measure of sector-based stock index or through the measure
of total stock indexes in all sectors.

Such stock exchange data warehouse may orient several decision-makers such
as the portfolio managers, the investors, the private administrators and the pri-
vate investors. In fact, many listed companies are integrated in our data ware-
house that’s why huge number of analysts may query the built data warehouse.
The process of adapting the result of launched query to individual preferences of
each analyst seems an effortful task, especially if we consider an analytical his-
tory of enough dated navigation [3]. However, such analysts may share analogous
interests and have similar preferences, for example, all portfolio managers may
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compare the stock market index of their portfolio over the sector-based stock
market [2]. An innovative solution is to cluster analysts in groups.

Fig. 1. Stock market data warehouse schema

Indeed, this groupization may be performed in respect to several criteria,
namely: (i) the function exerted : we assume that analysts working in the same
position have similar preferences, (ii) the granted responsibilities to accomplish
defined goals: in fact two portfolio managers can not assume the same respon-
sibilities, (iii) the source of group identification: it is explicit when an analyst
specifies to which group he belongs otherwise this task may implicitly performed,
(iv) the dynamic identification of groups: the detected groups will be updated
or remained static.

Hence, we need to supervise the learning process through constraints specifi-
cation related to identified criteria. The applied constraints are numerous, and
may be countless, in respect of studied data warehouse context. Nevertheless,
the number of iterations, in some real problems, is greater than the number of
required constraints in clustering process. Assuming that some of constraints
are more important than others, the ranking of constraints may solve this issue.
Accordingly, enforcing ranked constraints during the clustering process, may fit
the expert expectations and improve the quality of generated results.

3 Related Work

In this section, we present the related work. Clustering aims to organize a col-
lection of data items into clusters, such that items within a cluster are more
”similar” to each other than they are to items in the other clusters [15]. The
semi-supervised versions try to improve clustering results by employing external
knowledge in the clustering process. The external knowledge is conveyed in form
of constraints. These constraints can be directly derived from the original data
(using partially labeled data) or provided by user, trying to adapt the clustering
results to his/her expectations.

In the sequel, we put the focus on hybrid semi-supervised clustering ap-
proaches, particularly those relying on complete-link strategy (see Jain and



SHACUN 197

Dubes [10]). The main idea behind the latter is the consideration of the distance
between one cluster and another cluster to be equal to the longest distance from
any member of one cluster to any member of the other cluster. First, Klein et
al. [12] used instance-level pairwise constraints (Must-link and Cannot-link) in a
semi-supervised clustering algorithm based on the complete-link algorithm. Con-
straint insertion has two phases: (i) Imposition when constraints are integrated to
pairs of examples : The algorithm changes the distance between elements accord-
ing to required constraints. If two points xi and xj have a Must-link constraint,
then their distance is set to zero. Otherwise, if they have a Cannot-link con-
straint, their distance is set to the maximum distance on the distance matrix
plus one. (ii) Propagation when the algorithm considers that if an example xk
is near an example xi and xi has a Must-link or a Cannot-link constraint with
xj , so xk is also near or far from xj . The new distance between xk and xj is
calculated through a triangle inequality. Kestler et al. use pairwise constraints
on the first level of hierarchical clustering algorithm when generating the initial
clusters [11]. Such constraints are not propagated to the posterior levels. Labeled
examples are used by Bade et al. in post-processing step [1]. The method used
to generate labeled instances Must-link constraints and Cannot-link between
pairs of objects. After a process of unsupervised clustering, these constraints are
used to determine whether to merge or split the resulting clusters. Bohm and
Plant [4] introduced HISSCLU a hierarchical, density based method for semi-
supervised clustering. Instead of deriving explicit constraints from the labeled
objects, HISSCLU expands the clusters starting at all labeled objects simulta-
neously. During the expansion, class labels are assigned to the unlabeled objects
most consistently with the cluster structure. Davidson and Ravi presented an
agglomerative hierarchical clustering using constraints and demonstrated the
enhancement in the clustering accuracy [6]. Their method stops if no more ag-
glomerations according to the cannot-links can be performed. The authors prove
that the combination of must-link and cannot-link is computationally viable in
a hierarchical clustering unlike flat clustering methods. Nogueira et al. introduce
a new active semi-supervised hierarchical clustering method [13]. This strategy
uses not only cluster-level constraints [9] where the user can indicate a pair of
clusters to be merged but also an innovative concept called confidence. When
there is lower confidence in a cluster merge the user can be queried and provide
a cluster-level constraint.

Exclusively, Klein et al. introduced the only active learning approach where
constraints are built in pairs. Restarting the clustering is performed in a non-
supervised until the merge step. Then, the user specifies whether the roots of
the next merger is supposed to be merged. Depending on the response, the
constraints are propagated.

The overview of the main related work leads to deduce that most approaches
are based on complete-link algorithm. To the best of our knowledge, as depicted
by figure 2, no method has been proposed to apply ordinal ranking of constraints
in clustering objects. However, not all required constraints are of high impor-
tance. To overcome this drawback, we introduce our new algorithm which applied
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ranked constraints in all levels of clustering process. Our major contribution is
the injection of such partial order of constraints with respect to their significance
to improve the quality of generated clusters. The main thrust of this paper is to
propose a new active method for hierarchical clustering relying on ordinal con-
straints. Indeed, given existing knowledge, we aim to access to unlabelled data,
to obtain expensive label then to find labels that are ”informative”.
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(Klein et al., 2002) x x x x
(Kestler et al., 2006) x x x x
(Bade et al., 2007) x x x x
(Bohm and Plant, 2008) x x x x
(Davidson and Ravi, 2009) x x x x x
(Nogueira et al., 2012) x x x x
(Our approach, 2012) x x x x

Fig. 2. Comparison of semi-supervised hierarchical clustering approaches

4 Constraints Ranking Model

In this section, we introduce our innovative basic concepts that will be of use in
the remainder.

4.1 Constraints

Constraints indicate a relationship between two clusters.

Definition 1. Constraint cr
Given two clusters Ci and Cj belonging to the set C of clusters, a constraint cr
is a relationship between Ci and Cj. We denote it as follows cr= (Ci,Cj).

Example 1. A typical example of cr constraint is merging the portfolio manager
X assigned to the first cluster C1 and the portfolio manager Y assigned to the
second cluster C2. Such a constraint is denoted as follows cr= (C1,C2).

4.2 Formal Semantic Of Strict Partial Order Of Constraints

A careful examination of ranking reveals that it shares a fundamental common
principle. In this familiar setting, it turns out that people express their ranking
frequently in terms like ”I consider that A is more important than B”. This kind
of ranking modeling is widely applied and intuitively understood by everybody.

Definition 2. Ranking R = (CR,>R)
Given a set CR of constraints, a ranking R is a strict partial order R = (CR,
>R), where >R ⊆ dom(CR) × dom(CR).
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Typical properties of the relation >R include:

– Irreflexivity : ∀ cr1; cr1 ≯R cr1;

– Asymmetry : ∀ cr1,cr2; cr1 >R cr2 ⇒ cr1 ≯R cr2;

– Transitivity : ∀ cr1,cr2, cr3; (cr1 >R cr2
∧

cr2 >R cr3) ⇒ cr1 >R cr3;

The relation >R is a strict partial order if it is irreflexive, asymmetric and
transitive. At this point, we do not assume any properties of >R, although in
most applications, it will be at least a strict partial order.

Example 2. Let us consider two constraints cr1 expressing the relation between
two portfolio managers assigned to two clusters C1 and C2 and cr2 expressing
relation between the first portfolio manager assigned to the first cluster C1 and
the investor assigned to the cluster C3. Those facts may be denoted as follows:
cr1= (C1,C2); and cr2= (C1,C3). Assuming that it is more important to merge
two analysts working in the same function, we infer this knowledge as follows :
cr1 >R c2.

4.3 Constraints Ranking Engineering

Complex constraints are abundant, especially in the groupization of decision-
makers. Thus, there is a high demand for a powerful and orthogonal framework
that supports the complex constraints. We present an inductive approach to-
wards constructing complex rankings. This model will be the key towards a
systematic ranking engineering.

A. Non-numerical Base Constraints
We present two fundamental non numerical base constraints, namely Lowest
and Highest constraint.

Definition 3. LOWEST(>R)
cr1 is called the LOWEST constraint, if ∀ cri ∈ CR, cri >R cr1.

Example 3. In our running example, let us cr1 be gathering analysts working
in the same sector. cr1 is the lowest constraint compared to other constraints
denoted cri, such as gathering decision-makers who explicitly choose to belong
to given group of analysts or decision-makers working at the same position or
assuming the same responsibilities.

Definition 4. HIGHEST(>R)
cr1 is called the HIGHEST constraint, if ∀ cri ∈ CR, cr1 >R cri.

Example 4. In our running example, we consider that gathering decision makers
working at the same position cr1 is the highest constraint because carried out
studies demonstrate that the function is the most discriminating criteria in the
multidimensional groupization in the data warehouse area.
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B. Complex Ranking Constraints
The true power of constraint modeling comes with the advent of complex ranking
constructors.Three complex constraints are studied: (i) equality of constraints
presented as pareto constraint ; (ii) Prioritized constraint expressing more im-
portant preference compared to others; (iii) ranking-function of constraints.

Definition 5. Pareto constraint: cr1
⊗

cr2
If cr1 and cr2 are equally important then R= > cr1

⊗
cr2.

Example 5. In our running example, we consider that cr1 is gathering the pri-
vate managers and cr2 is collecting the private investors. The constraints are
equally important and are denoted R= > cr1

⊗
cr2, because both of them are

backboned on the function groupization criteria.

Definition 6. Prioritized constraint: cr1 Θ cr2
If cr1 is more important than cr2 then R= >cr1 Θ cr2.

Example 6. In our running example, gathering the private managers cr1 is a
prioritized constraint compared to collecting responsibilities-based analysts cr2.
Thus, we express such fact as follows R= > cr1 Θ cr2.

Definition 7. Ranking Preference function R
R = (>rankF (cr1, cr2))

Example 7. In our running example, gathering the private managers denoted by
cr1 is more important than collecting source identification-based analysts cr2.
Hence, we use a ranking constraint function, denoted as follows R= (>rankF
(cr1, cr2)) to rank those constraints.

5 SHACUN Semi-supervised Hierarchical Active
ClUstering Based on raNking constraints algorithm

In this section, we describe our SHACUN Semi-supervised Hierarchical Ac-
tive ClUstering based on raNking constraints algorithm which is a new semi-
supervised clustering method based on a semi-supervised hierarchical clustering
process. Our method uses ranked constraints provided by expert along the it-
erations of agglomerative hierarchical semi-supervised clustering algorithm. In
order to measure the similarity between objects, several similarity metrics exist.
We devote the next subsection to this issue.

5.1 Similarity Metric

Several similarity measures are introduced in the hierarchical clustering to dis-
cover the closest pair of documents to merge. In our work, we learn a param-
eterized Jaccard similarity, because the Jaccard similarity is widely used for
clustering text documents, on which we focused in our experiments. The Jac-
card distance is defined as the size of the intersection of the two clusters Ci and
Cj divided by the size of the union of those clusters.
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Sim(Ci, Cj) =
|Ci

⋂
Cj |

|Ci

⋃
Cj |

(1)

In our running example, we cluster OLAP log files of analysts where all generated
queries of the each analyst are stored. Hence, we extend this measure to the
multidimensional context. Hence, the inter-OLAP log files Jaccard distance is
backboned on the MDX query structure, basically on similarity between used
facts, measures, dimension attributes, as well as slicer specification members. The
later is used in the WHERE clause and restricts the result data. Any dimension
that does not appear on an axis in the SELECT clause can be named on the
slicer. The similarity metric between two OLAP log files is given by the number
of common queries having common facts, measures, dimensions and members of
the common specification in both historical files, divided by the total number of
queries in both files, it is computed using the following formula:

Sim(Ci, Cj) =
CQueries(Ci,Cj)∑

Queries(Ci) +
∑

Queries(Cj)− CQueries(Ci,Cj)
. (2)

With CQueries(Ci,Cj)
: Number of common queries in two clusters (i.e. log files)

Ci of analyst i and Cj of analyst j,∑
Queries(Ci) : Sum of all existing queries in the cluster (i.e. log file) Ci. Let

us consider two log files of two investors assigned to two clusters C1 and C2,
the first log file includes 4847 MDX queries and the second one contains 4982
MDX queries. The common queries in the two files is roughly 2269, the similarity
between the two log files is computed using the jaccard distance adapted to the
multidimensional context.

Sim(C1, C2) =
CQueries(C1,C2)∑

Queries(C1) +
∑

Queries(C2)− CQueries(C1 ,C2)
(3)

=
2269

4847 + 4982− 2269
= 0.3.

5.2 SHACUN Process

In the following, we thoroughly discuss the phases of the SHACUN algorithm
according to the pseudo-code shown by Algorithm 1. Starting from the data set,
we propose the following phases to integrate ranked constraints in hierarchical
clustering algorithm:

1. After the initialization, the treatment related to computing the similarity
between objects is performed. The similarity matrix is output;

2. The expert ranks the constraints from highest to lowest important con-
straints, because he is the ablest to guide such clustering process;

3. The assignment consists in merging the most similar clusters in respect to
the highest important constraint;

4. The update of the similarity matrix after merging clusters is consequently
done.
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Table 1. List of used notations in the SHACUN algorithm

Notation Description
O Set of objects
>R Set of ranked constraints
C Set of generated Clusters
η Number of clusters
nc Current number of clusters
crm The most important constraint
Sim(Ci,Cj) Similarity distance between the two clusters Ci and Cj

SimMatrix Similarity matrix

Algorithm 1. SHACUN : Semi-supervised Hierarchical Active ClUstering
based on raNking constraints

Data: O, >R, η
Result: C: Set of generated Clusters

begin1

Set each object as cluster;2

nc= count(O);3

while (nc <> η) do4

foreach Ci ∈ C do5

foreach Cj ∈ C do6

Compute Sim(Ci,Cj);7

Store Sim(Ci,Cj) in SimMatrix ;8

// Function Highest outputs the most importance constraint9

crm=Highest(>R);
(Ci,Cj)=crm;10

Merge(Ci,Cj);11

nc ← nc - 1;12

end13

Return C;14

The used notations are depicted by table 1 and the pseudo-code of SHACUN is
illustrated by the algorithm 1. In fact, SHACUN , an iterative process, operates
in four successive steps. First, we consider each object as cluster, in our case
study, each object is related to OLAP log file of decision-maker (cf. line 2). The
current number of clusters is set to the number of objects. Then, we compute the
similarity matrix SimMatrix using the Jaccard distance between all generated
clusters (cf. lines 3-4). After that, we rank constraints from lowest to highest
constraint into >R. The pair of clusters that should be merged are derived us-
ing the Highest function. Indeed, this function takes as input the current ranking
of constraints R and outputs the two clusters that must be merged. Next, we
merge the two clusters related to the most important constraints (cf. line 10) and
we decrease the number of current clusters nc. Finally, we update the similarity
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matrix. This process is repeated until the number of generated clusters reaches
the number of clusters η.

6 Experimental Results

To evaluate the effectiveness and efficiency of our algorithm SHACUN , we
carried out extensive experiments. Indeed, we compare our approach with the
pioneering algorithm falling within the hierarchical semi-supervised clustering
trend. In order to assess the overall performance of SHACUN method, we carry
out experiments on machine equipped with a 3 GHz Pentium IV and 2 GB
of main memory. We report the experiments carried out on stock market data
warehouse. Indeed, all analysts log files of the data warehouse are collected. Each
log file contains approximately 5000 stored queries. An analytical study of the
various factors that effectively identify groups of decision makers in the data
warehouse leads to four criteria of groupization, namely: (i)the function exerted :
we assume that analysts working in the same position have similar preferences,
(ii) the granted responsibilities to accomplish defined goals: in fact two portfo-
lio managers can not assume the same responsibilities, (iii) the source of group
identification: it is explicit when an analyst specifies to which group he belongs
otherwise this task may be implicitly performed, (iv) the dynamic identification
of groups: the detected groups will be updated or will remain static.

Through the carried out experiments, we have a twofold aim: first, we have
to stress on the assessment of SHACUN performances for each groupization
criteria. Second, we focus on evaluating the overall performance of SHACUN
approach vs. related approach in the literature. We choose to compare our al-
gorithm to ID3 (Induction Decision Tree) [15] and Naive Bayes [7] classifica-
tion methods using Weka platform 3.6.5 edition 1. In our context of the groups
identification, three key metrics may be used to assess the performance of our
approach: (i) The True Positive rate (TP ) measures the proportion of examples
classified as class X , among all examples which truly belong to class X . It is
equivalent to the recall; (ii) The False Positive rate (FP ) measures the propor-
tion of examples classified as class X then they belong to another class, whereas
TF is related to the rate of accuracy; (iii)The receiver operating characteristic
(ROC) [14] is the relationship between the rate of TP and FP .

6.1 SHACUN Performance Assessment

According to the predefined groupization criterion, we formulate our ranked
constraints. For example, in the function context, it is more important to merge
two clusters relative to two managers than to merge a cluster of managers and
another one of investors. Such expressed constraints are conducted by the expert
and dynamically change depending on the groupization criterion.

1 http://www.cs.waikato.ac.nz/ ml/weka/
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Analysis Of The Function Criterion
First, we focus on the function criterion. The learned classes are: (i) portfolio
managers, (ii) investors, (iii) private managers and (iv) private investors. Table
2 reports the different obtained results after varying the training sets according
to the specified function. According to the ID3 technique, SHACUN engenders
a TP equal to 68% for portfolio managers, 100% for investors, 100% for private
managers and 100% for private investors.

However, with respect to Naive Bayes algorithm, SHACUN generates a
TP equal to 62% for portfolio managers, 100% for investors, 100% for private
managers and 100% for private investors. Note that the true positive rate of
portfolio investors is the greatest because such function exerted focuses on a
specific mission. Hence, the launched queries are usually repeated and are rad-
ically dissimilar from the other OLAP log files. However, each private manager
or investor analyzes in a different way the socket market data warehouse. So,
the generated log files include dissimilar queries that’s why their contents are
heterogeneous. Thus, the false positive rate is relatively high.

Table 2. True Positive vs. False Positive rate of SHACUN with respect to ID3 and
Naive Bayes algorithm for function-based groupization

Training set ID3 Naive Bayes
TP TF TP TF

Logs of portfolio managers 0.68 0 0.62 0
Logs of investors 1 0.1 1 0.01
Logs of private managers 1 0 1 0
Logs of private investors 1 0 1 0.1

Analysis of the Granted Responsibility Criterion
We distinguish three classes according to granted responsibilities : (i) Short-term
operational responsibilities, (ii) medium-term tactic responsibilities, (iii) long-
term strategic responsibilities. Table 3 reports the accuracy of responsibilities-
based groupization. In the context of operational responsibilities, the SHACUN
engenders according to ID3 classification and Naive Bayes respectively true
positive rate equal to 90% and 91%. For tactical responsibilities, the SHACUN
induces a true positive rate equal to 64% with ID3 classification and generates
a true positive rate equal to 61% with Naive Bayes classification. Regard-
ing strategic responsibilities, the SHACUN provides respectively for ID3 and
Naive Bayes algorithms true positive rate equal to 62% and 60%. From the
results given in this table, we can conclude that, generally, the greatest true pos-
itive rate is performed by analysts having similar operational responsibilities.
Indeed, decision-makers share similar preferences with respect to operational re-
sponsibilities. In fact, working on current projects, they will perform precise and
focused analysis on data warehouse. Thus, the generated log files will be more
similar in the context of accomplishing operational goals than strategic goals.
This fact may explain the decrease of TP rate depending on the passage of time.
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Table 3. True Positive vs. False Positive rate of SHACUN with respect to ID3 and
Naive Bayes algorithm for responsibilities-based groupization

Training set ID3 Naive Bayes
TP TF TP TF

Logs collected with respect to operational responsibilities 0.9 0.21 0.91 0.2
Logs collected with respect to tactical responsibilities 0.64 0.01 0.61 0.02
Logs collected with respect to strategic responsibilities 0.62 0.01 0.60 0.02

Analysis of the Source Of Group Identification Criterion
The source of group identification can be either (i) implicit without any interven-
tion of analyst, or (ii) explicitly depending on the choice of the analyst to which
group he chooses to belong. As shown by table 4, for logs explicitly collected,
according to both of ID3 and Naive Bayes algorithms, SHACUN generates
true positive measure equal respectively to 85% and 82%. While, SHACUN for
logs implicitly gathered provides a true positive metric equal to 94% for ID3 and
93.4% for Naive Bayes. We can see that the accuracy of SHACUN algorithm
decreases when we implicitly learn the identified groups. This can be explained
by the fact that it’s better to choose the analyst’s group explicitly than automat-
ically learning it, because the analyst knows his colleagues and their preferences
so he is the most skilled to select to which group belonging.

Table 4. True Positive vs. False Positive rate of SHACUN with respect to ID3 and
Naive Bayes algorithm for source-based groupization

Training set ID3 Naive Bayes
TP TF TP TF

Logs implicitly collected 0.85 0.02 0.82 0.09
Logs explicitly collected 0.94 0.15 0.934 0.1

Analysis of the Dynamicity Criterion
The discovery of the groups can be either (i) static in a fixed way, or (ii) dynamic
based on events that will raise. As reported by table 5, the SHACUN generates
respectively for ID3 and Naive Bayes true positive rate equal to 84% and 82%
for logs dynamically collected. While both algorithms produce true positive rate
equal to 100% for statically gathered logs. This can be explained by the fact
that dynamicity in groupization concerns circumstance variation and condition
changing. So that, the evolved queries will radically change and the similarity of
the log files will progressively reduce.

6.2 Overall Performance Of SHACUN Approach vs. Related
Approaches In The Literature

To assess the performance of SHACUN algorithm, we choose to compare
SHACUN vs. Klein et al.’s algorithm used in the groupization context. The
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Table 5. True Positive vs. False Positive rate of SHACUN with respect to ID3 and
Naive Bayes algorithm for dynamicity-based groupization

Training set ID3 Naive Bayes
TP TF TP TF

Logs statically collected 1 0.17 1 0.19
Logs dynamically collected 0.84 0 0.82 0
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Fig. 3. Accuracy of SHACUN vs. Klein et al.’s algorithm with respect to ID3 clas-
sification according to the (a) function-based groupization, (b) responsibilities-
based groupization, (c) Source-based of groupization, (d) dynamicity-based
groupization

rates TP and FP change in relation to each other. Whenever the TP is the high-
est, the FP is the lowest, and vice versa. Consequently, these two metrics can
be of use to plot a ROC curve (Receiver Operating Characteristic) . Figure 3
compares the ROC curve of SHACUN vs. this of Klein ’s et all. one with respect
to ID3 classification for the four groupization criteria. While figure 4 compares
the ROC curve of SHACUN vs. this of Klein et al.’s algorithm with respect to
Naive Bayes classification for the four groupization criteria.

The ROC curve assesses the accuracy of the SHACUN . Thus, we conclude
that SHACUN is more accurate than Klein et al.’s algorithm. Our experimental
results clearly showed the following interesting insights: (i) Adding ranked con-
straints can significantly reduce the number of distance calculations accordingly
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Fig. 4. Accuracy of SHACUN vs. Klein et al.’s algorithm with respect of
Naive Bayes classifier according to the (a) function-based groupization, (b)
responsibilities-based groupization, (c) Source-based of groupization, (d)
dynamicity-based groupization

a significant improvement in accuracy is achieved; (ii) SHACUN algorithm is
very beneficial for resolving the challenge on analysts groupization through en-
forcing ranked constraints.

7 Conclusion

In this paper, we proposed a new approach called SHACUN , permitting clus-
tering derivation under ranked constraints. The main particularity of our ap-
proach is the application of ordinal constraints instead of boolean constraints.
The carried out experimental results showed the effectiveness of the introduced
algorithm and highlighted that SHACUN outperforms the pioneering algorithm
in semi-supervised learning.

The preliminary obtained results offer exciting additional alternative avenues
of future work. First, it will be interesting to make our method able to handle
the uncertainty on the olap log files. Second, we are interested in extending our
approach to consider missing data in collected log files.
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Abstract. Due to its important applications in data mining, many techniques 
have been developed for outlier detection. In this paper, an efficient three-phase 
outlier detection technique. First, we modify the famous k-means algorithm for 
an efficient construction of a spanning tree which is very close to a minimum 
spanning tree of the data set. Second, the longest edges in the obtained spanning 
tree are removed to form clusters. Based on the intuition that the data points in 
small clusters may be most likely all outliers, they are selected and regarded as 
outlier candidates. Finally, density-based outlying factors, LOF, are calculated 
for potential outlier candidates and accessed to pinpoint the local outliers. Ex-
tensive experiments on real and synthetic data sets show that the proposed ap-
proach can efficiently identify global as well as local outliers for large-scale  
datasets with respect to the state-of-the-art methods. 

Keywords: distance-based outlier detection, density-based outlier detection, 
clustering-based outlier detection, minimum spanning tree-based clustering.  

1 Introduction 

Human species cannot survive without the ability to discover anomalous patterns in 
observed data that do not conform to the expected normal behavior. In statistics, the 
anomalous patterns are often referred to as outliers. In a classic definition, “an outlier 
is an observation that deviates so much from other observations that it aroused suspi-
cions that it is generated by a different mechanism” [1]. Due to its important applica-
tions, outlier detection has found immense use in a wide variety of practical domains, 
such as intrusion detection for cyber-security [2,3], fraud detection for credit cards, 
insurance and tax [4], early detection of disease outbreaks in the medical field [5], 
fault detection in sensor networks for monitoring health, traffic, machine status, 
weather, pollution, surveillance [6], and so on [7,8]. 

As a result, the task of finding outliers in a data set has long been an area of active 
research, and different outlier detection techniques, such as distribution-based, depth-
based, distance-based, density-based and clustering-based approaches, have been 
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developed and no techniques are completely satisfactory for all the situations. Origi-
nating from statistics, distribution-based methods study the outlier detection problem 
in the context of a given distributional model [9,10,11], which is usually not known a 
priori for modern large databases. As a result, they have limited usefulness. Stemming 
from Computational Geometry, depth-based methods organize the observations into 
layers through the computation of k-dimensional convex hulls, believing that the shal-
low layers are more likely to contain outliers than deep ones. But these methods are 
very computationally expensive for more than a few dimensions [12]. Distance-based 
methods and density-based methods actually address the detection problems of two 
different notions of outliers: more globally-oriented outliers (the former) and more 
locally-oriented outliers (the latter), and that clustering-based approaches obtain out-
liers as the by-products of clustering, that is, outliers are the data items that reside in 
the smallest clusters. Other types of outlier detection algorithms have also been de-
veloped to look into the problem from different aspects [13,14,15]. However, they are 
beyond the scope of this study and will not be discussed further here. 

In this paper, we propose an in-memory fast outlier detection method which inte-
grates an efficient minimum spanning tree (MST) based clustering algorithm [16] 
with outlier concepts [10] for modern large high-dimensional datasets. Basically, our 
CPU efficient MST-inspired outlier detection algorithm has three phases. In the first 
phase, a spanning tree very close to an MST is constructed. In the second phase, the 
longest edges in the spanning tree are identified and removed to form clusters as the 
standard MST-based clustering algorithms do, and the data points in those small clus-
ters are selected as outlier candidates. In the third phase, the algorithm assigns an 
LOF to a small number of outlier candidates discovered in the second phase so as to 
utilize the density-based outlier detection technique to selectively mine the local out-
liers. Our contributions include: 

• Extensive experimental evaluation on both synthetic and real datasets demonstrates 
the meaningfulness of our approach as a very efficient way for the detection of 
global and local outliers. 

• The proposed method combines the advantages of distanced-based, density-based 
and clustering-based outlier detection techniques to give a better intuition to view 
such techniques. 

• Compared to the state-of-art distance-based algorithms which need some parame-
ters to be provided by the user, the proposed outlier detection methods overcomes 
this limitation, thus proving to be an effective solution in real applications where a 
completely unsupervised method is desirable. 

• As far as local outliers are concerned, LOF is computationally expensive. Howev-
er, our algorithm checks distance ranking and only calculates LOF when distances 
are distributed evenly, that is, when there is not very much density differences. By 
this way, only a relatively small computation is sufficient for preserving the good 
quality of the detection results. 

The rest of the paper is organized as follows. In Section 2, we review some existing 
work on distance-based, density-based and clustering-based outlier detection  
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algorithms. We next present our proposed approach in Section 3. In Section 4, an 
empirical study is conducted to evaluate the performance of our algorithm with re-
spect to some state-of-the-art outlier detection algorithms. Finally, conclusions are 
made and future work is indicated in Section 5. 

2 Related Work 

There are three parts of the unsupervised outlier detection literature that are related to 
our study: distance-based outlier detection, density-based outlier detection and clus-
tering-based outlier detection. 

2.1 Distance-Based Outlier Detection 

Proposed by Knorr and Ng, distance-based outlier detection methods provide a good 
way to detect outliers residing in relatively sparse regions. Given a distance measure 
on a feature space, the notion of outliers studied by Knorr and Ng is defined as: “An 
object O in a dataset T is a distance-based outlier, denoted by DB(p, D)-outlier, if at 
least a fraction p of the objects in T lies greater than distance D from O, where the 
term DB(p, D)-outlier is a shorthand notation for a Distance-Based outlier (detected 
using parameters p and D)” [11]. Beginning with this work, various versions of dis-
tance-based outlier definition have been developed. Three popular ones are: 

1. Given a real number d and an integer p, a data item is an outlier if there are fewer 
than p other data items within distance d [11,12]. 

2. Given two integers, n and k, outliers are the data items whose distance to their k-th 
nearest neighbor is among top n largest ones [17]. 

3. Given two integers, n and k, outliers are the data items whose average distance to 
their k nearest neighbors is among top n largest ones [18,19]. 

The first definition does not give a ranking but requires the specification of a distance 
parameter d, which may involve trial and error to guess an appropriate value [17]. 
Eliminating this requirement, the second definition only considers the distance to the 
k-th nearest neighbor and ignores information about closer points. The last definition 
accounts for the distances to k nearest neighbors and, thus, is slower to calculate than 
the first two.  

In [11], three approaches were proposed for DB(p, D)-outliers: a O(dN2) block-
oriented nested loop algorithm, a O(NlogN) index-based algorithm for low dimen-
sions [10] and cell-based algorithm (with a time complexity increasing exponentially 
with the dimensionality). However, these algorithms can be used to detect outliers 
efficiently only for low dimensional data sets. Theoretically, if a (reasonably tight) 
cutoff threshold can be determined efficiently, for most normal data, a partial search 
through the database is enough to determine it is not an outlier. Only for data objects 
that are potential outlier candidates can a full scan through the database be necessary. 
Based on this idea, distance-based outlier detection algorithms proposed thereafter 
(ORCA method [20], RBRP method [21], DHCA-based methods [22,23]) have been 
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focusing on determining the cutoff threshold efficiently and reducing the partial 
search sufficiently, by randomizing data and/or using some data structures. 

2.2 Density-Based Outlier Detection 

Distance-based outlier detection techniques work well for detecting global outliers in 
simply-structured data sets that contain one or more clusters with similar density. 
However, for many real world data sets which have complex structures in the sense 
that different portions of a database can exhibit very different characteristics, they 
might not be able to find all interesting outliers. A classic two-dimensional illustration 
to show this deficiency is shown in Fig. 1. 

 

Fig. 1. Two clusters with different densities 

This data set contains a dense cluster, C1, a sparse cluster, C2, and three outstand-
ing objects. Obviously, the two well separated objects o1 and o2 are outliers no matter 
whether we look from a global or local point of view. However, according to any 
distance-based outlier definitions, object o3 can not be detected as an outlier, without 
all the objects in cluster C2 being detected as outliers, though, from a more local point 
of view, it should be detected as an outlier. To deal with this situation, Breunig et al. 
pioneered the density-based outlier detection research by assigning to each object a 
degree of being an outlier, called the Local Outlier Factor (LOF), for judging the out-
lyingness of every object in the data set based on ratios between the local density 
around an object and the local density around its neighboring objects [10]. 

The LOF method works by first calculating the LOF for each object in the data set. 
Next, all the objects are ranked according to their LOF values. Finally, objects with 
top-n largest LOF values are marked as outliers. Calculating an exact LOF for each 
data object can be computationally expensive. To solve this problem, Jin et al. pro-
posed to use the concept of micro-clusters to efficiently mine top-n LOF-based out-
liers in large databases [24]. As a further extension, the algorithm presented in [25] 
uses the reverse nearest neighbors additionally and considers a symmetric relationship 
between both values as a measure of outlyingness. Several other extensions and re-
finements have been proposed, including a Connectivity-based Outlier Factor (COF) 
[26], Local Outlier Integral (LOCI) [9], and a Spatial Local Outlier Measure (SLOM) 
[27]. The main difference between LOF and LOCI is that the former uses k nearest 
neighbors while the latter uses ε-neighborhoods. 
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2.3 Clustering-Based Outlier Detection 

A problem associated with distance-based as well as density based outlier detection 
algorithms is their strong sensitiveness to the setting of some parameters. This can be 
illustrated by a 2-dimensional data set shown in Fig. 2. For distance-based outlier 
detection techniques, if k = 6 nearest neighbors are considered, all the points in cluster 
C3 will not be detected as outliers, while if k = 7, all the data points in cluster C3 are 
regarded as outliers. Similar problems exist for density-based outlier detection tech-
niques. The situation could be worse for the detection of outliers in high-dimensional 
feature space since data points cannot be visualized there. 

 

Fig. 2. Sample clusters in a 2-D data set 

This is where clustering algorithms can be of some help. Being a very important 
data mining tool, the main concern of clustering algorithms is to find clusters by op-
timizing some criterion, such as minimizing the intra-cluster distance and maximizing 
the inter-cluster distance. As a by-product, data items in small groups can often be 
regarded as outliers (noise) that should be removed to make clustering more reliable. 
Classic clustering algorithms, such as k-means algorithm or PAM, rely on grouping 
the data points around some “centers” and do not work well when the boundaries of 
the clusters are irregular. As an alternate, graph theory based methods, typified by the 
MST-based clustering algorithms, can find clusters with irregular boundaries. 

A minimum spanning tree is a connected weighted graph with no closed paths that 
contains every point in the data set and has the minimal total weight. If a weight de-
noting a distance between two end points is assigned to each edge, any edge in an 
MST will be the shortest distance between two subtrees that are connected by that 
edge. This fact is referred to as the cut property of MSTs. Therefore, removing the 
longest edges corresponds to choosing the breaks to form clusters. Based on this find-
ing and initially proposed by Zahn [28], MST-based clustering algorithms have so far 
been extensively studied [17]. Regarding data points in smallest clusters formed by 
cutting the longest edges in an MST may likely be outliers, several MST-based outlier 
detection techniques have been proposed [29,30,31]. But these MST-based clustering 
algorithms are very computationally expensive (from O(NlogN) to O(N2)). 

Recently, an MST-based clustering algorithm with a near linear performance has 
been developed [16], and can be modified to suit for our purpose. Basically, their 
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CPU efficient MST-based clustering algorithm has three phases. First, a simple span-
ning tree is constructed. Secondly, in order to quickly identify the longest edges, a 
modification of the classic K-means algorithm, called divisive hierarchical clustering 
algorithm (DHCA), is used to generate a spanning tree very close to a true minimum 
spanning tree. Finally, the cut and the cycle property of the minimum spanning trees 
are used to perform the clustering. The main advantage of the algorithm is its compu-
tation efficiency.  

For a given data set, DHCA starts with K randomly selected centers, and assigns 
each point to its closest center, creating K partitions. Then, for each of these K parti-
tions, it recursively selects K random centers and continues the clustering process 
within each partition to form at most K n partitions for the nth stage. In our implemen-
tation, the procedure continues until the number of elements in a partition is below K 
+ 2, at which time, the distance of each data item to other data items in that partition 
can be updated with a smaller value via a brute-force nearest neighbor search. Such a 
strategy ensures that points that are close to each other in space are likely to be collo-
cated in the same partition. A detailed demonstration and proof of the effectiveness of 
DHCA on k-nearest neighbors search has been given in [16]. 

3 An Improved MST-Based Outlier Detection Algorithm 

According to the cut property, MST-based clustering algorithms can be very useful in 
detecting small clusters that can be selected and regarded as outliers. For example, 
after removing the first three longest edges of an MST constructed for the data set 
shown in Fig. 1, four clusters result and global outliers such as o1 and o2 can be im-
mediately recognized as small clusters. Even for local outlier o3, after clustering, it 
can be detected as a global outlier from the viewpoint of cluster C1. However, most 
MST-based clustering algorithms require a complete MST be constructed in the first 
step. For modern databases typically consisting of millions of high dimensional data 
items, this can be very computationally expensive. Motivated by the approach pre-
sented in [17], in this section, we describe a new scheme to facilitate efficient MST-
based outlier detection for modern large databases, which is based on the observation 
that, for some MST-based clustering approaches, if we can find the longest edges in 
an MST very quickly, there is no need to compute the exact distance values associated 
with the shortest ones. Therefore, for cases where the number of the longest edges 
that separate the clusters (including the noisy ones) can be much fewer than the num-
ber of the shorter ones (e.g., several dense clusters and a small number of outlier 
groups), MST-based outlier detection can be more efficient if the longest edges can be 
identified quickly before most of the shorter ones are found, which allows us to re-
duce the number of distance computations to a value smaller than O(N2). 

3.1 A Simple Idea 

Based on the spanning tree (which is very close to a true MST) constructed following 
the first two stages of the approach presented in [16] (i.e., sequential initialization and 
DHCA updates), we then search for the edge that has the largest value, called the 
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potential longest edge candidate, and cut it to form two partitions. If the number of 
data items in one partition is no more than p, we check whether there exists another 
edge with a smaller weight crossing the two partitions connected now by this potential 
longest edge candidate. This can be done by no more than p(N-p) number of distance 
computations. If the result shows that there exists no such edge, we declare these data 
items to be outliers. Otherwise, we record the update (i.e., replace the potential long-
est edge candidate with the edge of a smaller weight crossing the two partitions) and 
start another search for the longest edge candidate in the MST. The point is that the 
current potential longest edge candidate is the longest edge in the tree so far that con-
nects the only partition with no more than p data items to one of the partitions with 
more than p data items and provides an upper bound to the distance between the two 
partitions now connected by it. Since the number of outliers is expected to be relative-
ly small, the number of distance computations consumed is expected to be relatively 
small as well The working idea behind our efficient MST-based outlier detection 
algorithm is that some of the longest edges do not correspond to any cluster separa-
tions or breaks but are associated with the outliers. 

3.2 Detecting Local Outliers 

As mentioned previously, data sets under consideration may have complex structures 
in the sense that different portions of a database can exhibit very different density 
characteristics. For these cases, the measure of outlyingness only on simple distances 
between data points is not sufficient. As a further improvement, we take a step further 
by calculating LOF for each outlier candidate until the desired number of outliers are 
discovered. The LOF computation for every data point can be expensive. Fortunately, 
many indexing structures proposed in recent years for higher dimensional feature 
space can be utilized [32]. We are particularly interested in one called iDistance [39], 
which consists of three steps. First, the data are clustered into a set of partitions. 
Second, a reference point is identified for each partition. Finally, all data points are 
represented into a single dimensional space by indexing them based on the distance 
from the nearest reference point. In our approach, we choose the origin as the refer-
ence point. When the database is read in, the distance of each data item to the refer-
ence point is calculated. Next, the data items are sorted according to their distances. 
To be used as a search structure, given a data point, the search starts from its position 
in the sorted distances and proceeds bi-directionally along the radius axis until the kth 
nearest neighbor is found. Thus, the use of the search structure can reduce the O(N) 
time full search to a faster partial search. It is easy to see that the search structure can 
be constructed by any one dimensional sorting algorithm. 

3.3 Our MST-Clustering Based Outlier Detection Algorithm 

Our MST-based outlier detection algorithm can be summarized in the following: 

1. initialize a spanning tree sequentially, that is, each data item can be assigned the 
distance between itself and its immediate predecessor. 
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4. refine the spanning tree by running DHCA multiple times until the percentage dif-
ference between two consecutive tree weights is below a threshold, say 0.001. 

5. identify the potential longest edge candidate and remove it to form new clusters in 
a recursive fashion until the number of data items in the smallest cluster is below a 
predefined size of the largest outlier cluster (denoted by p here). 

6. for each data item in the smallest cluster, calculate its distance to every other data 
item that is not in its cluster, which is N-p number of distance computations. 

7. if no edges with a smaller weight crossing the smallest cluster to the rest of data set 
exist, we declare these data items to be outlier candidates, otherwise we update 
each data point to its nearest neighbor in the rest of data set. 

8. calculate a LOF for each outlier candidates and rank the LOF scores. 
9. if a required number of outliers are found, stop, otherwise, start another round of 

search, i.e., go to 3 

To summarize, the numerical parameters the algorithm needs from the user include 
the data set, the loosely estimated numbers of outliers, the input K to DHCA, and the 
number of nearest neighbors, k, for LOF calculation, while the outputs will be the 
ranked outliers. From the algorithm description, we expect the time spent on the first 
phase (including the sequential initialization and the DHCA updates) to scale as 
O(fNlogN), where f denotes the number of DHCAs constructed. The second phase 
partitions the obtained approximate minimum spanning tree to locate the potential 
outliers. Since the number of desired outliers is much smaller than the data set size N, 
we expect the second phase to scale as O(Ne), where e denotes the number of data 
points checked. We expect the third phase to scale as O(ek2logN) , where k denotes 
the number of nearest neighbors predefined to calculate LOF. Therefore, the average 
time complexity of our algorithm is O(fNlogN + Ne + ek2logN), though the worst case 
could still be O(N2). 

4 A Performance Study 

In this section, we present the results of an experimental study performed to evaluate 
our MST-clustering based outlier detection algorithm. First, we select four 2-
dimensional outlier detection problems and compare the performance of our proposed 
algorithm to that of the MST-based clustering method, the ORCA method and the 
LOF method. For this comparison, we would like to show that our MST-inspired 
clustering-based algorithm can outperform the classic outlier detection algorithms in 
both the execution time and the classification accuracy. We also study the behavior of 
the proposed algorithm with various parameters and under different workloads. Final-
ly, we evaluate our algorithm on several real higher dimensional large data sets with 
no assumptions made on the data distribution and compare it with three state-of-the-
art outlier detection algorithms to check the technical soundness of this study. All the 
data sets are briefly summarized in Table 1.  

We implemented all the algorithms in C++ and performed all the experiments on a 
computer with Intel Core 2 Duo Processor E6550 2.33GHz CPU and 2GB RAM. The 
operating system running on this computer is Ubuntu Linux. We use the timer utilities 
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defined in the C standard library to report the CPU time. In our evaluation, we use the 
total execution time in seconds and the accuracy of the detected outliers as the per-
formance metric. Each result we show was obtained as the average value over 10 runs 
of the program for each data set. In all the experiments, the total execution time ac-
count for all three phases of our MST-inspired outlier detection algorithm. The results 
show the superiority of our MST-inspired algorithm over the other algorithms. 

Table 1. Descriptions of all data sets 

Data Name Data Size Dimension # of outliers 
RT(s) of 

MST 

RT(s) of 

LOF 

Data11 10,180 2 28 23 N/A 

Data12 20,360 2 56 88 N/A 

Data13 30,540 2 84 198 N/A 

Data21 11,550 2 30 28 N/A 

Data22 23,100 2 60 114 N/A 

Data23 34,650 2 90 253 N/A 

Data31 16,165 2 34 N/A 89 

Data32 32,330 2 68 N/A 360 

Data33 48,495 2 102 N/A 798 

Data41 20,066 2 36 N/A 137 

Data42 40,132 2 72 N/A 546 

Data43 60,198 2 108 N/A 1215 

Corel 68,040 32 N/A 4,771 13,947 

IPUMS 88,443 61 N/A 14,992 43,032 

ourData 65,798 10041 N/A 31,610 51,938 

Covertype 581,012 55 N/A 602,911 N/A 

4.1 Performance of Our Algorithm on Synthetic Data 

In this subsection, we investigate the relative performance of our proposed algorithm 
on four outlier detection tasks shown in Fig. 3. Data11 contains two clusters and 28 
global outliers. Data21 contains two curving irregularly shaped bands, and 30 global 
outliers. To clearly demonstrate the advantage of our algorithm over classic distance-
based outlier detection algorithms on large data sets, we make the following assump-
tions for these two tasks: the densities of the clusters are similar. Data31 contains two 



218 X. Wang, X.L. Wang, and D.M. Wilkes 

 

clusters of different densities, with 219 data points in the lower-density cluster, and 
some local outliers. Data41 contains two clusters of different densities as well, with 
1581 data points in the lower-density cluster, and some local outliers. To test the run-
ning time (RT) scalability of our algorithm with the size of the data sets, we double 
and then triple these data sets to form their 4-cluster versions (Data12, Data22, Da-
ta32 and Data42) and 6-cluster versions (Data13, Data23, Data43 and Data33),  
respectively. 

 

Fig. 3. (a) Data11 and Data21, (b) Data31 and Data41, (c) two snapshots of local outliers 

We first study the effect of K, the input to the DHCA, and the impact of the dimen-
sionality on the performance of our algorithm. Setting the largest number of data 
points in an outlying group to be 10, we varied K from 3 to 30 for Data13 and Data23.  

 

Fig. 4. Impacts of (left) K to DHCA (right) dimensionality on our algorithm 
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From the graphs on the left side of Fig. 4, we can see the impact of input to DHCA, 
K, on the efficiency of our algorithm. Overall, when K is small, the overhead of con-
structing the DHCA dominates. For large K, more distance computations to the parti-
tion centers are involved and the increases in the distance computations eventually 
dominate. Since the number of clusters and the longest edges are relatively small 
compared to the number of data points in the data sets, most nearest neighbor dis-
tances obtained using DHCA are much smaller than the longest ones and, therefore, 
our algorithm has a better scalability to the data size than the other algorithms. To see 
the impact of the dimensionality of data on our algorithm, we increase the data di-
mensionality by appending each data point to itself to result in a similarly distributed 
data set of a higher dimension. The results in terms of the running time (RT) on the 
first two data sets with extended dimensionality are shown on the left of Fig. 4. The 
runs were done to mine the outliers for K = 5 and the largest number of data points in 
an outlying group being set to be 10. It can be seen that all the running time increases 
with the size of the dimensionality in a linear fashion. 

 

Fig. 5. Run time performance of our algorithm vs. (left) MST & ORCA (right) LOF 

We next investigate the relative performance of our algorithm with respect to the 
classic MST- clustering based algorithm and the ORCA algorithm with/without the 
number of outliers given on Data11 through Data23. This set of experiments is run 
with K for the DHCA being set to be 5 and the largest number of data points in an 
outlying group being set to be 10. If the number of outliers is not given beforehand, 
our algorithm stops when the performance levels off, i.e., when there appears a big 
jump (between the (n-1)th and the nth longest edges in this experiment) as measured by 
above 50% of the (n-1)th longest edge. This is a direct result of our assumptions made 
upon the data distribution. The running time results are presented on the left of Fig. 5. 
We then investigate the relative performance of our proposed algorithm with respect 
to the LOF algorithm on Data31 through Data43 when some local outliers also exist. 
The running time performance is shown on the right of Fig. 5. 

In both graphs, the top lines represent the running time of the Prim’s MST algo-
rithm and that of the LOF algorithm, respectively, and, clearly, they increase with the 
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data set sizes in a quadratic form. The expected execution time to find the small num-
ber of outliers given an NlogN time algorithm and a linear time algorithm are extrapo-
lated from the running time consumed by the Prim's algorithm and the LOF method, 
respectively. From the left figure, it can be seen that our algorithm outperforms the 
Prim's algorithm by an order of magnitude in running time and exhibits near linear 
scalability with the data sizes with 100% correct detection rate. From the right figure, 
it can be seen that our algorithm outperforms the LOF algorithm by a factor between 
3.0 and 4.0 with 100% correct detection rate.  

4.2 Performance of Our Algorithm on Real Data 

In this subsection, we investigate the relative performance of our proposed algorithm 
on four real data sets. This set of experiments is run to mine top 100 outliers. First, we 
show the impact of the input K to DHCA on the run time performance. Setting the 
largest number of data points in an outlying group to be 30, we varied K from 3 to 30. 
The results are shown on the left side of Fig. 6 and agree with our observation for the 
synthesis data sets.  

 

Fig. 6. (left) Impacts of K to DHCA (right) run time performance of our algorithm vs. ORCA 

Setting the input value of K for the DHCA to be 5, we varied the largest number of 
data points in an outlying group from 10 to 30 to test the run time performance of our 
algorithm against the ORCA method. From the results shown on the right of Fig. 6, 
we can see our algorithm outperforms the ORCA method in all group sizes (or k, the 
number of nearest neighbors). Also we observe that the running time of our algorithm 
on ourData actually decreases with the increase of the outlying group size. This is 
intuitive because, when the outlying group size is set small, groups with a little larger 
size will be regarded as non-outlying groups, showing the advantage of clustering 
based outlier detection technique. 

The run time performance of our algorithm vs. the MST-clustering based algorithm 
for the largest group size (i.e., 30) is summarized in Table 2, together with the 
O(NlogN) (base natural) run time, which is extrapolated from the running time  
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consumed by the MST-clustering based method. From the table, we can see that our 
algorithm outperforms MST by an order of magnitude (with 100% correct detection 
rate) but is near the O(NlogN) running time performance. 

Then we investigate the relative performance of our proposed algorithm with re-
spect to the LOF method on the first three real data sets. This set of experiments is run 
to mine top 100 outliers with the largest number of data points in an outlying group 
being set to 30. The results are shown in Table 3. From the table it can be seen that 
our algorithm outperforms the LOF method and has better performance when the 
dimensionality of the data set increases. In other words, the distance computation 
eventually dominates our algorithm for higher and higher dimensional data sets. 

Table 2. Run time performance of OURS vs. MST 

Data Name MST/OURS NlnN/OURS 

Corel histogram 9.6 0.59 

IPUMS 54.9 2.15 

OURS 44.1 1.29 

Covertype 193.4 1.66 

Table 3. Run time performance of OURS vs. LOF 

Data Name LOF/OURS Dimensionality Data Size 

Corel histogram 1.6 32 68,040 

IPUMS 3.2 61 88,443 

ourData 5.1 90 65,798 

 
Finally, the agreement of number of outliers detected using the MST-clustering 

based method, the ORCA method, the LOF method and our method are summarized 
in Table 4. 

Table 4. Agreement of the number of outliers between different methods 

Data Name MST/OURS ORCA/OURS LOF/OURS 

Corel histogram 100% 53% 73% 

IPUMS 100% 59% 70% 

OURS 100% 71% 65% 

5 Conclusion 

As a graph partition technique, MST-based clustering algorithms are of growing im-
portance in detecting outlier clusters. A central problem in such applications in large 
high-dimensional data mining is usually its O(N2) time complexity. In this paper, we 
have presented a new MST-inspired outlier detection algorithm for large data sets by 
utilizing a divisive hierarchical clustering algorithm which makes the implementation 
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of the clustering-based outlier detection more efficiently. Additionally, our algorithm 
can be combined with density-based outlier concept to mine local outliers. 

We conducted an extensive experimental study to evaluate our algorithm against 
the state-of-the-art outlier detection algorithms. Our experimental results show that 
our proposed MST-inspired clustering-based outlier detection algorithm is very effec-
tive and works reasonable well on all the data sets presented. However, the issue still 
remains that our algorithm, the ORCA method and the LOF method are based on 
different outlier definitions. From our observation, there exist some agreements as 
well as differences on the retrieved top outliers between these definitions. Since there 
often exist some structures in the data sets, the terminating condition of our algorithm 
should be further studied to unify all the outlier definitions. 
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Abstract. Due to the explosive growth of data in every aspect of our
life, data mining algorithms often suffer from scalability issues. One ef-
fective way to tackle this problem is to employ sampling techniques. This
paper introduces, ML-DS, a novel deterministic sampling algorithm for
mining association rules in large datasets. Unlike most algorithms in the
literature that use randomness in sampling, our algorithm is fully de-
terministic. The process of sampling proceeds in stages. The size of the
sample data in any stage is half that of the previous stage. In any given
stage, the data is partitioned into disjoint groups of equal size. Some
distance measure is used to determine the importance of each group in
identifying accurate association rules. The groups are then sorted based
on this measure. Only the best 50% of the groups move to the next
stage. We perform as many stages of sampling as needed to produce a
sample of a desired target size. The resultant sample is then employed
to identify association rules. Empirical results show that our approach
outperforms simple randomized sampling in accuracy and is competitive
in comparison with the state-of-the-art sampling algorithms in terms of
both time and accuracy.

1 Introduction

Data mining is the process of discovering patterns from large data sets. Mining
algorithms often require multiple passes over the full dataset which can be a
performance challenge due to the ever-increasing volume of data. One way to
tackle this scalability issue is to use only a sample of the data. However, sampling
produces only approximate results. There is usually a trade-off between sampling
ratio and the desired accuracy. Naturally, the larger the sampling ratio, the
higher will be the accuracy.

Agrawal, et al. [2] proposed association rules mining for market basket data
patterns. Association rules identify correlations among a set of items found in
transactions. The input to the association rules mining problem is a set of trans-
actions where each transaction is a set of items. A set of items is also referred to
as an item-set. A k-item-set is an item-set of size k. There are two measures pro-
posed in [2] that quantify the significance of an association rule, namely, support
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and confidence ratio. An association rule is an implication x ⇒ y where x and y
are item-sets in a dataset. The support of the rule is the ratio of the number of
transactions containing both x and y to the total number of transactions. The
confidence of the rule is the ratio of the number of transactions that contain y to
the number of transactions containing x. The mining of association rules from
a set of transactions is the process of identifying all rules having a pre-specified
minimum support and confidence. This involves several phases in processing
transactions. A k-item-set is said to be frequent if the ratio of the number of
transactions containing all the items of the k-item-set to the total number of
transactions is greater than or equal to the user specified minimum support.
The most time consuming part of rules mining is that of identifying all the fre-
quent k-item-sets for all possible values of k. For this reason, papers published in
the literature typically concentrate only on the problem of identifying frequent
item-sets. Algorithms for finding frequent item-sets typically require multiple
passes over the entire dataset. For example, the Apriori algorithm makes one
pass through the data for each value of k [2].

Sampling can potentially make mining huge datasets feasible. Moreover, sam-
pling algorithms may facilitate interactive mining [7]. When the goal is to obtain
one or more interesting association rules as quickly as possible, a user might first
mine a very small sample. If the results are unsatisfactory, the sample size can
be iteratively increased until interesting rules are found. However, sampling may
suffer from a couple of shortcomings. First is the presence of missed item-sets
which are frequent in the entire dataset but infrequent in the sample. Second,
there could be false item-sets which are infrequent in the entire dataset but fre-
quent in the sample. These two issues could affect the accuracy of the sampling
process.

The main contribution of this paper is ML-DS (Multi-Level Deterministic Sam-
pling), a new deterministic sampling algorithm that attempts to improve accu-
racy without sacrificing the running time. ML-DS begins with a large sample
deterministically selected from the dataset and then proceeds in levels. First,
it divides the remaining data into disjoint groups of equal size. Each group in
turn is recursively divided into smaller disjoint subgroups of equal size. A dis-
tance measure is then determined for each subgroup against the original group.
Subgroups with minimum distance are retained while others are discarded. The
process is repeated until the size of the remaining transactions is equal to a
desired sampling threshold.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 describes the proposed algorithm ML-DS in detail. Experimental results
are reported in Section 4. Section 5 concludes with some possible future work.

2 Related Work

The problem of discovering association rules consists mainly of two subproblems:

– Find all the item-sets that meet the pre-determined minimum support
– Use the frequent item-sets to generate the desired rules
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While the rules generation process is straight forward, finding the frequent item-
sets is a time consuming process. For this reason, research work on rules mining
typically is focused on identifying frequent item-sets.

2.1 Mining Algorithms

There are many algorithms for mining association rules in the literature. Apriori
[2] is possibly the well-known and most cited algorithm. It uses a breadth-first
search strategy and generates candidate item-sets and tests if they are frequent.
The key to its success over older algorithms such as AIS [1] and STEM [9] is
the fact that it exploits an important property (commonly referred to as Apri-
ori property or downward closure property). This property is the observation
that no superset of an infrequent item-set can be frequent. However, genera-
tion of candidate item-sets is expensive both in space and time. In addition,
support counting involves multiple dataset scans which heavily impact perfor-
mance. Apriori as well as Apriori-inspried algorithms (e.g., [4]) typically perform
well on sparse (i.e., short frequent item-sets) such as the market basket data.
However, they perform poorly on dense (i.e., long frequent item-sets) datasets
such as census data. This degradation is due to the fact that these algorithms
perform as many passes over the database (i.e., high I/O overhead) as the length
of the longest frequent pattern [17].

While many algorithms including Apriori use the traditional horizontal data
layout, Eclat [19] is probably the first algorithm that uses a vertical data layout.
Eclat is more efficient for long item sets than for short ones. In this algorithm,
data is represented as lists of transactions identifiers (one per item). Support
counting is performed by simply intersecting these lists. Compared to Apriori
and other algorithms, Eclat often performs better on dense rather than sparse
datasets. A variation of the algorithm depicted dEclat can be found in [17].

One more popular algorithm is the FP-Growth [8]. Unlike Apriori and other
algorithms, it allows frequent item-sets discovery without candidate item-set
generation and adopts a divide and conquer strategy. It builds a compact data
structure (i.e., FP-Tree) using only two passes over the dataset. The algorithm
is more efficient as long as the full tree can fit in memory. However, the tree may
need substantial memory space in some cases. There are some variations of the
algorithm such as H-mine [12]

TM algorithm [15] is a recent addition to the mining algorithms family. In
this algorithm, transaction ids of each item-set are mapped and compressed to
continuous transaction intervals in a different space and the counting of item-
sets is performed by intersecting these interval lists in a depth-first order along
the lexicographic tree. When the compression coefficient becomes smaller than
the average number of comparisons for intervals intersection at a certain level,
the algorithm switches to transaction id intersection. TM appears to rival older
well established algorithms such as FP-Growth.
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2.2 Sampling Algorithms

One of the oldest sampling algorithms for rules mining is by Toivnen [16]. The
algorithm selects randomly a fixed size sample from the dataset. It finds all
maximal and negative border item-sets in the sample. Note that an item-set is
maximal if it is frequent but none of its supersets is frequent. An item-set is in the
negative border if it is not deemed frequent in the sample but all its immediate
subsets are. Upon checking with the remainder of the dataset (i.e., the dataset
minus the sample), if no negative border item-sets turns out to be frequent, then
the algorithm has succeeded and ends. Otherwise, another pass of the algorithm
to eliminate false item-sets is required which can be quite expensive.

To tackle scalability issues of mining entire datsets, Zaki, et al. [18] argue
that simple random sampling can reduce the I/O cost and computation time for
association rule mining. The survey in [11] gives an overview of random sampling
algorithms in databases. In [10], the authors propose two approaches to sample
selection, namely, static sampling and dynamic sampling. With static sampling, a
random sample is drawn from the large dataset, and hypothesis testing is used to
establish whether it is sufficiently similar to the parent dataset. While in dynamic
sampling, a decision is made after each sampled element whether to continue
sampling or not. If the current sample is considered sufficient for the required
level of accuracy, the sampling stops. Similarly, the authors of [13] propose using
progressively larger samples as long as the model accuracy improves.

FAST [7] is another sampling algorithm. It proceeds in two phases. In the first
phase, a large initial sample of transactions is selected randomly to estimate the
support of each item in the dataset. In the second phase, these estimated sup-
ports are used to trim outlier transactions or select representative transactions
from the initial sample, thereby forming a smaller final sample that potentially
more accurately approximates item-set supports. EASE [5] is similar to FAST in
that the final sample is obtained by deterministic methods from a larger random
sample. EASE, however, uses an ε-approximation approach to obtain the final
sample by a process of repeated halving. Our approach shares some ideas with
these algorithms.

In [3], the authors propose two deterministic sampling algorithms, namely:
Biased-L2 and DRS to find a sample from a dataset which optimizes the root
mean square (RMS) error of the frequency vector of items over the sample (when
compared to the original frequency vector of items in the entire dataset). The
algorithms use ideas similar to EASE based on discrepancy theory [6], but sample
the dataset without introducing halving rounds.

3 The Sampling Process

The ML-DS algorithm is inspired by the deterministic selection algorithm
(DSelect) by Rajasekaran [14]. DSelect accepts a collection X of n keys and
outputs the ith smallest key of the sequence. Before the sampling process of
ML-DS is presented in details, the DSelect algorithm is briefly described in the
following subsection.
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1 R0 = X
2 j = 0
3 while(|Rj | > M)
4 {
5 divide Rj into disjoint groups of size = min(M, |Rj |);
6 sort each group;
7 j = j + 1;

8 Rj = keys whose ranks are (
√
M , 2

√
M , 3

√
M ,...)

9 }
10 return Rj

Fig. 1. A stage of sampling

3.1 The DSelect Algorithm

The algorithm is reproduced in figure 2. Initially, all keys are considered alive
keys (line 1). The algorithm goes through stages of sampling. A typical stage
of sampling (line 7), expanded in figure 1, begins with dividing the collection
R0 = X such that there are M keys in each part. After sorting each part, those
keys that are at a distance of

√
M from each other are retained (i.e., it keeps the

keys whose ranks are (
√
M , 2

√
M , 3

√
M ,...). Thus, the number of keys in the

retained set R1 is n√
M
. Then, it groups the elements of R1 such that there are M

elements in each part, sorts each part, and retains only every
√
Mth element in

each part. Call the retained set R2. Proceed to obtain Ri’s in a similar fashion
(for i ≥ 3) until we reach a stage when |Rj | ≤ M . If n = M c, then clearly
j = 2c− 2.

Once the sampling stage ends, two keys l1 & l2 are obtained that will bracket
the key to be selected (line 8). A scan through the alive keys is conducted to
kill keys that have a value outside the range [l1, l2] (lines 11 and 12). Alive keys
count is updated (line 14). The process is repeated until the number of the alive
keys is less than or equal M . Remaining alive keys are sorted (line 16) and the
ith smallest element is returned (line 17).

3.2 The ML-DS Algorithm

Formally, an association rule is an implication x ⇒ y where x and y are item-sets
in a dataset D. N is the set of items in D where N = |N |. The support s of
the rule is the ratio of the number of transactions containing both x and y to
the total number of transactions. The confidence c of the rule is the ratio of the
number of transactions that contain y to the number of transactions containing
x. S denotes the sampling ratio and consequently the sampling threshold T can
be computed as follows:

T = S.|D|/100

Lk(S) denotes the set of k-frequent item-sets from the sample S.
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1 aliveKeys = X ;
2 n = |aliveKeys|
3 repeat forever
4 {
5 if (n ≤ M)
6 break;
7 perform a stage of sampling for aliveKeys;
8 obtain 2 keys l1&l2 that will bracket the key to be selected;
9 foreach key k ∈ aliveKeys

10 {
11 if(k /∈ [l1, l2])
12 kill k;
13 }
14 n = |aliveKeys|;
15 }
16 sort aliveKeys;
17 return the ith smallest element;

Fig. 2. The DSelect Algorithm

In [7], the authors state that in the statistical literature, a well known tech-
nique for improving estimates obtained from a sample is to ’trim’ the sample
prior to computing the estimate. The idea is to make the sample more accurately
reflect the properties of the parent population by removing ’outlier’ observations
that are not sufficiently representative of the data set as a whole. ML-DS employs
these ideas and extracts a small final sample from a larger initial sample. Unlike
most algorithms including [7] which use some randomization (e.g., select the
initial sample randomly), ML-DS is purely deterministic.

The proposed algorithm ML-DS, depicted in figure 3, accepts a dataset of
transactions D and outputs the mined frequent item-sets of a smaller sample
S0 extracted from D. ML-DS deterministically extracts an initial large sample S
from D of size |D|/2 (line 1). The algorithm proceeds in levels until it reaches
the pre-determined sampling threshold T (line 4). At each level, the remaining
data is divided into K groups Gi, 1 ≤ i ≤ K, where |Gi| = α (line 6). In turn,
each Gi is further divided into Z subgroups gij , 1 ≤ j ≤ Z, where |gij | = β
(line 9). Observe that α = Z.β. For each subgroup gij , a distance measure d is
determined against its parent group Gi (lines 10-11). d represents the difference
between the supports of the 1-item-sets in gij and the corresponding supports
in Gi. One way [7] to define d is as follows:

d(S1, S2) =
|L1(S1)− L1(S2)|+ |L1(S2)− L1(S1)|

|L1(S1)|+ |L1(S2)|

where S1 ⊂ D & S2 ⊂ D and L1(S1) & L1(S2) denote the sets of frequent
1-item-sets in S1 and S2, respectively. Note that d takes values in the range of
(0-1) by definition. A value of 0 indicates minimum distance (i.e., exact frequent
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item-sets). While a value of 1 indicates maximum distance (i.e., very different
frequent item-sets).

1 extract deterministically an initial sample S from D;
2 construct the items count matrix M;
3 S0 = S;
4 while(|S0| > T )
5 {
6 divide S0 into K disjoint groups of size = min(α, |S0|);
7 foreach group Gi

8 {
9 divide Gi into Z smaller disjoint subgroups of size = min(β, |Gi|);

10 foreach subgroup gij
11 compute distance dij = d(gij , Gi);
12 sort subgroups according to distances;
13 S0 = S0 − {G} where {G} = {gij : gij ∈ Gi ∧ j ≥ Z/2};
14 }
15 }
16 mine S0

17 return L(S0)

Fig. 3. The ML-DS Algorithm

The algorithm proceeds and sorts each subgroup gij ∈ Gi based on the mea-
sured distance d (line 12). ML-DS retains only half the subgroups with minimum
distances to their parent group and passes them to the next level. Remaining
subgroups with higher distances are discarded (line 13). In the next level, the
survived subgroups are allocated to larger groups of size α. The distance among
subgroups and their parent groups are calculated and subgroups with minimum
distances are retained while others are discarded. The same process is repeated
until the required sampling threshold T is obtained. Once the final sample S0

is obtained, ML-DS mines all the frequent item-sets L(S0) using any established
mining algorithm (line 16). We initially chose to use a publicly available imple-
mentation of Apriori by Borgelt1 through out the algorithm. This implementa-
tion is widely used in academic and commercial purposes. However, the resultant
implementation was very inefficient since there were many calls to this Apriori
program. We have come up with a novel way to increase the efficiency. We only
use Apriori to mine the final sample (line 16).

According to the distance formula, the frequent 1-item-sets L1 for both large
groups and their subgroups are repeatedly required. To increase the efficiency
of this process, ML-DS begins with constructing a matrix of items count M as
the one in table 1. For each subgroup gij , the count of each item i ∈ N is
recorded. Once this table is constructed, the frequent 1-item-sets for subgroups

1 http://www.borgelt.net/apriori.html



ML-DS: A Novel Deterministic Sampling Algorithm 231

can be retrieved in a constant time. For larger groups, a minimal computation
is required to add the item count for each subgroup (e.g., G1 in table 1 where
Z = 3).

Table 1. Items Count Matrix

Item g11 g12 g13 G1 g21 g22 g23 G2 ... gK1 gK2 gK3 GK

i1 10 20 30 60 15 10 5 30 ... 50 40 60 150

i2 25 15 15 55 10 24 10 44 ... 60 20 20 100

i3 5 20 15 40 20 12 10 42 ... 50 15 35 100

... ... ... ... ... ... ... ... ... ... ... ... ... ...

iN 5 10 25 40 50 10 20 80 ... 30 45 55 130

4 Experimental Results

This section demonstrates the potential of the proposed approach using several
benchmarks. The experimental setup is first described followed by a discussion
of both the capabilities and limitations of the approach.

4.1 Setup

Experiments were performed on synthetic datasets generated using the pub-
licly available IBM quest synthetic data generator software2. These datasets are
shown in table 2 along with their parameters. The naming convention of the
datasets follows the standards found in [2] which depicts some key parameters.
The parameters include:

– T: the average length of a transaction
– I: the average length of the maximal potentially large item-sets (i.e., maxi-

mum pattern length)
– D: the number of transactions
– N: the number of items

Similar datasets were previously used in [7,3]. Reported results (both execution
time and accuracy) are averages of 50 runs with a random shuffle of each dataset.
Execution times are reported in seconds and include both the time to extract the
sample plus the time to mine its frequent item-sets. The accuracy is calculated
using this commonly used formula:

accuracy = 1− |L(D)− L(S)|+ |L(S)− L(D)|
|L(S)|+ |L(D)|

where L(D) and L(S) denote all the frequent item-sets from the database D
and the sample S, respectively. The sampling ratios used are 1%, 5%, 10%, and
15%. The minimum support ratios used are 0.5%, 0.75%, 1%, 1.5%, and 2%. All
experiments were performed on a Windows 7 machine with processor speed at
2.80GHz and 3.0GB memory.

2 http://sourceforge.net/projects/ibmquestdatagen
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Fig. 4. Accuracy results (from top left) for datasets T5I3D100K, T5I10D100K,
T10I4D100K, T10I6D100K with a minimum support of 0.75%

Table 2. Datasets & Parameters

Dataset T(AvgTransLen.) I(MaxPatternLen.) D(TransCount) N(ItemsCount)

T5I3D100K 5 3 100K 1000

T5I10D100K 5 10 100K 1000

T10I4D100K 10 4 100K 1000

T10I6D100K 10 6 100K 1000

4.2 Discussion

In this section, we discuss the performance of the proposed algorithm in terms
of accuracy and execution time and show how it compares to Simple Random-
ized Sampling (SRS) algorithm and to reported results of a selected set of well
established sampling algorithms as well.

Figure 4 illustrates the accuracy of both the SRS and ML-DS algorithms on
the four datasets with a minimum support value of 0.75%. Clearly, ML-DS has
a higher accuracy than that of SRS in every single case. For lower sampling
ratios, the difference is more apparent with up to 20% improvement. For higher
sampling ratios, however, the difference gap is lower. Similar results are obtained
for other values of support.

Similarly, figure 5 shows the execution times of the two algorithms. Like all
other sophisticated sampling algorithms, ML-DS is slower than SRS especially for
smaller sampling ratios. However, the running time of ML-DS is increasing more
slowly than that of SRS. In addition, the difference gap is expected to shrink
as the sampling ratio gets bigger. Indeed, when the sampling ratio is bigger,
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Fig. 5. Execution times (from top left) for datasets T5I3D100K, T5I10D100K,
T10I4D100K, T10I6D100K with a minimum support of 0.75%

ML-DS performs less levels of sampling (i.e., less computation) while SRS does
more work. Note that the time taken by ML-DS to extract and mine the sample
is significantly smaller than the required time to mine the entire dataset.

In [7] the authors have shown that Toivonen’s method is very accurate, but 10
times slower than FAST. Compared to reported results of FAST and other well
established algorithms [7,5,3] on similar datasets, ML-DS is competitive in both
running time and accuracy. ML-DS, however, has the advantage of being purely
deterministic unlike most other algorithms. Moreover, due to the distributed
nature of the algorithm, ML-DS can by easily adapted on a distributed system.
In general, ML-DS is able to produce more stable results than SRS algorithm
which gives fluctuating results (i.e., high standard deviation). In addition, the
use of a simple random sample can lead to unsatisfactory results. The problem
is that such a sample may not adequately represent the entire data set due to
random fluctuation in the sampling process [5]. This difficulty is particularly
apparent at small sample ratios.

The ML-DS has two influential parameters, namely, K and Z. The former
dictates how many groups the data at each level is divided into. The later dictates
how many subgroups large groups are divided into. We chose a value of 2 for
both parameters since this was shown to be a reasonable choice in terms of both
time and accuracy. The more groups in the process, the more will be the number
of levels and consequently the execution time will be high.
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5 Conclusions and Future Work

In this paper, we have introduced ML-DS, a novel deterministic algorithm for
sampling large datasets. The algorithm begins with a large sample determinis-
tically selected from the dataset. It then proceeds in levels and divides the data
into large groups which subsequently get divided further into smaller subgroups.
Only subgroups with minimum distances to its larger group qualify to the next
level. The process is repeated until the desired sampling threshold is achieved.

Empirical results show that the approach outperforms simple randomized
sampling in accuracy and is competitive in comparison with the state-of-the-
art sampling algorithms in terms of both time and accuracy. Possible future
research directions for this work include:

– Using different distance measures such as the ones found in [7].
– Optimizing the algorithm to improve the running time while keeping the

accuracy as high as possible.
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Abstract. The main goal of presented research was to compile new ap-
proach for development learning models in a form of decision rule set.
This approach devotes to using primary decision table as a primitive set
of rules. Thus, each of learning cases is treated as a single classification
rule. Next, a set of generic operations are applied to find the final, qual-
itative learning model. These generic operations are implemented in the
RuleSEEKER system. During this research a few well-known algorithm
for rule generation were compared with proposed solution. Obtained re-
sults are similar, sometimes even better and suggests that this method
is a promising solution.

Keywords: classification rule, learning algorithms, rule optimization.

1 Introduction

One of the main task of data mining process is to assist users in extracting use-
ful information or knowledge from the rapidly growing volumes of data. This
knowledge is usually represented as a form of decision rule due to its easy under-
standability and interpretability. Classification rule mining are one of the major
and traditional.

One reason why rules are popular is that each rule seems to represent some
kind of an independent particle of knowledge. New rules can be added to an
existing rule set without disturbing ones already there, whereas for example to
add to a tree structure may require reshaping the whole tree. However, this inde-
pendence is something of an illusion, because it ignores the question of how the
rule set is executed. If rules are meant to be interpreted in order as a ”decision
list”, some of them, taken individually and out of context, may be incorrect. On
the other hand, if the order of interpretation is supposed to be immaterial, then
it is not clear what to do when different rules lead to different conclusions for the
same instance. This situation cannot arise for rules that are read directly off a
decision tree because the redundancy included in the structure of the rules pre-
vents any ambiguity in interpretation. But it does arise when rules are generated
in other ways [12].
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The problem of knowledge representation by means of decision rules is an
important issue in many areas of machine learning domain. Decision rules have
simple and understandable structure, however, in many practical applications
even of quite trivial origin the number of rules in learning models can be disas-
trous. For this reason our research were devoted to the development of learning
models displaying high efficiency and at the same time consisting of possibly
low number of rules.

2 Theoretical Background

Inductive learning algorithms used commonly for development of sets of decision
rules can cause the appearance of some specific anomalies in learning models [11].
This anomalies can be grouped as follows [8]:

– redundancy: identical rules, subsumed rules, equivalent rules, unusable rules,
– consistency: ambiguous rules, conflict rules, rules with logical inconsistency,
– reduction: reduction of rules, canonical reduction of rules, specific reduction

of rules, elimination of unnecessary attributes,
– completeness : logical completeness, specific (physical) completeness, detec-

tion of incompleteness, and identification of missing rules.

These irregularities in learning models can be fixed (and sometimes removed)
using some schemes generally known as verification and validation procedures
[2]. Validation tries to establish the correctness of a system with respect to
its use for a particular domain and environment. In short, we can agree that
validation is interpreted as ”building the right product”, whereas verification as
”building the product right”. It has been argued that the latter is a prerequisite
and subtask of the former. According to these mentioned anomalies it could
be possible to optimize rule based learning models using some combination of
generic operations.

3 Methods Used during Research

3.1 Generic Operations Algorithm

During our investigations a simple method based on generic operations was used.
According to defined types of anomalies (see Section 2) which appear inside the
gathered sets of rule a set of operations were implemented and tested. These
operations were described in details in [9] and are the following:

– removing of redundant rules;
– removing of incorporative rules;
– merging rules;
– removing of unnecessary rules;
– removing of unnecessary conditions;
– creation of missing rules;
– selection of final set of rules.
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Originally, this operations were implemented in RuleSEEKER system to per-
form an optimization of sets of rules gathered using well-known decision rule
algorithms. The general structure of this system is presented on fig. 1. In this
system, a set of developed rules is loaded simultaneously with learning deci-
sion table. Next, simple matching process is performed to find cases which are
matched by particular rules. It enables to calculate parameters characterizing
each of rules like strength, accuracy, support, specificity and generality. In the
next step, a set of generic operations could be applied to the rule set. Some of
them are based on mentioned parameters. Finally, system generates optimized
set of rules according to error rate, quality of rules and their number. Here, only
short description of an idea of RuleSEEKER system is presented.

Fig. 1. General structure of the RuleSEEKER system

However, in this paper a new application is proposed. In this approach each
learning case is treated as a single decision rule, thus generic operations are
applied to primary dataset. In this way, by applying generic operations a new
decision rule set is obtained. Finally, generated rules are evaluated by classifica-
tion of test cases.

3.2 Other Rule Induction Algorithms

To assess results of application of generic operation approach to rule induction
process three different rule induction algorithms were used. The first one, known
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as GTS algorithm, belongs to general-to-specific group of algorithms and its
functionality is based on sequential covering procedure. Details about this algo-
rithm were presented in [7,5]. It is an inductive system starting from the most
general rules and developing more specific decision rules in the learning process.
To estimate quality of proposed condition following measure is used:

where: Generality = (Ep + Eb) / E and Accuracy = Ep / Ep + Eb; Ep
number of cases from learning data E that are correctly covered, Eb number of
cases from learning data E that are incorrectly covered, E number of learning
cases.

Next algorithm used in this research is the LEM2 algorithm introduced by
Grzymala-Busse [4]. This algorithm is a local algorithm, dealing with attribute-
value pairs, as opposed to global algorithms dealing with entire attributes. Basic
notions used in LEM2 are blocks of attribute-value and decision-value pairs, min-
imal complexes, and coverings of concepts represented by decision-value pairs.
As a result, algorithm LEM2 induces rules free from redundant attribute-value
pairs. The third algorithm, called Tree-Via-Rule (TVR) [3], creates decision trees
from fragments, which are sequences of paths from selected attributes to the de-
cision attribute. In fact this is a set of induction rules.

3.3 Classification Process

In the classification process 10-fold cross-validation method was used. It is a
statistical method of evaluating and comparing learning algorithms by dividing
data into two segments: one used to learn or train a model and the other used
to validate the model [10]. This operation has a few steps:

1. Break data into 10 sets of size n/10
2. Train on 9 datasets and test on 1
3. Repeat 10 times and take a mean accuracy

These stages are a well-known and standard scenario for performing an objec-
tive experiments. Additionally, during classification process the partial matching
method were applied.

4 Investigated Datasets

Two different medical datasets were used during presented research. The first one
concerns melanocytic skin lesion which is a very serious skin and lethal cancer.
It is a disease of contemporary time, the number of melanoma cases is constantly
increasing, due to, among other factors, sun exposure and a thinning layer of
ozone over the Earth. Statistical details on this data are given in [6]. Descriptive
attributes of the data were divided into four categories: Asymmetry, Border,
Color and Diversity of structures (further called for short Diversity). The vari-
able Asymmetry has three different values: symmetric spot, one axial asymmetry
and two axial asymmetry. Border is a numerical attribute with values from 0
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to 8. Asymmetry and Border are single-value attributes. The remaining two at-
tributes, Color and Diversity, are multivalent attributes. Color has six possible
values: black, blue, dark brown, light brown, red and white. Similarly, Diversity
has five values: pigment dots, pigment globules, pigments network, structureless
areas and branched streaks. Therefore, we introduced six single-valued variables
describing color and five single-valued variables describing diversity of structure.
In all of these 11 attributes the values are 0 or 1, 0 means lack of the correspond-
ing property and 1 means the occurrence of the property. This dataset consists
of 548 cases diagnosed by medical specialists using histopathological tests. All
cases are assigned into four decision classes: benign nevus, blue nevus, suspicious
melanoma and melanoma malignant.

The second dataset, with mental diseases cases, contains description of pa-
tients that were examined using the Minnesota Multiphasic Personality Inven-
tory (MMPI) from the psychic disturbances perspective [1]. Examination results
are presented in the form of profile. Patients profile is a data vector consisting
of fourteen attributes. More exactly, a data vector consists of three parts:

– Validity part (validity scales): lie, infrequency, correction;
– Clinical part (clinical scales): hypochondriasis, depression, hysteria, psycho-

pathic deviate, masculinity-femininity, paranoia, psychasthenia, schizophre-
nia, hypomania, social introversion;

– Group part a class to which the patient is classified.

Dataset consists of over 1700 cases classified by clinic psychologist. Each case is
assigned to one of 20 classes. Each class corresponds to one of nosological type:
norm, neurosis, psychopathy, organic, schizophrenia, syndrome delusion, reac-
tive psychosis, paranoia, manic state, criminality, alcoholism, drag induction,
simulation, dissimulation, deviational answering style 1, deviational answering
style 2, deviational answering style 3, deviational answering style 4, deviational
answering style 5, deviational answering style 6.

5 Obtained Results

Results of experiments are gathered in two tables. Each table contains name
of algorithms used for rule induction, average number of rules inside developed
learning models, and accuracy and error rate corresponding with investigated
datasets. Table 1 consists results of analysis of melanocytic skin lesions dataset.
It could be stressed that average number of rule in case of generic operations
algorithm is equal to 114 and it is the lowest value. Additionally, error rate and
accuracy for this solution are acceptable and even better than in case of GTS
and LEM2 algorithms.

In turn, table 2 presents results of experiments gathered during analysis of
the second dataset namely Minnesota Multiphasic Personality Inventory test
results dataset. Also in this case generic operations approach supply good results.
Average number of induction rules is equal to 396, and only the LEM2 algorithm
has smaller value. However, average error rate value in this approach is equal to
30,28% and only TVR algorithm provide better result.
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Table 1. Results of experiments for the first investigated dataset

Algorithm Number of rules Accuracy Error rate

GTS 116 80,45% 19,55%
TVR 153 86,26% 13,74%
LEM2 119 68,08% 31,92%
Generic operations algorithm 114 83,83% 16,17%

Table 2. Results of experiments for the second investigated dataset

Algorithm Number of rules Accuracy Error rate

GTS 508 67,20% 32,78%
TVR 444 80,01% 19,99%
LEM2 239 69,45% 30,55%
Generic operations algorithm 396 69,72% 30,28%

6 Conclusions

According to gathered results of experiments it could be admitted that pro-
posed approach based on generic operations application on the set of rules is a
promising solution. Presented results confirm good quantitative and qualitative
estimation of developed learning models. Quantitative estimation is denoted by
average number of developed rules. Qualitative estimation is denoted by average
values of error rates and accuracy of learning models.
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Abstract. Many types of data we are facing today are non-vectorial.
But most of the analysis techniques are based on vector spaces and heav-
ily depend on the underlying vector space properties. In order to apply
such vector space techniques to non-vectorial data, so far only highly spe-
cialized methods have been suggested. We present a uniform and general
approach to construct vector spaces from non-vectorial data. For this
we develop a procedure to map each data element in a special kind of
coordinate space which we call redundant dictionary space (RDS). The
mapped vector space elements can be added, scaled and analyzed like
vectors and thus allows any vector space analysis techniques to be used
with any kind of data. The only requirement is the existence of a suitable
inner product kernel.

Science[8,3] and social sciences[10] are generating non-vectorial data at a breath-
taking pace, but still most analytical procedures require vectorial data. A great
deal of research is therefore dedicated to the analysis of the various forms of
non-vectorial data by transforming the original data into vectorial form. The
transformation to a vector space allows the use of all vector space based methods,
avoiding the need for new developments. The alternative is to develop completely
new procedures and ignore existing research altogether. Some examples for this
practice are Naive Bayes for classifying email spam [20] or customer sentiment
[17], support vector machines to categorize text [7], hidden markov models for
handling DNA sequences [12], and mixture models for network anomaly detec-
tion [6]. Further areas of non-vectorial data analysis are information retrieval,
content filtering (spam, etc.), author identification, malware detection, biomed-
ical data mining, multimedia and cross-media indexing, and text mining – each
with its own approach. This proliferation of highly specialized procedures thwarts
the development of new and innovative approaches to non-vectorial data analysis.
Further, the lack of uniform and general treatment hinders a valid and thorough
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comparison of existing approaches. Each new dataset requires the adaption of
data processing and of analytical procedures. Therefore, the success or failure of
a procedure can neither be attributed unequivocally to either the adaption or
preprocessing of the data, nor to the procedure itself.

To carry out the analysis of non-vectorial data in the framework of vector
spaces, the original non-vectorial data has to be transformed to a vectorial rep-
resentation. These transformations are usually highly problem specific, so there
is no common and uniform treatment for different kinds of non-vectorial data.
But despite the effort of designing a suitable transformation, the treatment of
the transformed data in the vector space is not straightforward: Basic vector op-
erations such as calculating the norm, addition or scalar multiplication need to
be modified. These modifications are necessary because even suitable transfor-
mations of non-vectorial to vectorial data are usually insufficient. In addition, a
”hand-crafted” transform for a certain type of non-vectorial data usually cannot
be applied to any other kind of non-vectorial data.

In this paper we show how to unify and generalize the treatment of non-
vectorial data within vector spaces. In Section 1, we demonstrate what kind of
errors are introduced when handling non vectorial data inappropriately. Based
on these observations, in Section 2 we propose a general process to map non-
vectorial data to a vector space. The resulting representations form a vector
space in a strict mathematical sense, thus vector operations do no longer require
any problem specific modifications. As a result, we can process all kinds of non-
vectorial data in the same way as will be demonstrated in Section 4.

1 Handling Non-vectorial Data the Usual Way

Non-vectorial data is usually handled as a sequence of measurements (Figure 1
visualizes the process of the non-vectorial mapping). These measurements are,
in general, highly redundant. Text, for example, is often represented as a vector
of term occurrences where each term represents one coordinate and the value of
that coordinate is the number of occurrences of that term within the text. Note
that: (i) word occurrence vectors have an extremely high dimensionality where
40, 000 dimensions are rather common, (ii) these vectors are very sparse with
only very few non-zero coordinates and (iii) the word occurrences are highly
correlated where the occurrence of one word makes the occurrence of others
very likely. The correlation of coordinates introduces an error when calculating
the norm or the inner product. To obtain an estimate of the size of such an error
we make the following assumptions. First we assume that there is an underlying
orthonormal data vector space X ⊆ Rn that serves as a reference. We further
assume that the measurements (μi) with i ∈ {1 . . .m} are taken from the data
space X . We assume that there are at least as many measurementsm as there are
dimensions n with m ≥ n and we expect the measurement to, at least measure
one dimension effectively, and non negative:

μj
i ≥ 0 and μi

i = 1 for i ≤ n and j ≤ m.
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Fig. 1. The two steps (measurement selection and coordinate mapping) of the usual
non-vectorial mapping process. The blurred point in the coordinate system represents
the error introduced by the correlated measurements. These measurements conceal the
exact position of the data element in the coordinate system.

We therefore obtain the value of a given measurement μi(x) for a data element
x by calculating the inner product μi(x) = 〈μi, x〉. The vectorial representation
of a data element x is therefore

v = (μ1(x), . . . , μm(x)) = (〈μ1, x〉, . . . , 〈μm, x〉).

If we look at two data elements x1, x2 and their corresponding measurements
v1, v2, we observe that the measured distance between two data elements differs
from the actual distance between the data elements by an additive term:
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The difference between the two distances depends on the correlation and is
weighted by the difference of each of the data element coordinates. This term is
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Table 1. Three terms and their eight most correlated terms with correlation. These
terms are taken from the first 1, 000 documents of the Reutres-21578 test collection.
The table clearly shows that common phrases such as ”and the”, ”new york” or ”price
per” are highly correlated. This correlation leads to an erroneous distance calculation
when uncorrelated data is assumed.

Term

the said for have with that but some
and 0.7500 0.7150 0.6135 0.5742 0.5712 0.5709 0.5400 0.5210

york the for and said venezuela over times
new 0.6418 0.3957 0.3820 0.3791 0.3315 0.3309 0.3203 0.3081

day per ceiling prices spot through follows but
price 0.2795 0.2752 0.2605 0.2585 0.2525 0.2519 0.2456 0.2449

an error term for it represents the differences between the actual distance and
the measured distance.

Since the correlation between different measurements is a major source of
inaccuracy, we will look at some examples to see the relevance of this observation
for practical purposes.

Reuters Newswire Articles. A common representation for text is counting term
occurrences. We have taken the Reuters-21578 test collection [1] and calculated
for each document the term frequency vector, i.e. the vector whose coordinates
represent the terms in the doument. The corresponding values are the number
of occurrences of that term within the document. For the first 1, 000 documents
of the collection we calculated the correlation of the 1, 000 most frequent terms.
These correlations correspond to the measurement values μi

j in the calculations
above. For demonstration we chose three intuitive and representative examples
shown in Table 1. There is high correlation between the different words which
leads directly to an increase of the error term in the equation above. The influence
of this correlation becomes obvious for the terms ”new” and ”york”. In many
cases ”new” is followed by ”york” and a difference in ”new” therefore means also
a difference in ”york”. Such a difference is counted double.

Image Data. Another example for the negative influence of correlation between
coordinates on vector space operations is given in the well known paper ”Eigen-
faces for Recognition” by Turk and Pentland [23]. The eigenvectors of the covari-
ance matrix of a set of face images are used as a basis for a new and uncorrelated
coordinate system. The result is a dramatic increase in recognition performance.
In this example we have to be careful not to confuse a coordinate transforma-
tion that results in uncorrelated coordinates but still remains flawed by corre-
lated measurements (as is the case for PCA) with an approach that changes
the representation such that the measurements become uncorrelated (as for the
”tightening” described below).
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Fig. 2. Two examples of a phase and a frequency shift of events in time series. The
first image to the right shows two heart sound that, due to different heart rates, have
different time points at which the second heart beat occurs. Besides that, the blue
curve (the one in the back) exhibits a third heart beat – the small one between the
two large ones – that makes heart beat registration and normalization difficult. The
two curves on the right show two stock market charts and their corresponding time
wrapping function [21]. A time wrapping function is a transfer function which aligns
two curves. In this case, it clearly shows two strong non linearities. These have to be
considered when performing any vector operations on any of these curves.

Time Series Data. An other example of non vectorial data that introduces inac-
curacies when being handled as vectorial is time series data. Here, not so much
correlation, but varying semantics of vector coordinates pose the main difficulty.
It is well known, that for most time series such as speech, biomedical or stock
market data, variations of time points at which events occur or the speed at
which events occur cause non linear fluctuations of the time axis [21]. These
fluctuations can lead to a phase shift of a pattern, a frequency shift or both.
Figure 2 visualizes these effects for two different data types. Fluctuations of the
time axis require some form of registration, i.e. a alignment of each curve to
certain characteristics. For heart beats this could be the registration of the two
heart beats to certain fixed time points, for stock market data this could be
the registration to an event common to all stocks such as the burst of a (stock
market) bubble or the suspension of trade. But such an event is not necessar-
ily given in all cases, which renders registration close to impossible. Figure 3
presents how such a case could be handled with a RDS, which we will introduce
in the following section. As for all the examples above, the method proposed in
the following section describes a way to overcome these difficulties and remove
the introduced inaccuracies. The correlation of the coordinates is removed by
the tightening and the registration problem is removed by using a kernel that
aligns the data with each of the dictionary elements. This leads to aligned and
uncorrelated coordinates. The resulting vectors can be handled like any vector
without the risk of introducing errors through correlated coordinates or varying
semantics of the coordinates.
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Fig. 3. The image on the left shows the abstraction of two different heart beats. Clearly
visible is the difference in timing between the first and the second heart beat. If we
perform a mapping in an RDS (and a reconstruction) we obtain two perfectly aligned
heart beats (image on the right). This is because, when mapping the two heart beats in
the RDS, we are using a dynamic time wrapping kernel that performs an alignment with
the dictionary elements. Therefore, even though we have not specified any events that
we want the time series to be aligned to, each time series is aligned to the dictionary
elements and therefore every time series is aligned with every other.

2 The Redundant Dictionary Space

The general and uniform treatment of non-vectorial data as vector space elements
is based on what we call redundant dictionary spaces (RDS), a coordinate vector
space founded on a redundant dictionary. The process of mapping data in an
RDS requires three steps: (i) The construction of a redundant dictionary1, (ii)
the mapping of the data elements in the coordinate space of the dictionary and
(iii) the tightening of the coordinate vectors to remove interdependencies. Figure
4 visualizes the whole process. We will describe each of these steps in more detail
later, but first we will take a look at the RDS and its mathematical foundation.

A RDS R is a coordinate vector space whose coordinates are the coefficients
of linear combinations of dictionary elements (di)i∈{1...n} = D.2 These linear
combinations are elements of the data space X from which also the dictionary
elements are taken.

v ∈ R, di ∈ D ⊂ X and x =
∑

i vid
i ∈ X

1 Any sequence of unit vectors that spans part of the vector space (or the entire vector
space) is called a dictionary, regardless of linear dependence. Thus dictionaries may
be highly redundant. By contrast, a basis is a minimal set of vectors spanning the
entire vector space.

2 Up to the next section will consider the data and the dictionary elements to be
elements of an ordinary vector space. Later on we will demonstrate that we can
loosen this requirement such that dictionary and data may be non-vectorial.
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Fig. 4. The three steps (dictionary selection, mapping and tightening) of the redundant
dictionary mapping process. The blurred point in the first coordinate system represents
the error introduced by the redundant dictionary elements. These redundancy within
the coordinates is removed by the tightening step which leads to an exact position
in the second coordinates system.

Because of the redundancy in the dictionary, component wise different RDS
elements can form the same vector space element

u, v ∈ R with vi �= ui for some i ∈ {1 . . . n} and x =
∑

i vid
i =

∑
i uid

i.

The RDS elements u and v can therefore be considered equivalent. A RDS is
the quotient space R = Rn/ ∼ of a coordinate space of dimension n = |D|. The
equivalence relation of this quotient space is given by the equivalence in the data
space

u ∼ v iff
∑

i vid
i =

∑
i uid

i.

As a quotient space, an RDS is a vector space and can be handled as such [19].
Our main goal, when introducing the RDS was to provide a more comfortable

way to handle elements of the data space X spanned by the dictionary. This
means that operations on RDS elements should yield identical results as those
performed on the corresponding data space elements. These operations include
the vector space operations addition, scalar multiplication and also the calcu-
lation of the inner product. Therefore we introduce the redundant dictionary
inner product (RDIP, a function that maps two RDS elements in R). It is con-
structed such that the interdependence between the dictionary elements is taken
into account:

〈u, v〉R =
∑

i

∑
j λijuivj with λij = k(di, dj) ∼ 〈di, dj〉

A more comfortable way to write the inner product is with the Gramian matrix
G = (〈di, dj〉)i,j∈{1...n} of the dictionary: 〈u, v〉R = uT · G · v. The RDS R – a
quotient space given by the equivalence class of coefficient vectors resulting in
the same dictionary element over the vector space Rn – and the RDIP 〈·, ·〉R
form a vector space with inner product. Within the RDS we can treat elements
of X as if they were vectorial and, depending on the approximative quality of
the mapping, we can expect the results to be similar to those performed (if they
were defined) in the original space. This fact is especially interesting if the data
space is non-vectorial.
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3 The Redundant Dictionary Mapping Process

The cornerstone of the general and uniform treatment of non-vectorial data
described in this paper is the redundant dictionary. The first step of the mapping
process is the selection of the dictionary elements. These are sampled randomly
from the dataset and are therefore of the same data type as the data elements
and usually highly redundant. The dictionary defines the mapping in the RDS,
as well as the tightening step. An overview of all necessary steps of the redundant
dictionary mapping process can be found in Table 3.

3.1 Mapping

Usually, if we are mapping vectorial data in a coordinate space of a basis B =
(b1, b2, ...), we calculate the inner product of each data element with each basis
element. This results in as many coefficient vectors as there are data elements
and each coefficient vector consists of as many coordinates as there are basis
elements.

(v1, v2, ...) = (〈x, b1〉, 〈x, b2〉, ....) (1)

If the basis is orthonormal, this mapping allows a direct reconstruction of the
original data elements as a linear combination of the basis elements given the co-
ordinates of the coefficient vector: x =

∑
vib

i. In case of a redundant dictionary
the mapping is handled the same way: for each data element we calculate the
inner product between the data element and each dictionary element. This yields
a coefficient vector with as many coordinates as there are dictionary elements.
Similar to the mapping on a basis the mapping on a dictionary takes as input a
data space element and outputs a coordinate vector. But unlike the mapping on
a basis, a mapping to a dictionary does not allow the reconstruction of the data
element. We therefore have to take one further step, the tightening described in
the following section.

3.2 Tightening

Due to the redundancy in the dictionary – it is neither necessarily orthogonal
nor linearly independent – a mapping by an inner product results in a coeffi-
cient vector that is loaded with interdependencies between the coefficients. For
example, a mapping in the coordinate space of a dictionary which contains two
identical elements would result in two identical coefficients, each corresponding
to the contribution of one of the identical dictionary elements. This dictionary
element is therefore represented twice. This implies that the mapping of a data
element in the coordinate space of a dictionary does not allow reconstruction.
Further, addition and scalar multiplication cannot yield results similar to those
performed in the data space. Besides, an inner product would also be based on
the coefficients of the incorrect representation and would weight the influence of
redundant dictionary elements multiple times. We therefore have to remove these
interdependencies to obtain a representation that allows an exact reconstruction
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Table 2. The matching pursuit algorithm with adaption to the non-
vectorial case. The input to the algorithm are the RDS mapping v =
(k(x, d1), k(x, d2), k(x, d3), . . . , k(x, d

m)) of the data element x, the Gramian G =
(λij) := νiνjk(di, dj) of the normalized dictionary D and the number k of expected
non zeros and the acceptable error ε.

Steps Matching Pursuit

1 Initialize Initialize the output vector v′ = (0, 0, ...) with zeros.
2 Best Match Find i such that i = argmax∈{1...m}|vj |.
3 Update Set v′i = vi, vi = 0 and for all j ∈ {1 . . .m}, j �= i set

vj = vj − vi ·Gij .
4 Iterate Repeat 2 and 3 while the number of non zeros in v′ is less

than k and |vi| ≥ ε.

of the data element and calculations that correspond to those performed in the
data space. One way to remove these dependencies is with the help of Mallats
matching pursuit [14]. This is a method to calculate sparse coefficient vectors
of data elements given an overcomplete dictionary. The details of the algorithm
are presented in Table 2.

3.3 Inner Product Kernel

Mapping data elements in an RDS requires the calculation of an inner product.
However, if the data elements are non-vectorial, there is no inner product defined
on them. But usually there are so called kernel functions defined on the data.

The term Kernel derives from the theory of integral equations. Kernels are
functions of two variables and are square summable with respect to each variable.
They are used in integral operators to transform functions from one domain to
another. In the context of machine learning, special kernels – commonly referred
to as inner product or mercer kernels – are used to calculate the inner product
of the two input variables in some high dimensional vector space. Necessary and
sufficient conditions for a kernel to be an inner product kernel are stated in the
Mercer Theorem [24].

Inner product kernels are not limited to vectorial data. There are numerous
kernels defined on non-vectorial data [5], examples are string kernels [13] for
text data, graph kernels [26] for graph or tree like structures and local alignment
kernels for biological sequences [25]. These are functions that take as an input
two data space elements and output a real number. They allow the calculation
of an inner product of two non-vectorial variables. The non-vectorial data of
these two variables is thereby transformed into vectorial form by some (abstract)
transformation Φ.

(v1, v2, ...) = (〈Φ(x), Φ(b1)〉, 〈Φ(x), Φ(b2)〉, ....) = (k(x, b1), k(x, b2), ....)

This way, an inner product can be calculated on non-vectorial data and, with
the help of such a kernel function, we can calculate a mapping of non-vectorial
data on an RDS.
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Table 3. The RDS mapping and tightening of a dataset X = {x1, . . . xn} for further
use in vector space methods

Steps RDS Mapping

1 Selection of dictionary Randomly select m dictionary elements D =
{d1, d2, . . . dm} from the dataset and calculate a nor-
malization constant νi = 1/

√
k(di, di) for each dic-

tionary element.
2 Mapping in RDS Calculate for each data element x its mapping in

the RDS x → v = (ν1 · k(x, d1), ν1 · k(x, d2), . . . ν1 ·
k(x, dm)).

3 Tightening in RDS Tighten the redundant representation v by calculat-
ing its matching pursuit representation v′ in the RDS.

4 Vector space calculation Now the RDS elements v′ can be used instead of the
data space elements to perform vector space calcula-
tions.

4 Numerical Experiments

Traditionally, using vector space methods on non-vectorial data raises lots of
difficulties. The process proposed in this paper reduces this treatment to the
selection of a suitable kernel so different data types can be handled identical,
with one general procedure. It should be noted that the procedure applies to
all data types for which an inner product kernel is defined. For demonstration
purposes we will cluster each dataset with a self organizing map (SOM) [11],
an artificial neural network that makes heavy use of the different vector space
properties3. The choice of SOMs as an example is arbitrary – any method based
on vectorial data would work. We have chosen SOMs because they exploit all
vector space properties and are widely used [9].

All calculations are based on the plain vanilla version of the SOM algorithm
and are exactly as described by Kohonen [11] for vectorial data. The only ex-

ception is the calculation of the norm ‖v‖ = 〈v, v〉1/2R ,

4.1 Reuters Newswire Articles

The first example is the clustering of text data. For this purpose we use the
Reuters-21578 [1] test collection, a set of 21, 578 Reuters Newswire texts that
are categorized by human experts into 120 topics. In this experiment we will
group the articles with a SOM and observe how the grouping corresponds to
the assigned categories. For our experiment we employ the modified Apte split
(ModApte) as described in [1], consisting of 9, 603 training documents, as data
basis. From this dataset we randomly sample 40 dictionary elements. The number
of elements can be obtained by calculating the expected approximation error of

3 Materials and methods are available as supporting material on the authors homepage
http://www.vis.uni-stuttgart.de/institut/mitarbeiterinnen/klenksn.html

http://www.vis.uni-stuttgart.de/institut/mitarbeiterinnen/klenksn.html
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Fig. 5. The heat map representation of the SOM, fit to the 9, 603 documents of the
ModApte-Split of the Reuters 21578 test collection. The color coding represents the
density of the nodes, the lighter the color the higher the density. The labels of the
nodes are the dominant topics of the assigned documents.

the mapping as shown in Figure 8. We map the remaining 9, 563 documents in
the RDS with a String Kernel [13] and use these resulting 9, 563 RDS elements
to train a 40× 40 2D SOM. We train the SOM over 100 iterations and initialize
the nodes with randomly sampled data elements. The training rate α = 0.1 is
fixed and we use σ = 4 as proximity factor in the gaussian density function h.
For each document, after training, calculate the best matching node in the SOM
and observe how the assigned node corresponds to the topic of the document.
The results of the calculation can be seen in Figure 5. From the node assignment
we calculated precision (0.8925, 0.6310, 0.6529), recall (0.8966, 0.7553, 0.5675)
and F1 (0.8946, 0.6876, 0.6072) scores for the three most frequent topics ”earn”,
”acq” and ”money-fx”. The numbers indicate that the majority of the data
elements with the topic ”earn” are assigned to nodes with topic ”earn” and that
most nodes with this topic contain only data elements with the corresponding
topic, i.e. the SOM largely assigns the data elements to the correct nodes. For
the other topics there is still a large number of data elements assigned correctly
but there is also some overlap with other topics.

To compare the results with existing approaches we clustered the same data,
this time in form of term occurrence vectors, with the same SOM algorithm.
Each data element was encoded as 1124 terms occurrence vectors which we
obtained by transforming all characters to lower case, removing all stop words,
removing all number and punctuation and selecting the most frequent terms. The
calculations resulted in the following scores: precision (0.7064, 0.6741, 0.5540),
recall (0.8960, 0.6415, 0.3347) and F1 (0.7900, 0.6574, 0.4173). As the numbers
indicate, the RDS approach yields better results. When comparing these numbers
with existing classification results [7] we have to consider that the proposed

4 We selected the most frequent terms with the R Text Mining Package ’tm’ [4] where
112 terms are selected by sparsity.
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Fig. 6. The heat map representation of the 2D SOM, fit to the DAX stocks. The
labels represent the eight industries (EnGineering,FInance,TRansportation and Com-
munication,CHemical,PHarmaceutical,MEdical, COmmerce, and HIgh Tec) that are
represented in the index. The SOM clearly shows the clusters of main industries such
as Transportation, Chemistry and Engineering. Other clusters are more interwoven
and do not allow a discrete grouping, this is also due to companies that span multiple
industries such as Siemens or Daimler or some financial institutions.

approach is not a task specific classification method but a generally applicable
method.

4.2 Stock Market Data

Our second example are stock market data. Even though this kind of data looks
like vectorial data, it can hardly be treated in such a way. Stock market charts
are time series with all the requirements for normalization and registration [18],
so a high degree of preprocessing is required. A suitable kernel though is capable
of incorporating all these preprocessing steps and allows to map the raw data to
the dictionary. As dataset we use the charts of the stocks of the german stock
index DAX from 01.01.2010 to 01.08.2011, downloaded from the Yahoo Finance
website [2]. To increase the number of data elements, we split the 30 time series
into sequences of 50 values which elevates the number of data elements to 237.
From this set we select 15 dictionary elements and we map the remaining 222
data elements in the RDS with a dynamic time wrap (DTW) [21] based kernel.
This kernel calculates the time normalized distance between two time series and
uses a gaussian function to obtain similarities. Similar to the Reuters Newswire
example above, we use a a 2D 15×15 SOM and training parameters α = 0.5 and
σ =

√
2. The algorithm is identical to that used for the text data. The resulting

SOM can be seen in Figure 6.

4.3 Image Data

In our last example we cluster image color histograms. Color histograms are vec-
torial data, nonetheless the approach presented in this paper can be applied the
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Fig. 7. The heat map representation of the 2D SOM with 10×10 nodes, fit to the color
histograms of 320 images taken from the COIL Image Database. Each square represents
one node, the color coding represents the density of the node, i.e. the number of data
elements that match the corresponding weight vector is higher for light colored nodes
than for darker ones. The labels are assigned to those nodes with the highest density in
a given cluster. The label is that of the dominant class of the assigned data elements.

same way as described above. As dataset we use images taken from the COIL
Image Database [16]. The images show four different objects in different posi-
tions. From each image we calculate the color histogram (a vector of 36 values,
each corresponding to 10 degrees in the HSV color cone). These histograms are
plain vectorial and we will show that the process presented here actually leads
to identical results as if plain vectorial algorithms were used [15]. The dataset
consists of 360 histograms (72 for each of the 5 elements). We are randomly
selecting 17 dictionary elements and are using the ordinary inner product to
map the histograms in the RDS. We use a 10 × 10 2D SOM with parameters
α = 0.01 and σ =

√
2. Again, the algorithm is identical to that used in the other

examples. The results can be seen in Figure 7. The grouping of the objects is, as
in Moehrmann et al., exact. This means that each node contains only histograms
of one of the displayed objects and nodes with histograms of identical objects
form distinct clusters.

5 Conclusion

In this paper we have presented a general method to handle non-vectorial data
in a vector space. We have demonstrated how any kind of data, for which an
inner product kernel is defined, can be mapped in a vector space. All operations
defined on vector spaces can be applied to the vectorial representation and we
can expect to obtain similar results as those performed on the original data. The
treatment and analysis of non-vectorial data is an important task. Non-vectorial
data is generated in numerous scientific areas. To our best knowledge, there
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Fig. 8. The estimated residual error in log-scale of the mapping with increasing di-
mension of two datasets. On the left, the residual error of the color histogram dataset
and on the right, the residual error of the finance dataset. The most suitable number
of dictionary elements for the mapping can be found by looking at the ”elbow” at
which the decrease of the values slows down. This procedure is commonly employed
to estimate the most suitable dimension in dimensionality reduction problems such as
PCA, MDS or IsoMap [22]. The red line marks the corresponding position.

is currently no general process to handle non-vectorial data in a general and
unified way. Depending on the data type, specially crafted methods have to be
employed. With the help of the approach presented in this paper, different data
types can be handled with identical methods and even with an identical software
code base. Research benefits from the unified treatment of data and the resulting
comparability of results. With identical data handling, preprocessing and data
representation can be ruled out as a source for different results. Therefore the
focus of the analysis can be placed on the method and on the experiments,
instead of the data representation. Application design benefits from the use of
one single code base for analytical procedures. The code can be easily extended to
new data types: The only thing that has to be changed is the kernel. The process
and the examples we have presented are very promising. There are many different
areas of application, but there is also need for further research. So far, we have
not investigated the influence of the kernel on the mapping. The assumptions in
this paper are based on the mathematical idea of a kernel function. The definition
of such a function is rather broad and allows many different kernels for a given
data type. Therefore, further research is necessary to actually determine suitable
kernels for different data types.
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Abstract. In this paper we introduce a novel human-centered data mining software 
system which was designed to gain intelligence from unstructured textual data. The 
architecture takes its roots in several case studies which were a collaboration 
between the Amsterdam-Amstelland Police, GasthuisZusters Antwerpen (GZA) 
hospitals and KU Leuven. It is currently being implemented by bachelor and master 
students of Moscow Higher School of Economics. At the core of the system are 
concept lattices which can be used to interactively explore the data. They are 
combined with several other complementary statistical data analysis techniques such 
as Emergent Self Organizing Maps and Hidden Markov Models.    

Keywords: Formal Concept Analysis, Text Mining, Software System, 
Applications, Concept lattices. 

1 Introduction 

A crucial enabler for innovation in 21st century data-intensive organizations is being 
able to deal with massive amounts of textual information. Amongst others in the 
crime data mining framework of Chen et al. (2004) text mining was pointed out as a 
promising research field. Unfortunately till date only few successful applications have 
been reported on in the literature. Over the past years several papers have been 
published on applying Natural Language Processing (NLP) techniques and extracting 
key words from texts often with the aim of building an ontology and classifying some 
documents (e.g. Cimiano et al. 2005, Maio et al. 2012). In this paper we try to go 
further and focus on semi-automatically exploring textual data using visual models. 
More in particular we showcase the “COncept Relation Discovery and Innovation 
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Enabling Technology” (CORDIET) software system which takes its roots in several 
real-life case studies with the Amsterdam-Amstelland Police and GZA hospitals.  

Before our research, no automated analyses were performed on the observational 
reports written by officers and filed in the Amsterdam-Amstelland police region. The 
reason was an absence of good instruments to detect the observations containing 
interesting information and to analyze the texts they contain. Only on the structured 
information stored in police databases, analyses were performed. These include the 
creation of management summaries using Cognos information cubes, geographical 
analysis of incidents with Polstat and data mining with Datadetective. A few projects 
were devoted to automatically identifying domestic violence in statements made by 
victims however the results were not convincing enough to make it into operational 
policing practice.  

At the core of our system are concept lattices (Wille 1982, Ganter et al. 1999) 
which can be used to visualize and interactively gain insight in the underlying 
concepts of the data. The lattice-based analysis can be combined with Hidden Markov 
Models (HMM) (Rabiner 1989) and Emergent Self Organising Maps (ESOM) (Ultsch 
2003, Ultsch 2005). We chose for a human-centered (Fayyad 2002) setup of the 
system. A domain expert, who is not a trained computer scientist or statistician, can 
apply a powerful arsenal of analysis methods to his particular problem and adapt them 
to his needs without having to deal constantly with technical details. 

The remainder of this paper is composed as follows. Section 2 describes the setup 
of the project and the software system. In section 3, an overview of the datasets used 
during the research is given. In section 4 we describe the functionality of the 
CORDIET toolset. In section 5 we discuss the case studies and showcase the potential 
of our approach. In section 6 we elaborate on why a human-centered Knowledge 
Discovery in Databases (KDD) approach may be better suited for text mining than 
standard fully automated machine learning techniques.  

2 CORDIET Project Setup  

2.1 Student Groups 

After several presentations of the text mining research we are doing and the software 
system we want to develop, over 20 bachelor and master students of Moscow Higher 
School of Economics (HSE) showed their interest to actively participate. After several 
plenary meetings where the overall specification of the system was discussed, each student 
chose a component he or she wanted to develop. The goal was not only to develop a 
working system but also to help students gain experience which is valuable for their future 
career. Each student was given the task to first collect relevant literature, existing open 
source implementations, etc. Then we discussed in detail specifications for the component, 
interoperability requirements with other student components, programming language and 
useful APIs, etc. Although for several components of our system open source 
implementations exist, we chose to let students re-implement them so they could fully 
master technical programming skills and the data analyses techniques they are working 
with.  
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2.2 Software Architecture 

We chose for a three-layered client-server architecture. The majority of the 
computationally intensive tasks is performed by the server components which are made 
available through web services.  

 

 

Fig. 1. A representation of the CORDIET architecture 

The major components of the data layer are a relational database (at the moment we 
use PostgreSQL), XML input data files and the Lucene indexer. The data indexing 
component reads XML files from a selected dataset, parses these files into the SQL 
database and generates the Lucene index. The database content and Lucene index can be 
accessed and used by the business layer components through the data access layer. The 
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business layer will offer functionality to create business objects such as Hidden Markov 
Models, Emergent Self Organising Maps, concept lattices etc. (at the moment only the 
concept lattice module is fully implemented and working). The user can install the client 
module and remotely connect to the services which make functionality of the middle 
layer available. Figure 1 contains a high level overview of the software system.  

3 Data Sources  

In this research four main data sources have been used for empirical validation. The 
first data source was the police database “Basis Voorziening Handhaving” (BVH) of 
the Amsterdam-Amstelland police. Multiple datasets were extracted from this data 
source, including the domestic violence, human trafficking and terrorism dataset. The 
second data source was the World Wide Web, from which we collected 1072 
scientific articles on Formal Concept Analysis (FCA). The third dataset consists of 
148 breast cancer patients that were hospitalized in GZA hospital campus Sint-
Augustinus during the period January 2008 till June 2008. The fourth dataset contains 
533 chat conversations of pedophiles from the website www.perverted-justice.com.  

Table 1.  Overview of data sources used for empirically validating the CORDIET toolset 

 textual unstructured data type #data items year  
Domestic violence X X incident reports 4814 2007  
Human trafficking X X observational reports 266157 2005-2010  
Terrorism 
Pedophiles 
Clinical pathways 
Scientific articles 

X 
X 
X 
X 

X 
X 
 

X 

observational reports
chat conversations 
patient data 
papers 

166577 
533 
148 
1072 

2005-2009 
2004-2011 

2008 
2003-2011 

 

3.1 Data Source BVH 

The database system BVH is used by all police forces of the Netherlands, the military 
police and the Royal Marechaussee. This database system contains both structured 
and unstructured textual information. The contents of the database are subdivided in 
two categories: incidents and activities. Incident reports describe events that took 
place which are in violation with the law. These include violence, environmental and 
financial crimes. During our first case study we analyzed 4814 incident reports 
describing violent incidents, filed in 2007, and we aimed at automatically recognizing 
the domestic violence cases. 

Activities are often performed after certain incidents occurred and include 
interrogations, arrestments, etc., but activities can also be performed independent of 
any incident, such as motor vehicle inspections, an observation made by a police 
officer of a suspicious situation, etc. Each of these activities performed are described 
in a textual report by the responsible officer. In the year 2005, Intelligence Led 
Policing (Collier 2006) was introduced at the police of Amsterdam, resulting in a  
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sharp increase in the number of filed activity reports describing observations made by 
police officers, i.e. from 34817 in 2005 to 67584 in 2009. These observational reports 
contain a short textual description of what has been observed and may be of great 
importance for finding new criminals. In the second and third case study, we used the 
observations made by police officers to find indications for human trafficking in 
266157 reports and indications for radicalizing behavior in 166577 reports. The 
involved persons and vehicles are stored in structured data fields in a separate 
database table and are linked to the unstructured report using relational tables. 
Therefore, we wrote an export program that automatically composes documents based 
on the most recently available information in the databases. These documents are 
stored in XML format and can be read by the CORDIET toolset.  

3.2 Data Source Scientific Articles 

Over 1000 pdf files containing articles about FCA research were downloaded from 
the WWW and analyzed with the CORDIET system. During the analysis, these pdf-
files were converted to ordinary text and the abstract, title and keywords were 
extracted. Lucene was used to index the extracted parts of the papers using our 
thesaurus containing terms referring to interesting research topics. The result was a 
cross table describing the relationships between the papers and the research topics 
from the thesaurus. This cross table was used as a basis to generate the lattices.  

We only used abstract, title and keywords because the full text of the paper may 
mention a number of concepts that are irrelevant to the paper. For example, if the 
author wrote an article on information retrieval but also gives an overview of related 
work mentioning papers on fuzzy FCA, rough FCA, etc., these concepts may be 
irrelevant however they are detected in the paper. If they are relevant to the entire 
paper we found they were typically also mentioned in title, abstract or keywords.  

3.3 Data Source Clinical Pathways 

The third dataset consists of 148 breast cancer patients that were hospitalized, in GZA 
hospital campus Sint-Augustinus, during the period from January 2008 till June 2008. 
They all followed the care trajectory determined by the clinical pathway Primary Operable 
Breast Cancer (POBC), which structures one of the most complex care processes in the 
hospital. Every activity or treatment step performed to a patient is logged in a database and 
in the dataset we included all the activities performed during the hospitalization of these 
patients. Each activity has a unique identifier and we have 469 identifiers in total for the 
clinical path POBC. We clustered activities with a similar semantic meaning to reduce the 
complexity of the lattices. The resulting dataset is a collection of XML files where each 
XML contains all activities performed to one patient. 

3.4 Data Source Pedophiles  

Because original chat data collected by the Dutch police force organizations is restricted 
by law, results may not be made public. To demonstrate our FCA based method we use 
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the chat data collected by a public American organization, Perverted Justice, which 
actively searches for pedophiles on the internet. We downloaded 533 chat files, i.e. one 
for each of the 533 different suspects. The victims in all chat files are adults playing the 
role of a young girl or boy in the age from 12 to 14. All these adults are members of the 
Perverted Justice organization and are trained to act as a youngster. The adults playing 
the victim try to lure the suspect by playing his or her role as good as possible. The 
behavior of the victims cannot be representative for young girls or boys, but the 
behavior of the suspects is realistic since they really believe to have contact with a 
young girl or boy and act in that way. 

4 Functionality of the CORDIET Software 

Figure 2 displays a screenshot of the CORDIET software which the user will see 
when he starts the system. First, the user can load a set of textual XML files (e.g. 
police reports) in the database (1). The structured part of these reports will be 
displayed together with their textual content on the right of the screen (2). One of the 
central components of our text analysis environment is the semantic network 
containing the collection of attributes used to index the data files. The initial semantic 
network is typically constructed based on expert prior knowledge and incrementally 
improved by analyzing the concept gaps and anomalies in the resulting lattices. The 
user can then edit the semantic network containing terms (e.g. my father, my mother, 
my sister), clusters of terms (e.g. family members), temporal (e.g. January till June 
2009) and more complex compound attributes (e.g. “family members” and not 
“January till June 2009”) which will be used to analyze the texts with CORDIET. The 
semantic network contains multiple abstraction levels. The first level of granularity 
 

 

Fig. 2. CORDIET data preparation stage 
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contains the search terms of which most are grouped together based on their semantic 
meaning to form the term clusters at the second level of granularity. The compound 
attributes can be composed of simple attributes using first order logic operators. The 
user can open (3) a textual editor (4) or open (5) a separate graph based editor to work 
with this semantic network. Using the selection pane (6) he can select the attributes 
which will be used for analysis. The corresponding XML code used to store the 
ontology is shown below (7). By clicking on the green button (8) a formal context 
will be created from which other visual artifacts can be derived. In the current 
prototype only the concept lattice based algorithms have been implemented. 

The user has several options to interact with the lattice (9) visualization in  
figure 3. He can choose to display the contents of objects and attributes but also to see 
their names in the lattice and use a condensed representation as in the lattice in Figure 
3 (10). After clicking on a concept, the names of the texts (in this example police 
reports) in the extent of the concept are shown (12) together with the attribute names 
in the intent (11) on the left. After clicking on the name of a report, the contents will 
be visualized on the right (13). After clicking on the name of an attribute its 
components will also be visualize on the right (14). Clicking on a node will highlight 
all concepts on paths to the infimum and  supremum of the lattice (see figure 5). 

 

 

Fig. 3. CORDIET lattice interaction stage 

5 Case Studies  

In the healthcare case study (see section 5.1) in collaboration with GZA hospitals we 
worked on structured textual data, namely database logs of activities performed to 
patients to identify quality issues in care processes (Poelmans et al. 2010c). The other 
four case studies described in this section were a collaboration between KU Leuven 
and the Amsterdam-Amstelland police. In the domestic violence research (see section 
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5.2) we aimed at exploring and refining the concept and definition of domestic 
violence by analyzing statements made by victims to the police. An important spin-off 
of this exercise was the development of a highly accurate automated case labeling 
system (Poelmans et al. 2011a, Poelmans et al. 2010a). When we started analyzing 
observational reports the goal was to extract unknown suspects potentially involved in 
human trafficking, forced prostitution (see section 5.3 and 5.4) and terrorist activities 
(Poelmans et al. 2011b, Elzinga et al. 2010). We also investigated how we could offer 
police investigators quick but thorough insight in long chat conversations (see section 
5.5) of potential pedophiles with children (Elzinga et al. 2012). Finally, we show how 
we used FCA as a meta-technique to analyze the literature on FCA (see section 5.6). 
In the remainder of this section we showcase briefly the potential of our software 
system for each of these cases. For a thorough description of these cases the reader is 
kindly referred to the papers mentioned. 

5.1 Care Process Analysis 

Care pathways are a methodology to structure multidisciplinary care processes of 
patients with a specific clinical problem. During auditing of the breast cancer care 
process in the GZA hospital group we obtained the concept lattice in Figure 4.  The 
diagram shows that several mandatory key interventions were not always performed 
to hospitalized patients who underwent breast conserving surgery. For example, 
“physiotherapy”, “emotional support” and “counseling by social service” were not 
performed to 15, 2 and 3 of the 60 cancer patients respectively. After presenting these 
results to the care process managers, we jointly looked for the root causes of this 
 
 

 

Fig. 4. Activities performed to breast cancer patients during hospitalization 
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problem. One of these causes turned out to be that over the past years the length of 
stay of the patients in the hospital was dramatically lowered without modifying the 
original care process model. After these findings the prescribed process model was 
rewritten to take into account this shorter length of stay.  

5.2 Domestic Violence under Scrutiny 

A definition of a problem is often inaccurate and incomplete due to the complex 
nature of the reality it was designed to deal with.  

 

Fig. 5.   Analyzing statements made by victims of a violent incident 

An example is the domestic violence definition which was employed by the 
Amsterdam-Amstelland police (Keus et al. 2000): “Domestic violence can be 
characterized as serious acts of violence committed by someone in the domestic 
sphere of the victim. Violence includes all forms of physical assault. The domestic 
sphere includes all partners, ex-partners, family members, relatives and family 
friends of the victim. The notion of family friend includes persons that have a friendly 
relationship with the victim and (regularly) meet with the victim in his/her home.” 
The lattice in Figure 5 contains 4814  police reports of which 1657 were labeled as 
domestic violence  by police officers. 

With CORDIET, the user can visually represent the underlying concepts in the 
data, gain insight in the complexity of the domain under investigation and zoom in on 
interesting concepts. For example we clicked on the node with 379 reports where 
suspect and victim lived on the same address and labeled as domestic violence by 
officers. Domain experts assumed that a situation where perpetrator and victim live at 
the same address is always a case of domestic violence, since these persons are 
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probably family members, however this turned out not to be true. Analysis of the 
reports with attribute “same address” and not labeled as domestic violence revealed 
borderline cases such as violence in prisons, violence between a caretaker and 
inhabitant of an old folks home, etc. Each of these cases were presented to the 
steering board of the domestic violence policy. This resulted in an improved 
definition of domestic violence and an improved handling of domestic violence cases.  

5.3 Identifying Human Trafficking Suspects 

In the past, relevant suspects sometimes remained undetected in the overload of 
observational reports. Since human trafficking indications for observed persons are 
spread over multiple reports which are typically filed by different officers, a visual 
picture which summarizes these data and makes it accessible for exploration is an 
important instrument for investigators. With CORDIET, we present this picture to the 
user in the form of a concept lattice. For example Figure 6 shows potential human 
trafficking suspects, i.e. men who force girls to work in prostitution, with Eastern 
European nationality (Poelmans et al. 2011).  
 

 

 

Fig. 6.   Lattice of potential suspects and victims of human trafficking 

We clicked on the concept with 3 persons in the extent and attributes “violation of 
body integrity”, “coercion”, “violence” and “large money amount” in the intent. The 
police officer can see the names of the persons in the “node objects” pane and double 
click on a name to create a detailed profile lattice for him or her (see also section 5.4). 
Please note that we made the node objects pane containing names of potential 
suspects and victims invisible. Similar results were achieved for terrorism data 
(Elzinga et al. 2010). 
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5.4 Profiling Human Trafficking Suspects 

A profile of a selected potential suspect can be automatically generated using our 
system and displays all available information in a lattice together with the temporal 
evolution of this person (Poelmans et al. 2011b). Figure 7 shows a lattice profile of a 
loverboy suspect. The objects are names and birth dates of persons found in reports in 
which our main suspect was mentioned. After analyzing the lattice with domain 
experts it became clear that he used violence to make the 2 young girls (Sardientje 
and Hermina) consent to sexual exploitation.  
 

 

Fig. 7. Analysis of social network of suspect Pimpos Antonio Marcello (fictive name) 

5.5 Analyzing Chat Conversations of Pedophiles 

Chat conversations can be very long and time-consuming to read. A system which 
helps officers quickly identify those conversations posing a threat to a child’s safety 
and understand what has been talked about may significantly speed up and improve 
the efficiency of their work (Elzinga et al. 2012).  

The lattice in Figure 8 shows how a set of 533 chat conversations was analyzed 
with FCA. We defined 7 term clusters containing keywords which were used by 
pedophiles in their chat conversations. We numbered these 7 attributes according to 
the severity of the threat to the child’s safety. We clicked on a concept with 96 
conversations in the extent and attributes “asks”, “asks about sex”, “describes about 
sex” and “asks for address”. In the “node objects” pane the user can click on the name 
of a conversation to display its contents. In Elzinga et al. (2012) we describe in detail  
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Fig. 8. Analyzing chat conversations of pedophiles with members of the perverted justice 
organization who pretend to be a young child 

how we selected chats from such a concept lattice and analyze them in detail with 
temporal relational semantic systems. 

5.6 FCA Literature Study 

CORDIET was also used in an exploratory study for visually representing and exploring 
scientific papers (Poelmans et al. 2010b, Poelmans et al. 2012). The user can dynamically 
select and deselect attributes representing research topics and relevant papers will be 
shown. An author looking for relevant works in his/her filed may benefit from such a 
system.  

 
Fig. 9. Analyzing 1072 papers on Formal Concept Analysis with a zoom on ontology 
engineering papers 
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The lattice in Figure 9 displays 1072 papers on Formal Concept Analysis. The 
attributes which we chose to analyze these data are related to ontology engineering. 
The selected node contains 2 papers on quality management of ontologies using 
relational exploration, an algorithm which can be applied in the context of Formal 
Concept Analysis enriched with description logics.  

6 Discussion, Conclusions and Future Work 

Yearly more than 5000 statements are made by victims of a violent incident to the 
Amsterdam-Amstelland police and over 60000 observational reports are filed by 
officers. The need for a text analysis system became apparent since there is no 
capacity to deal with all this information manually. Existing fully automated text 
mining methods were found to be no good option. First, automated machine learning 
techniques such as decision trees, support vector machines, neural networks, 
automated keyword extraction techniques, etc. assume that the underlying concepts of 
the domain are clear, can be extracted from the data and used for classification. 
Unfortunately we found this is often not true, e.g. there was no consensus amongst 
police officers on whether certain borderline cases should be labeled as domestic 
violence or non-domestic violence, officers labeled several cases wrongly, prior 
knowledge was not always useful, etc. Second, in observational police reports, 
indications against a certain suspect are spread over multiple reports. In the case of 
human trafficking for example, an additional complicating factor is that only a few 
thousand reports in a dataset of over 250 000 reports are relevant. Third, often a 
human expert should stay in the loop because of the particular nature of the domain 
under investigation. Selecting suspects for in-depth investigation should be done by a 
human expert who can be held accountable for his decisions.  

In each of the described case studies FCA was used to create intuitive and 
interactive visualizations which can easily be interpreted by domain experts. To cope 
with scalability issues, attributes can be clustered, segments of the data can be 
selected, objects can be grouped, etc. in the CORDIET system. In particular the data 
summarization capabilities of the lattice diagrams were found to be of interest to the 
users. Texts, their properties, connections with other pieces of text, etc. can be 
distilled from such diagrams with ease. We believe that the presented CORDIET 
system may significantly improve the efficiency of working with unstructured textual 
data. However, we are aware that a lot of work remains to be done. Avenues for 
future research include: 

- Implementation of other (complementary) data visualization techniques such 
as Emergent SOM and HMMs and integrating these models with the existing 
concept lattice module and with each other such that data exploration can be 
done in an efficient yet thorough manner. 

- Analyzing the possibilities of NLP techniques for Dutch language to speed up 
thesaurus building. 

- Extending existing functionality to better analyze social structure of criminal 
communities. 
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Abstract. Formal Concept Analysis (FCA) is an unsupervised clustering tech-
nique and many scientific papers are devoted to applying FCA in Information 
Retrieval (IR) research. We collected 103 papers published between 2003-2009 
which mention FCA and information retrieval in the abstract, title or keywords. 
Using a prototype of our FCA-based toolset CORDIET, we converted the pdf-
files containing the papers to plain text, indexed them with Lucene using a the-
saurus containing terms related to FCA research and then created the concept 
lattice shown in this paper. We visualized, analyzed and explored the literature 
with concept lattices and discovered multiple interesting research streams in IR 
of which we give an extensive overview. The core contributions of this paper 
are the innovative application of FCA to the text mining of scientific papers and 
the survey of the FCA-based IR research. 

1 Introduction 

According to Manning et al. (2008), “information retrieval (IR) is finding material 
(usually documents) of an unstructured nature (usually text) that satisfies an informa-
tion need from within large collections (usually stored on computers).” In the past, 
only specialized professions such as librarians had to retrieve information on a regular 
basis. These days, massive amounts of information are available on the www and 
hundreds of millions of people make use of information retrieval systems such as web 
or email search engines on a daily basis.  Formal Concept Analysis (FCA) was intro-
duced in the early 1980s by Rudolf Wille as a mathematical theory (Wille 1982) and 
is a popular technique within the IR field. FCA is concerned with the formalization of 
concepts and conceptual thinking and has been applied in many disciplines such as 
software engineering, knowledge discovery and ontology construction during the last 
15 years. The core contributions of this paper are as follows. We visually represent 
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the literature on FCA and IR using concept lattices, in which the objects are the scien-
tific papers and the attributes are the relevant terms available in the title, keywords 
and abstract of the papers. We developed a toolset with a central FCA component that 
we use to index the papers with a thesaurus containing terms related to FCA research 
and to generate the lattices. We zoom in and give an extensive overview of the papers 
published between 2003 and 2009 on using FCA in information retrieval.  

The remainder of this paper is composed as follows. In section 2 we introduce the 
essentials of FCA theory and the knowledge browsing environment we developed to 
support this literature analysis. In section 3 we describe the dataset used. In section 4 
we visualize the FCA literature on information retrieval using FCA lattices and we 
summarize the papers published in this field. Section 5 concludes the paper. 

2 Formal Concept Analysis 

FCA (Ganter et al. 1999, Wille 1982) is a well established technique in mathematics 
and computer science and multiple partial surveys were published during the past 
years. A textual overview of part of the literature published until the year 2004 on 
FCA is given by Priss (2006). An overview of available FCA software is provided by 
Tilley (2004) and in Tilley et al. (2007), an overview of 47 FCA-based software engi-
neering papers is given. The authors categorized these papers according to the 10 
categories as defined in the ISO 12207 software engineering standard and visualized 
them in a concept lattice. In Lakhal et al. (2005), a survey on FCA-based association 
rule mining techniques is given. Poelmans et al. (2010) give an extensive overview of 
KDD applications of FCA. FCA groups scientific papers containing terms from the 
same term-clusters in concepts. The starting point of the analysis is a formal context 
(G, M, I) consisting of rows G (i.e. objects), columns M (i.e. attributes) and crosses I 
⊆ G × M (i.e. relationships between objects and attributes).  

Table 1. Example of a formal context 

 browsing mining Software web services FCA information retrieval 
Paper 1 X X X  X  
Paper 2   X  X X 
Paper 3  X  X X  
Paper 4 X  X  X  
Paper 5    X X X 

 
An example of a cross table is displayed in Table 1. In the latter, scientific papers 

(i.e. the objects) are related (i.e. the crosses) to a number of terms (i.e. the attributes); 
here a paper is related to a term if the title or abstract of the paper contains this term. 
Given a formal context, FCA then derives all concepts from this context and orders 
them according to a subconcept-superconcept relation, resulting in a lattice.  

The notion of concept is central to FCA. The way FCA looks at concepts is in line 
with the international standard ISO 704, that formulates the following definition: “A 
concept is considered to be a unit of thought constituted of two parts: its extent and its 
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intent.” The extent consists of all objects belonging to the concept, while the intent 
comprises all attributes shared by those objects. Let us illustrate the notion of concept 
of a formal context using the data in Table 1. For a set of objects O G⊆ , the com-
mon features can be identified, written O′, via: 

' { | : ( , ) }A O m M o O o m I= = ∈ ∀ ∈ ∈   

Take the attributes that describe paper 4 in Table 1, for example. By collecting all 
papers of this context that share these attributes, we get to a set O G⊆ consisting of 
papers 1 and 4. This set O of objects is closely connected to set A consisting of the 
attributes “browsing”, “software” and “FCA”: ' { | : ( , ) }O A o G a A o a I= = ∈ ∀ ∈ ∈  

That is, O is the set of all objects sharing all attributes of A, and A is the set of all 
attributes that are valid descriptions for all the objects contained in O. Each such pair 
(O, A) is called a formal concept (or concept) of the given context. The set 'A O=  is 
called the intent, while 'O A=  is called the extent of the concept (O, A). 

There is a natural hierarchical ordering relation between the concepts of a given 
context that is called the subconcept-superconcept relation.  

1 1 2 2 1 2 2 1( , ) ( , ) ( )O A O A O O A A≤ ⇔ ⊆ ⇔ ⊆  

A concept d 1 1( , )O A=  is called a subconcept of a concept e 2 2( , )O A=  (or equiva-

lently, e is called a superconcept of a concept d) if the extent of d is a subset of the 
extent of e (or equivalently, if the intent of d is a superset of the intent of e). For ex-
ample, the concept with intent “browsing”, “software”, “mining” and “FCA” is a 
subconcept of a concept with intent “browsing”, “software” and “FCA.” With refer-
ence to Table 1, the extent of the latter is composed of papers 1 and 4, while the  
extent of the former is composed of paper 1.  

 

Fig. 1. Line diagram corresponding to the context from Table 1 
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The set of all concepts of a formal context combined with the subconcept-
superconcept relation defined for these concepts gives rise to the mathematical struc-
ture of a complete lattice, called the concept lattice of the context. The line diagram in 
Figure 1 is a representation of the concept lattice of the formal context abstracted 
from Table 1. The circles or nodes in this line diagram represent the formal concepts. 
The shaded boxes (upward) linked to a node represent the attributes used to name the 
concept. The non-shaded boxes (downward) linked to the node represent the objects 
used to name the concept. The information contained in the formal context of Table 1 
can be distilled from the line diagram in Figure 1 by applying the following reading 
rule: An object “g” is described by an attribute “m” if and only if there is an ascend-
ing path from the node named by “g” to the node named by “m.” For example, 
 paper 1 is described by the attributes “browsing”, “software”, “mining” and “FCA.”  

We developed a knowledge browsing environment CORDIET to support our litera-
ture analysis process (Poelmans et al. 2010b, Poelmans et al. 2010c). One of the cen-
tral components of our text analysis environment is the thesaurus containing the  
collection of terms describing the different research topics. The initial thesaurus was 
constructed based on expert prior knowledge and was incrementally improved by 
analyzing the concept gaps and anomalies in the resulting lattices. The thesaurus is a 
layered thesaurus containing multiple abstraction levels. The first and finest level of 
granularity contains the search terms of which most are grouped together based on 
their semantical meaning to form the term clusters at the second level of granularity. 

The papers that were downloaded from the World Wide Web (WWW) were all 
formatted in pdf. These pdf-files were converted to ordinary text and the abstract, title 
and keywords were extracted. The open source tool Lucene was used to index the 
extracted parts of the papers using the thesaurus. The result was a cross table describ-
ing the relationships between the papers and the term clusters or research topics from 
the thesaurus. This cross table was used as a basis to generate the lattices.  

3 Dataset 

This Systematic Literature Review (SLR) has been carried out by considering a total 
of 103 papers related to FCA and IR published between 2003 and 2009 in the litera-
ture and extracted from the most relevant scientific sources. The sources that were 
used in the search for primary studies contain the work published in those journals, 
conferences and workshops which are of recognized quality within the research com-
munity. These sources are: IEEE Computer Society, ACM Digital Library, Sciencedi-
rect, Springerlink, EBSCOhost, Google Scholar, Conference repositories: ICFCA, 
ICCS and CLA conference. Other important sources such as DBLP or CiteSeer were 
not explicitly included since they were indexed by some of the mentioned sources 
(e.g. Google Scholar). In the selected sources we used various search strings including 
“Formal Concept Analysis”, “FCA”, “concept lattices”, “Information Retrieval”. To 
identify the major categories for the literature survey we also took into account the 
number of citations of the FCA papers at CiteseerX.  
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4 FCA-Based Information Retrieval Research 

In Conceptual Knowledge Processing (CKP) the focus lies on developing methods for 
processing information and knowledge which stimulate conscious reflection, discur-
sive argumentation and human communication (Wille 2006, Eklund et al. 2007). The 
word “conceptual” underlines the constitutive role of the thinking, arguing and com-
municating human being and the term “processing” refers to the process in which 
something is gained which may be knowledge. FCA can be particularly suited for IR 
because of its human-centeredness. The efficient retrieval of relevant information is 
promoted by the FCA representation that makes the inherent logical structure of the 
information transparent. FCA can be used for multiple purposes in IR (Priss 2006). 
First, FCA is an interesting instrument for browsing through large document collec-
tions. FCA can also support query refinement. Because a document-term lattice struc-
tures the available information as clusters of related documents which are partially 
ordered, lattices can be used to make suggestions for query enlargement in cases 
where too few documents are retrieved and for query refinement in cases where too 
many documents are retrieved. Third, lattices can be used for querying and naviga-
tion.  An initial query corresponds to a start node in a document-term lattice. Users 
can then navigate to related nodes. Further, queries are used to “prune” a document-
term lattice to help users focus their search (Carpineto et al. 1996b). For many pur-
poses, some extra facilities are needed such as processing large document collections 
quickly, allowing more flexible matching operations, allowing ranked retrieval and 
give contextual answers to user queries. The past years many FCA researchers have 
also devoted attention to these issues.  

The first attempts to use lattices for information retrieval are summarized in Priss 
(2000), but none of them resulted in practical implementations. Godin et al. (1989) 
developed a textual information retrieval system based on document-term lattices but 
without graphical representations of the lattices. The authors also compared the sys-
tem's performance to that of Boolean queries and found that it was similar to and even 
better than hierarchical classification (Godin et al. 1993). They also worked on soft-
ware component retrieval (Mili et al. 1997). In Carpineto et al. (2004a), their exten-
sive work on information retrieval was summarized.  

86 % of the papers on FCA and information retrieval are covered by the research 
topics in Figure 2. In section 4.1 and 4.2 we intuitively introduce the process of trans-
forming data repositories into browsable FCA representations and performing query 
expansion and refinement operations. In section 4.3 and 4.4, the 28 % of papers on 
using FCA for representation of and navigation in image, service, web, etc. document 
collections are described. Defining and processing complex queries covers 6% of the 
papers and is described in section 4.5. Section 4.6 summarizes the papers on contex-
tual answers (6% of papers) and ranking of query results (6% of papers).  
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Fig. 2. Lattice containing 103 papers on using FCA in IR 

4.1 Knowledge Representation and Browsing with FCA 

In 28 % of the 103 selected papers, FCA is used for browsing and navigation through 
document collections. In more than half of these papers (18% of total number of pa-
pers), a combination of navigation and querying based on the FCA lattices is pro-
posed. Annotation of documents and finding optimal document descriptors play an 
important role in effective information retrieval (9% of papers). All FCA-based ap-
proaches for information retrieval and browsing through large data repositories are 
based on the same underlying model. We first have the set G containing objects such 
as web pages, web services, images or other digitally available items. The set A of 
attributes can consist of terms, tags, descriptions, etc. These attributes can be related 
to certain objects through a relation I G M⊆ ×  which indicates the terms, tags, etc. 
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can be used to describe the data elements in G. This triple (G, M, I) is a formal con-
text from which the concept lattice can be created. The mathematical details of such a 
concept lattice are described in section 2.1. The process of obtaining a browsable 
FCA representation from such data is displayed in Fig. 3. 

 

Fig. 3. Data transformation process 

4.2 Query Result Improvement with FCA 

Search engines are increasingly being used by amongst others web users who have an 
information need. The intent of a concept in an FCA lattice corresponds to a query 
and the extent contains the search results. A query AΛ  uses a set of terms A and the 
system returns the answer by evaluating 'A . Upon evaluating a query AΛ  the system 
places itself on the concept ( ', '')A A which becomes the current concept c. For exam-

ple in Fig. 4, the intent of the current concept cA = {Tag 1, Tag 2, Tag 3, Tag 4, Tag 
5, Tag 6, Tag 8} and the extent of the current concept cO  = {web page 8, web page 
9}. Since a query provided by a user only approximates a user's need, many tech-
niques have been developed to expand and refine query terms and search results. 
Query tuning is the process of searching for the query that best approximates the in-
formation need of the user. Query refinements can help the user express his original 
need more clearly. Query refinement can be done by going to a lower neighbor of the 
current concept in the lattice by adding a new term to the query items. The user can 
navigate for example to a subconcept (( { }) ', ( { }) '')c cA t A t∪ ∪  by adding term t.  

Query enlargement, i.e. retrieving additional relevant web pages, can be performed 
by navigating to an upper neighbor of the current concept in the lattice by removing a 
term from the query items. The user can navigate for example to a superconcept 
(( { }) '', ( { }) ')c cO o O o∪ ∪ by adding object o. The combination of subsequent refine 

and expand operations can be seen as navigation through the query space. Typically, 
navigation and querying are two completely separate processes, and the combination 
of both results in a more flexible and user-friendly method. These topics are investi-
gated in 8 % of the IR papers.  
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Fig. 4. Query tuning: from the current concept: an upward arrow for query expansion and a 
downward arrow for query refinement 

4.3 Web and Email Retrieval 

FCA has been used as the basis for many web-based knowledge browsing systems 
developed during the past years. Especially its comprehensible visualization capabili-
ties seem to be of interest to the authors of these papers.  

The results returned by web search engines for a given query are typically format-
ted as a list of URLs accompanied by a document title and a short summary of the 
document. Several FCA based systems were developed for analyzing and exploring 
these search results. CREDO (Carpineto et al. 2004), FooCA (Koester 2005, Koester 
2006) and SearchSleuth (Ducrou et al. 2007, Dau et al. 2008) build a context for each 
individual query which contains the result of the query as objects and the terms found 
in the title and summary of each result as attributes. The CREDO system then builds 
an iceberg lattice which is represented as  a tree and can be interactively explored by 
the user. FooCA shows the entire formal context to the user and offers a great degree 
of flexibility in exploring this table using the ranking of attributes, selecting the num-
ber of objects and attributes, applying stemming and stop word removal etc. Search-
Sleuth does not display the entire lattice but focuses on the search concept, i.e. the 
concept derived from the query terms. The user can easily navigate to its upper and 
lower neighbors and siblings. Nauer et al. (2009) also propose to use FCA for itera-
tively and interactively analyzing web search results. The user can indicate which 
concepts are relevant and which ones are not for the retrieval task. Based on this in-
formation the concept lattice is dynamically modified. Their research resulted in the 
CreChainDo system. Kim et al. (2004) presented the FCA-based document navigation 
system KAnavigator for small web communities in specialized domains. Relevant 
documents can be annotated with keywords by the users. Kim et al. (2006) extended 
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the search functionality by combining lattice-based browsing with conceptual scales 
to reduce the complexity of the visualization. Cigarran et al. (2004) present the 
JBraindead IR System which combines free-text search with FCA to organize the 
results of a query.  

Cole et al. (2003) discuss a document discovery tool named Conceptual Email 
Manager (CEM) which is based on FCA. The program allows users to navigate 
through emails using a visual lattice. The paper also discusses how conceptual ontol-
ogies can support traditional document retrieval systems and aid knowledge discovery 
in document collections. The development of this software is based on earlier research 
on retrieval of information from semi-structured texts (Cole et al. 2001, Cole et al. 
2000). Building further on this work is the Mail-Sleuth software (Eklund et al. 2004) 
which can be used to mine large email archives. Eklund et al. (2005) use FCA for 
displaying, searching and navigating through help content in a help system.  

Stojanovic (2005) present an FCA-based method for query refinement that provides a 
user with the queries that are “nearby” the given query. Their approach for query space 
navigation was validated in the context of searching medical abstracts.  Stojanovic 
(2004) presents the SMART system  for navigation through an on-line product catalog. 
The products in the database are described by elements of an ontology and visualized 
with a lattice, in which users can navigate from a very general product-attribute cluster 
containing a lot of products to very specific clusters that seem to contain a few, but for 
the user highly relevant products. Spyratos et al. (2006) describe an approach for query 
tuning that integrates navigation and querying into a single process. The FCA lattice 
serves for navigation and the attributes for query formulation. Le Grand et al. (2006) 
present an IR method based on FCA in conjunction with semantics to provide contex-
tual answers to web queries. An overall lattice is built from tourism web pages. Then, 
users formulate their query and the best-matching concepts are returned, users may then 
navigate within the lattice by generalizing or refining their query. Eklund et al. (2008) 
present AnnotationSleuth to extend a standard search and browsing interface to feature a 
conceptual neighborhood centered on a formal concept derived from curatorial tags in a 
museum management system. 

Cigarran et al. (2005) focus on the automatic selection of noun phrases as docu-
ments descriptors to build an FCA based IR system. Automatic attribute selection is 
important when using FCA in a free text document retrieval framework. Optimal 
attributes as document descriptors should produce smaller, clearer and more browsa-
ble concept lattices with better clustering features. Garcia et al. (2006) use FCA to 
perform semantic annotation of web pages with domain ontologies. Similarity match-
ing techniques from Case Based Reasoning can be applied to retrieve these annotated 
pages as cases. Liu et al. (2007) use FCA to optimize a personal news search engine 
to help users obtain the news content they need rapidly. The proposed technique com-
bines the construction of user background using FCA, the optimization of query key-
words based on the user's background and a new layout strategy of search results 
based on a “Concept Tree”. Lungley et al. (2009) use implicit user feedback for 
adapting the underlying domain model of an intranet search system. FCA is used as 
an interactive interface to identify query refinement terms which help achieve better 
document descriptions and more browsable lattices.   
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4.4 Image, Software and Knowledge Base Retrieval 

Another domain in which FCA has been applied as an information retrieval technique 
is software engineering. Efficient service management including the classification, 
semantic annotation and retrieval of web services are important challenges in service-
centric software engineering. Peng et al. (2005) present a method for generating a 
concept lattice depicting conceptual relationships between web services and to accu-
rately retrieve web services from these lattices. Bruno et al. (2005) propose an ap-
proach based on FCA and Support Vector Machines to automatically identify key 
concepts inside service textual documentation, build a lattice based on these service 
annotations and classify services to specific domains. Poshyvanyk et al. (2007) use a 
combination of FCA and Latent Semantic Indexing (LSI) for concept location in the 
source code of Eclipse. LSI is used to map the concepts expressed in queries to rele-
vant parts of the source code. The result is a ranked list of source code elements, or-
ganized in an FCA lattice. Muangon et al. (2009) combine FCA with Case Based 
Reasoning (CBR) for choosing appropriate design patterns for a specific design prob-
lem. This approach solves some of the problems of existing design pattern search 
methods using keyword-search. Design patterns are applied to solve recurring soft-
ware design problems. Peng et al. (2007) propose a method for the incremental con-
struction of a component retrieval ontology based on FCA. The ontology contains the 
characterizations of the components stored in the repository. 

Ahmad et al. (2003) build concept lattices from descriptions associated to images 
for searching and retrieving relevant images from a database. In the ImageSleuth 
project (Ducrou et al. 2006), FCA was also used for clustering of and navigation 
through annotated collections of images. The lattice diagram is not directly shown to 
the user. Only the extent of the present concept containing thumbnails, the intent con-
taining image descriptions and a list of upper and lower neighbors is shown. In Du-
crou (2007), the author built an information space from the Amazon.com online store 
and used FCA to discover conceptually similar DVDs and explore their conceptual 
neighborhood. The system was called DVDSleuth. Amato et al. (2008) start from an 
initial image given by the user and use a concept lattice for retrieving similar images. 
The attributes in this lattice are facets, i.e. an image similarity criterion based on e.g. 
texture, color or shape. The values in the context indicate for each facet how similar 
an image in the database is with respect to the user provided initial image. By query-
ing, the user can jump to any cluster of the lattice by specifying the criteria that the 
sought cluster must satisfy. By navigation from any cluster, the user can move to a 
neighbor cluster, thus exploiting the ordering amongst clusters.  

Ducrou et al. (2005b) presented an FCA-based application, D-SIFT, for exploring 
relational database schema. Tane et al. (2005) introduced the query-based multi con-
text theory, which allows defining a virtual space of FCA-based views on ontological 
data. Tane et al. (2006) discuss the benefits of the browsing framework for knowledge 
bases based on supporting the user in defining pertinent views. Hachani et al. (2009) 
use fuzzy FCA to explain the reasons of a failed database query and generate the 
nearest subqueries with non-empty answers.  
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4.5 Defining and Processing Complex Queries with FCA 

Multiple techniques have been developed to define and process complex queries and 
to integrate data coming from heterogeneous sources. This topic is discussed in 6% of 
the IR papers. De Souza et al. (2004) use FCA for processing user queries over a set 
of overlapping ontologies, which have been created by independent groups adopting 
different configurations for ontology concepts. For example in bioinformatics, it is 
often difficult to relate the resources with a user query since the query needs to be 
processed and distributed over several heterogeneous data sources. Messai et al. 
(2005) present an approach based on FCA to search relevant bioinformatics data 
sources for a given user query. Nafkha et al. (2005b) investigate the possibilities of 
using FCA for searching similar objects in heterogeneous information sources. Pollai-
lon et al. (2007) present a method based on FCA to provide contextual answers to 
user's queries from and to help their navigation in heterogeneous data sources. Cera-
volo et al. (2007) use FCA for matching and mapping elements from heterogeneous 
data sources to a common ontology. Hitzler et al. (2006) present a new query lan-
guage which allows querying formal contexts by means of logic programs written 
over attributes and objects. 

4.6 Domain Knowledge in Search Results: Contextual Answers and Ranking 

In this section, we discuss some of the techniques devised to provide contextual an-
swers to user's queries and to incorporate domain knowledge into the organization of 
search results. Amongst others Carpineto et al. (2005) state that the main advantage of 
FCA for IR is the possibility of eliciting context and giving contextual answers to 
user’s queries. This topic is discussed in 9% of the IR papers. Please note that several 
papers in section 4.3 and 4.4 present methods which provide the user contextual an-
swers, here we focus on ranking of query search results. Several researchers use FCA 
lattices for measuring query-document relevance, i.e. concept lattice-based ranking 
(CLR). Messai et al. (2008) partially order the set of attributes with respect to their 
importance. This hierarchy represents domain knowledge used to improve lattice-
based querying and navigation. Hierarchies of attributes are used to define complex 
queries containing attributes with different levels of importance. Zhang et al. (2008) 
propose a method based on FCA to build a two-level hierarchy for retrieved search 
results of a query to facilitate browsing the collection. After formal concepts are ex-
tracted using FCA, the concepts most relevant to the query are further extracted.  
Finally, Ignatov et al. (2009) use FCA for near-duplicate detection in web search  
results. 

5 Conclusions 

Since its introduction in 1982 as a mathematical technique, FCA became a well-
known instrument in computer science. Over 700 papers have been published over the 
past 7 years on FCA and 103 of them showed the method’s usefulness for IR. This 
paper showcased the possibilities of FCA as a meta technique for categorizing the 
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literature on concept analysis with particular focus on the IR field. The intuitive visual 
interface of the concept lattices allowed for an in-depth exploration of the main re-
search topics. Information retrieval is an important domain in which FCA was found 
to be an interesting instrument for representation of and navigation in large document 
collections and multiple IR systems resulted from this research. Also in query tuning 
and providing contextual answers to user queries, FCA was found to be a useful tech-
nique. In the future, we hope that this compendium may serve to guide both practi-
tioners and researchers to new and improved avenues for FCA in the IR field. 
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