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Abstract. Recommender systems are crucial components of most commercial
web sites to keep users satisfied and to increase revenue. Thus, a lot of effort is
made to improve recommendation accuracy. But when is the best possible perfor-
mance of the recommender reached? The magic barrier, refers to some unknown
level of prediction accuracy a recommender system can attain. The magic barrier
reveals whether there is still room for improving prediction accuracy, or indicates
that any further improvement is meaningless. In this work, we present a mathe-
matical characterization of the magic barrier based on the assumption that user
ratings are afflicted with inconsistencies - noise. In a case study with a commer-
cial movie recommender, we investigate the inconsistencies of the user ratings
and estimate the magic barrier in order to assess the actual quality of the recom-
mender system.

Keywords: Recommender Systems, Noise, Evaluation Measures, User Incon-
sistencies.

1 Introduction

Recommender systems play an important role in most top-ranked commercial websites
such as Amazon, Netflix, Last.fm or IMDb [10]. The goal of these recommender sys-
tems is to increase revenue and present personalized user experiences by providing sug-
gestions for previously unknown items that are potentially interesting for a user. With
the growing amount of data in the Internet, the importance of recommender systems
increases even more to guide users through the mass of data.

The key role of recommender systems resulted in a vast amount of research in this
field, which yielded a plethora of different recommender algorithms [1, 4, 8]. An ex-
ample of a popular and widely used approach to recommenders is collaborative filter-
ing. Collaborative filtering computes user-specific recommendations based on historical
user data, such as ratings or usage patterns [4, 7]. Other approaches include content-
based recommenders (recommend items based on properties of a specific item), social
recommenders (recommend things based on the past behavior of similar users in the
social network) or hybrid combinations of several different approaches.

To select an appropriate recommender algorithm, and adapt it to a given scenario or
problem, the algorithms are usually examined by testing their performance using either
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artificial or real test data reflecting the problem. The best performing algorithm and
parameters among a number of candidate algorithms is chosen. To be able to compare
performance, several different measures and metrics were defined. Common measures
are precision and recall, normalized discounted cumulative gain (NDCG), receiver op-
erating characteristic (ROC) or the root-mean-squared error (RMSE). RMSE is perhaps
the most popular metric used to evaluate the prediction accuracy of a recommender
algorithm [11]. It was the central evaluation metric used in the Netflix Prize competi-
tion1. For the RMSE as performance measure, a recommendation task is typically posed
as that of learning a rating function that minimizes the RMSE on a given training set
of user ratings. The generalization RMSE-performance of the learned rating function
is then assessed on some independent test set of ratings, which is disjoint from the
training set. One major drawback of measuring and comparing the performance using
only static test data is that user behavior is not always reliable. According to studies
conducted by [2, 3, 6] user ratings can be inconsistent (noisy) in the sense that a user
may rate the same item differently at different points of time. Following these findings,
Herlocker et al. [5] and other researchers coined the term magic barrier. The magic
barrier marks the point at which the performance and accuracy of an algorithm cannot
be enhanced due to noise in the data. Every improvement in accuracy might denote an
over-fitting and not a better performance. Thus, comparing and measuring the expected
future performance of algorithms based on static data might not work.

While investigations on the magic barrier are important for future recommendation
research, only first evaluations on the inconsistency of ratings have been conducted so
far. Most importantly, a mathematical characterization of the magic barrier is missing.
In this paper, we will present such a mathematical characterization of the magic barrier,
based on RMSE , which allows us to assess the actual performance of a recommender as
well as the actual room for improvement. In particular, we can identify recommender
algorithms that overfit the test set by chance or by peeking at the test set.2. We also
conducted a first user study with a commercial recommender system, from the German
movie recommendation website moviepilot3, to substantiate our claims and findings in
a real-world setting.

Our main contributions are as follows:

– We present a mathematical characterization of the magic barrier. Based on the prin-
ciple of empirical risk minimization form statistical learning theory, we show that
the magic barrier reduces to the RMSE of the optimal (but unknown) rating func-
tion. Then we characterize the magic barrier in terms of the expected inconsistencies

1 http://www.netflixprize.com
2 This occurs when information about the test set is used for constructing a recommender algo-

rithm. For example, when we devise a new recommendation algorithm based on some similar-
ity measure. We train our new algorithm using the cosine similarity and assess its performance
on a test set. Then we train the same algorithm using the Pearson correlation and measure its
performance on the same test set. Finally, we report the result of the algorithm and the sim-
ilarity measure with the best prediction performance on the test set rather than choosing the
model with the best prediction performance on the training set. Such approaches lead to overly
optimistic results.

3 http://www.moviepilot.de

http://www.netflixprize.com
http://www.moviepilot.de
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incurred in the ratings. Since the magic barrier cannot be computed directly, we de-
rive a procedure to estimate it.

– We present and discuss a case study with moviepilot, a commercial recommender
system for movies. The case study aims at investigating user inconsistencies in
a real-world setting. In addition, we estimated the magic barrier of moviepilot to
assess the quality of moviepilot’s recommendation engine and to propose a limit on
how much moviepilot’s recommendations can be improved.

Based on our findings, we propose that a real-world recommender system should regu-
larly interact with users by polling their opinions about items they have rated previously
in order to audit their own performance and, where appropriate, to take measures to im-
prove their system.

2 Related Work

Inconsistency in user behavior in the context of recommender systems is a known con-
cept and has been studied on several occasions before. The first mention of inconsis-
tencies in a scope similar to ours was made by Hill et al. [6] in their study on virtual
communities. The authors questioned how reliable the ratings were and found a rough
estimate by calculating the RMSE between two sets of ratings performed by 22 users
on two occasions 6 weeks apart.

Similar reliability issues, e.g. the levels of noise in user ratings, were discussed by
Herlocker et al. [5], coining the term the magic barrier as an upper level of recom-
mender system optimization.

More recently, Amatriain et al. [2] performed a set of user trials on 118 users based
on a subset of the Netflix Prize dataset. The authors attempted to find answers to whether
users are inconsistent in their rating behavior, how large the inconsistencies are and
what factors have an impact on the inconsistencies. They were able to identify a lower
bound, a magic barrier, for the dataset used in the trials.

Following their user trials, Amatriain et al. [3] successfully increased the accuracy of
a recommender system by implementing a de-noising step based on re-ratings collected
in a study. They presented two re-rating strategies (user-based and data-based) in order
to find the ground truth values of ratings for the purpose of maximizing accuracy im-
provements in a recommender system. They concluded that re-rating previously rated
items could, in some circumstances, be more beneficial than rating previously unrated
items.

Some of the inconsistencies in users’ rating behavior can be mitigated by temporal
aspects, as Lathia et al. show [8]. This mitigation does however not compensate for
all inconsistencies, which Amatriain et al. [3] showed by having different time spans
between re-ratings.

The problems of noisy user behavior is connected to the type of evaluation used.
Pu et al. [9] present a user-centric (as opposed to data-centric) evaluation framework
which measures the quality of recommendations in terms of usability, usefulness, in-
teraction quality and user satisfaction, which allows for optimization of recommender
systems based on direct user interaction instead of offline accuracy metrics such as
RMSE, NDCG, etc. User-centric evaluation does however come with a cost in terms of
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time, additionally it requires a set of users to be available for the evaluation process.
Given these drawbacks, most recommender system evaluation still uses traditional in-
formation retrieval measures and methods, even though these might not always reflect
the actual quality of the recommendation [11] due to the aforementioned inconsisten-
cies in users’ rating behavior.

If a model for the maximum level of measure-based optimization would be available,
a magic barrier, it could serve as the cut-off point between data-centric and user-centric
evaluation.

3 The Empirical Risk Minimization Principle

We pose the recommendation task as that of a function regression problem based on the
empirical risk minimization principle from statistical learning theory [12]. This setting
provides the theoretical foundation to derive a lower bound (henceforth referred to as
the magic barrier) on the root-mean-square error that can be attained by an optimal
recommender system.

3.1 The Traditional Setting of a Recommendation Task

We begin by describing the traditional setting of a recommendation task as presented
in [4].

Suppose that R is a set of ratings rui submitted by users u ∈ U for items i ∈ I.
Ratings may take values from some discrete set S ⊆ R of rating scores. Typically,
ratings are known only for few user-item pairs. The recommendation task consists of
suggesting new items that will be rated high by users.

It is common practice to pose the recommendation task as that of learning a rating
function

f : U × I → S, (u, i) �→ f(u, i)

on the basis of a set of training examples from R. Given a user u, the learned rating
function f is then used to recommend those items i that have largest scores f(u, i). The
accuracy of a rating function f is evaluated on a test set, which is a subset of R disjoint
from the training set.

A popular and widely used measure for evaluating the accuracy of f on a set R of
ratings is the root-mean-square error (RMSE) criterion

E(f |R) =

√
√
√
√

1

|R|
∑

(u,i)∈R

(

f(u, i)− rui
)2
, (1)

where the sum runs over all user-item pairs (u, i) for which rui ∈ R.4

4 For the sake of brevity, we abuse notation and write (u, i) ∈ R for user-item pairs (u, i) for
which rui ∈ R.
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3.2 Recommendation as Risk Minimization

Learning a rating function by minimizing the RMSE criterion can be justified by the
inductive principle of empirical risk minimization from statistical learning theory [12].
Within this setting we describe the problem of learning a rating function as follows:
We assume that

– user-item pairs (u, i) are drawn from an unknown probability distribution p(u, i),
– rating scores r ∈ S are provided for each user-item pair (u, i) according to an

unknown conditional probability distribution p(r|u, i),
– F is a class of rating functions.

The probability p(u, i) describes how likely it is that user u rates item i. The conditional
probability p(r|u, i) describes the probability that a given user u rates a given item i
with rating score r. The class F of functions describes the set from which we choose
(learn) our rating function f for recommending items. An example for F is the class of
nearest neighbor-based methods.

The goal of learning a rating function is to find a function f ∈ F that minimizes the
expected risk function

R(f) =
∑

(u,i,r)

p(u, i, s)
(

f(u, i)− r
)2
, (2)

where the sum runs over all possible triples (u, i, r) ∈ U × I × S and p(u, i, r) =
p(u, i)p(r|u, i) is the joint probability.

The problem of learning an optimal rating function is that the distribution p(u, i, s)
is unknown. Therefore, we can not compute the optimal rating function

f∗ = argmin
f∈F

R(f).

directly. Instead, we approximate f∗ by minimizing the empirical risk

R̂(f |X ) =
1

|X |
∑

rui∈X

(

f(u, i)− rui
)2
,

where X ⊆ R is a training set consisting of ratings rui given by user u for item i.
Observe that minimizing the empirical risk is equivalent to minimizing the RMSE cri-
terion.

A theoretical justification of minimizing the RMSE criterion (or the empirical risk)
arises from the following result of statistical learning theory [12]: under the assumption
that the user ratings from R are independent and identically distributed, the empirical
risk is an unbiased estimate of the expected risk.5

5 The set of users and items are both finite. In order to apply the law of large numbers, we may
think of R as being a set of ratings obtained by randomly selecting triples (u, i, s) according
to their joint distribution.
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4 The Magic Barrier

This section derives a magic barrier (lower bound) on the RMSE that can be attained
by an optimal recommender system. We show that the magic barrier is the standard
deviation of the inconsistencies (noise) inherent in user ratings. To this end, we first
present a noise model and then derive the magic barrier.

4.1 A Statistical Model for Users’ Inconsistencies

As shown in user studies [2,3,6], users’ rating tend to be inconsistent. Inconsistencies in
the ratings could be due to, for example, change of taste over time, personal conditions,
inconsistent rating strategies, and/or social influences, just to mention a few.

For the sake of convenience, we regard inconsistencies in user ratings as noise. The
following fictitious scenario illustrates the basic idea behind our noise model: Consider
a movie recommender with n movies and a rating scale from zero to five stars, where
zero stars refers to a rating score reserved for unknown movies only. Users are regularly
asked to rate m randomly selected movies. After a sufficiently long period of time, each
user has rated each movie several times. The ratings may vary over time due to several
reasons ( [8]) such as change of taste, current emotional state, group-dynamic effects,
and other external as well as internal influences.

Keeping the above scenario in mind, the expected rating of a user u on movie i is
defined by the expectation

E[Rui] = μui,

where Rui is a random variable on the user-item pair (u, i) and takes on zero to five
stars as values. Then a rating rui is composed of the expected rating μui and some error
term εui for the noise incurred by user u when rating item i. We occasionally refer to
the error εui as user-item noise. Thus, user ratings arise from a statistical model of the
form

rui = μui + εui, (3)

where the random error εui has expectation E[εui] = 0.

4.2 Deriving the Magic Barrier

Suppose that f∗ is the true (but unknown) rating function that knows all expected ratings
μui of each user u about any item i, that is

f∗(u, i) = μui (4)

for all users u ∈ U and items i ∈ I. Then the optimal rating function f∗ minimizes the
expected risk function Eq. (2). Substituting Eq. (3) and Eq. (4) into the expected risk
function Eq. (2) and using p(u, i, s) = p(u, i)p(s|u, i) gives

R(f∗) =
∑

(u,i)

p(u, i)E
[

ε2ui
]

=
∑

(u,i)

p(u, i)V [εui] , (5)
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where the sum runs over all possible user-item pairs (u, i) ∈ U × I and V[εui] denotes
the variance of the user-item noise εui. Eq. (5) shows that the expected risk of an optimal
rating function f∗ is the mean variance of the user-item noise terms.

Expressed in terms of the RMSE criterion, the magic barrier BU×I of a recom-
mender system with users U and items I is then defined by

BU×I =

√
∑

(u,i)

p(u, i)V [εui].

The magic barrier is the RMSE of an optimal rating function f∗. We see that even an
optimal rating function has a non-zero RMSE unless all users are consistent with their
ratings.

Observe that an optimal rating function needs not to be a member of our chosen
function class F from which we select (learn) our actual rating function f . Thus the
RMSE of f can be decomposed into the magic barrier BU×I and an error Ef due to
model complexity of f giving

ERMSE(f) = BU×I + Ef > BU×I.

4.3 Estimating the Magic Barrier

As for the expected risk, we are usually unable to directly determine the magic barrier
BU×I . Instead we estimate the magic barrier according to the procedure outlined in
Algorithm 1.

Algorithm 1. Procedure for estimating the magic barrier.

Procedure: Let X ⊆ U × I be a randomly generated subset of user-item pairs.

1. For each user-item pair (u, i) ∈ X do
(a) Sample m ratings r1ui, . . . , r

m
ui on a regular basis

(b) Estimate the expectation μui by the sample mean

μ̂ui =
1

m

m
∑

t=1

rtui

(c) Estimate the variance of the ratings

ε̂ 2
ui =

1

m

m
∑

t=1

(

μ̂ui − rtui
)2

2. Estimate the magic barrier by taking the average

̂BX =

√

1

|X |
∑

(u,i)∈X
ε̂ 2
ui. (6)



244 A. Said et al.

We postulate that all rating functions f ∈ F with an empirical risk of the form

R̂(f |X ) ≤ B̂2
X

are likely to overfit on the set X and consider further improvements on the RMSE below
B̂X as meaningless.

5 Case Study Using a Commercial Movie Recommender

Our experimental case study serves to validate the noise model and to investigate the
relationship between the estimated magic barrier and the prediction accuracy of movie-
pilot. Due to limited resources, we conducted a moderately scaled user study in a real-
world setting.

5.1 Moviepilot

moviepilot is a commercial movie recommender system having more than one million
users, 55, 000 movies, and over 10 million ratings. Movies are rated on a 0 to 10 scale
with step size 0.5 (0 corresponding to a rating score of 0, not an unknown rating). The
two most common ways to rate movies are either through the “discover new movies”
page, shown in Fig. 1(a) or through the “100 movies of your lifetime” page. The former
presents a combination of new, popular and recommended movies whereas the latter
one presents, like the title suggests, the 100 previously unrated movies deemed most
probable to be liked by the user.

The recommendation engine uses a neighborhood-based collaborative filtering ap-
proach, with a similarity measure inspired by the cosine similarity, and is retrained
regularly, so as to always be able to recommend movies based on an up-to-date model
of users’ rating histories.

5.2 Data

To estimate the magic barrier, we created a Web-based study for collecting users’ opin-
ions on movies. An opinion is a score in the same rating scale as standard user ratings.
The difference between the two is that ratings are stored in the user profile and used for
predictions, whereas opinions do not show up in users’ profiles, are only stored in the
survey and do, subsequently, not affect the recommendations users are given.

The opinion collection study was implemented as a Web application, Fig. 1(b), mir-
roring the look-and-feel of moviepilot’s rating interface as closely as possible. By em-
ulating the rating interface of moviepilot for opinion polling, we aimed at mitigating
any potential distortion of the data due to different interface elements. A comparison of
both is shown in Fig. 1.

Users were notified about the study by announcements in newsletters and posts in
the community forums. The announcements provided information on timing, duration,
process of the opinion collection, the collector, the URL, etc. Users were asked to not
to peek at their old ratings when taking part in the study. They were also informed that
submitted opinions would not be stored in their profiles.
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(a) moviepilot’s find new movies page (b) Opinion interface

Fig. 1. The moviepilot rating interface and the opinion interface used in the user study. The opin-
ion interface mimics the look-and-feel of moviepilot in order to give users a feeling of familiarity
lowering the level UI-induced noise.

Whilst taking part in the study, users were presented with a number of movies ran-
domly drawn from the complete set of their rated movies. Each user could submit at
most one opinion on each movie. A user could skip any number of movies without pro-
viding any opinion. After at least a 20 opinions had been given, the active user could
complete the study.

The study ran from mid April 2011 to early May 2011. We recorded only opinions of
users that provided opinions on at least 20 movies. A total of 306 users provided 6, 299
opinions about 2, 329 movies.

5.3 Experimental Setup

We estimated the magic barrier according to the procedure described in Algorithm 1.
For this, we used the ratings and opinions of those user-item pairs for which the 6, 299
opinions had been recorded.6 This setup corresponds to sampling two ratings for each
of the 6, 299 user-item pairs. The estimate of the magic barrier is the average of the
squared sample noise over all 6, 299 user-item pairs.

5.4 Results

Fig. 2 summarizes the outcome of the opinion polling study, it shows the RMSE of
moviepilot’s recommendation engine and an estimated magic barrier taken over all
6, 299 user-item pairs. The plot also shows the estimated magic barrier restricted to the
following subsets of the 6, 299 user-item pairs: (1) user-item pairs with above average
rating, (2) user-item pairs with above average opinion, (3) user-item pairs with below
average rating, and (4) user-item pairs with below average opinion. The user-specific
averages were taken over all ratings given by the respective user.

6 Though opinions differ from ratings conceptually, we treat them equally when estimating the
magic barrier.
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Fig. 2. RMSE of moviepilot and estimated magic barrier, where all refers to the estimation com-
puted over all 6, 299 user-item pairs, r ≥ avg(r) and o ≥ avg(r), resp. refer to the magic barrier
restricted to all user-item pairs with ratings and opinions, respectively, above or equal to the user-
specific average over all user ratings. Similarly, r < avg(r) and o < avg(r), respectively, refer
to the magic barrier restricted to all user-item pairs with ratings and opinions, resp., below the
user-specific average over all user ratings and opinions.

The first observation to be made is that the estimated magic barrier of moviepilot is
circa 0.61, which is slightly more than one step in moviepilot’s rating scale (±0.61).
In contrast, the RMSE of moviepilot’s recommendation engine is about 1.8 which is
between three and four rating steps. Under the assumption that the estimated magic
barrier is a good estimate of the unknown magic barrier, improvements of a recom-
mender method close to or below the estimated magic barrier are meaningless. Under
the same assumptions, there is room for improving the prediction accuracy of moviepi-
lot. These assumptions, however, have to be taken with care due to the limited amount
of data for estimating the expected rating of each user-item pair.

The second observation to be made is that our estimate of the magic barrier is lower
when restricted to user-item pairs with ratings/opinions above average ratings than for
below average ratings. We hypothesize that users tend to be more consistent with their
ratings/opinions for movies that they have rated above average. This finding comple-
ments the observations of Amatriain et al. [2], i.e. that user ratings seem to be more
consistent at the extreme ends of the rating scale.

The results obtained in this as well as in other studies and the theoretical treatment
on magic barriers give a strong case for collecting opinions (or re-ratings) in order to

1. estimate the magic barrier for performance evaluation, and
2. improve recommendations based on a set of ratings for each user-item pair rather

than on a single rating.

A good estimate of the magic barrier is useful for assessing the quality of a recom-
mendation method and for revealing room for improvements. Recommenders with a
prediction accuracy close to the estimated magic barrier can be regarded as ’optimal’.
Further improvements of such recommenders are meaningless.
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6 Conclusion

The magic barrier is the RMSE of an optimal rating function, and as such, it provides
a lower bound for the RMSE an arbitrary rating function can attain. In terms of noise
incurred when users rate items, the magic barrier is the square root of the expected vari-
ance of the user-item noise. Using this characterization, it is straightforward to derive a
procedure for estimating the magic barrier.

In an experimental case study using moviepilot, a commercial movie recommender
system, we investigated inconsistencies of user ratings and estimated the magic bar-
rier for assessing the actual prediction accuracy of moviepilot. The results confirm that
users are inconsistent in their ratings and that they tend to be more consistent for above
average ratings. Our estimate of the magic barrier reveals that there is room to improve
moviepilot’s recommendation algorithm.

On the basis of our findings we suggest that regularly polling ratings for previously
rated items can be useful to audit the performance of the recommendation engine and
may, where appropriate, lead to measures taken for improving the existing system.

To obtain statically sound results, a large-scale user study is imperative. In order to
regularly poll opinions/ratings of previously rated items, the following issues should be
addressed: (1) How to implement a user-friendly interface for polling opinions/ratings
without having a deterrent effect on users and unbiased results at the same time? (2)
How to present items and sample opinions/ratings to obtain a good estimate of the
magic barrier?
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