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Preface

The 20th International Conference on User Modeling, Adaptation and Personal-
ization (UMAP 2012), chaired by Michel Desmarais and Roger Nkambou, took
place in Montreal, Canada, during July 16–20, 2012. It was the fourth annual
conference under the UMAP title, which resulted from the merger in 2009 of the
successful biannual User Modeling (UM) and Adaptive Hypermedia (AH) con-
ference series. Approximately 500 researchers from 38 countries were involved in
creating the technical program, either as authors or as reviewers.

The Research Paper Track of the conference was chaired by Judith Masthoff
from the University of Aberdeen, UK, and Bamshad Mobasher from DePaul
University, USA. They were assisted by an international Program Committee of
95 leading figures in the AH and UM communities as well as highly promising
younger researchers. Papers in the Research and Industry Paper Tracks were
reviewed by three or more reviewers. The conference solicited Long Research
Papers of up to 12 pages in length, which represent original reports of substantive
new research. In addition, the conference solicited Short Research Papers of up
to 6 pages in length, whose merit was assessed more in terms of originality
and importance than maturity and technical validation. The Research Paper
Track received 101 submissions, including 75 long and 26 short papers. Of these,
22 long and 7 short papers were accepted, resulting in an acceptance rate of 29%
for long papers, 27% for short papers, and 29% overall. Many authors of papers
that were not accepted were encouraged to revise their work and to resubmit it
to conference workshops or to the Poster and Demo Tracks of the conference.

The Research Paper Track included sessions on a variety of established as well
as emerging topics in user modeling, adaptation, and personalization. Among
these were sessions on user engagement; trust; user motivation, attention, and
effort; recommender systems (including topics such as matrix factorization, cri-
tiquing, noise and spam in recommender systems); user-centered design and
evaluation; educational data mining; modeling learners; user models in
microblogging; and visualization.

The Industry Paper Track was chaired by Ido Guy, from IBM Research in
Israel, and Diego Zapata-Rivera, from ETS in USA. This track covered inno-
vative commercial implementations or applications of UMAP technologies, and
experience in applying recent research advances in practice. Submissions to this
track were reviewed by a separate Industry Paper Committee with 11 leading
industry researchers and practitioners. Of five submissions that were received,
three were accepted (two long and one short papers).

The conference also included a Doctoral Consortium, a forum for PhD stu-
dents to get feedback and advice from a Doctoral Consortium Committee of
17 leading UMAP researchers. The Doctoral Consortium was chaired by Lora
Aroyo from the University of Amsterdam, The Netherlands, and Robin Cohen,
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University of Waterloo, Canada. This track received 18 submissions of which 11
were accepted.

The Poster and Demo Session of the conference was chaired by Li Chen, Hong
Kong Baptist University, China, and Stephan Weibelzhal, National College of
Ireland, Ireland. As of the time of writing, the number of acceptances was still
unknown. It was expected that this session would feature dozens of lively posters
and system demonstrations. Summaries of these presentations will be published
in online adjunct proceedings.

The UMAP 2012 program also included Workshops and Tutorials that were
selected by Chairs Eelco Helder, L3S Researh Center, Germany, and Kalina
Yacef, University of Sydney, Australia.

The following tutorials were offered as part of the UMAP 2012 program:

– Empirical Evaluation of User Modeling Systems, by David Chin
– Evaluation of Adaptive Systems, by Stephan Weibelzahl, Alexandros

Paramythis and Judith Masthoff
– Designing and Evaluating New-Generation User Modeling, by Frederica Cena

and Cristina Gena

The following workshops were organized in conjunction with UMAP 2012:

– AUM: Second Workshop on Augmented User Modeling, chaired by Fabian
Abel, Vania Dimitrova, Eelco Herder and Geert-Jan Houbert

– FactMod: Matrix Factorization Techniques for Student Skills and User Pref-
erence Modeling, chaired by Michel Desmarais, Neil Heffernan, Tomas Hor-
vath, Thai-Nghe Nguyen, and Zacharia A. Pardos

– PALE: Personalization Approaches in Learning Environments, chaired by
Milos Kravcik, Olga C. Santos, Jesus G. Boticario and Diana Perez-Marin

– PATCH: Fourth International Workshop on Personal Access to Cultural Her-
itage, chaired by Tsvi Kuflik, Lora Aroyo, Anthony Collins, Eyal Dim, Judy
Kay and Bob Kummerfeld

– Personalized Knowledge Modeling with Big (Usage and Context) Data,
chaired by Doreen Cheng, Lora Aroyo, Deborah McGuinness and Daniel
Park

– SASWeb: Semantic and Adaptive Social Web, chaired by Lora Aroyo, Fed-
erica Cena, Antonina Dattolo, Pasquale Lops and Julita Vassileva

– SRS: Third International Workshop on Social Recommender Systems, chaired
by Ido Guy, Li Chen and Michelle Zhou

– TRUM: Trust, Reputation and User Modeling, chaired by Julita Vassileva
and Jie Zhang

– TVM2P: International Workshop on TV and Multimedia Personalization,
chaired by Shlomo Berkovsky and Luiz Pizatto

Two keynote speakers were invited to share their influential contributions in the
field of adaptive interfaces: Francesco Ricci from the University of Bozen-Bozano
(Italy), and Ryan S.J.d. Baker from Worcester polytechnic Institute (USA). A
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panel was organized by Alfred Kobsa, the editor of the UMUAI journal, to
commemorate two decades of research in our field.

In addition to all the contributors mentioned above, we would also like
to thank the Local Arrangements Chair Jacqueline Bourdeau from TÉLUQ,
Canada, and the Publicity Chair Cristóbal Romero from Universidad de Córdoba
in Spain. A number of indispendable student volunteers also contributed to the
organization, of which Pierre Chalfoun from the University of Montreal, and
Daniel Capelo Borges from TÉLUQ, Canada, were involved from the start. We
are also grateful to UQÀM for providing enthusiastic administrative and secre-
tarial help from Jocelyne Blanchard and Louise Tremblay.

We deeply acknowledge the conscientious work of the Program Committee
members and the additional reviewers, who are listed on the next few pages. We
also gratefully acknowledge our sponsors who helped us with funding and orga-
nizational expertise: User Modeling Inc., ACM SIGART, SIGCHI and SIGIR,
the Chen Family Foundation, Microsoft Research, the U.S. National Science
Foundation, Springer, Polytechnique Montréal, and the Université du Québec à
Montréal. Finally, we want to acknowledge the use of EasyChair for the man-
agement of the review process and the preparation of the proceedings.

April 2012 Judith Masthoff
Bamshad Mobasher

Michel C. Desmarais
Roger Nkambou
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Abstract. Social networking systems originally emerged as tools for keeping up 
with the daily lives of friends and strangers. They have established themselves 
as valuable resources and means to satisfy information needs. The challenge 
with information seeking through social networks is that their immense success 
and popularity is also a weakness. The data deluge facing users has surpassed 
comfortably managed levels and can impact on the quality and relevance of the 
information consumed. We developed a personalized model for predicting the 
relevance of news feed items, in order to facilitate personalized feeds. Results 
of a live analysis show that our approach successfully identifies and promotes 
relevant feed items, with the knock-on effects of increasing interaction between 
users and the contribution of user generated content.  

1 Introduction 

Social media refers to online services and portals that foster user interaction and a 
sense of community, allowing their users to establish and maintain relationships, 
share information, and express opinions. Social media evolved into a class of applica-
tions that build on the foundations of Web 2.0 and allow the creation and exchange of 
user-generated content [9]. Among other social media applications, social networking 
sites (or, in short, social networks – SNs) have gained remarkable popularity, and are 
fast becoming locations, where content is shared and found. Facebook alone reports 
more than 800 million active users (more than half of which log on daily), with an 
average user connected to 80 communities and events, having 130 friends, and using 
the system for about one hour a day [4]. 

The volume of content generated by SN users is enormous, and there seems to be 
no foreseen limits to the growth and diversity of this content. The initial mechanism 
devised for keeping users abreast of the activities of others is the News or Activity 
Feed, a reverse chronologically ordered list showing the activities of friends or fol-
lowees (see two popular examples in Figure 1). The feed typically communicates 
updates and activities carried out by all of a user's friends and followees in one list. 
While simple and easy to understand, the feed was not designed to cope with the huge 
number of friends and followees, or the volume and diversity of content contributed 
nowadays to SNs, and is crumbling under the pressure being placed upon it.  
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Fig. 1. Example news feeds: Facebook (left) and Twitter (right) 

In response to this growing issue, we investigate in this work the use of personal-
ization algorithms, which are common solutions in other information overload situa-
tions, in order to identify the content of news feeds that is most valuable for each user. 
We extend earlier works [7,14] and exploit the observable activities of SN users to 
predict the degree of relevance of the feed items for users. We judge the relevance of 
the feed items using two factors: user-to-user relationship strengths and user-action 
interest scores. Then, we filter the feed to separating relevant news items from noise.  

This paper follows up on earlier work [1] and evaluates the developed feed person-
alization approach as part of a large-scale live user study of an experimental eHealth 
portal. We present an extensive analysis of the uptake of the feeds, as well as of user 
interactions resulting from the feed clicks. The results show that the personalization 
successfully highlights relevant SN activities, assists users in establishing and main-
taining online friendships, and increases contribution of content (wall comments and 
blog posts). Hence, the pivotal contribution of this work is the thorough investigation 
of the impact of personalized activity feeds on user behaviour on a SN site, in particu-
lar on content contribution and friending. 

The rest of this paper is structured as follows. Section 2 surveys related work on 
personalization of SN feeds. Section 3 provides an overview of the Online TWD Por-
tal. Section 4 presents our feed personalization algorithms. Section 5 presents the 
experimental evaluation and discusses the obtained results. Finally, Section 6 con-
cludes the paper and outlines our future research directions.  

2 Related Work 

To facilitate a reorganisation of the news feed, a robust mechanism capable of judging 
the relevance of the users and actions in each feed item is required [3]. Recently, we 
have seen works on predictive models that examine the relationships between users 
and items on SNs, which are ideal for this purpose. Although these works concentrate 
on the development of the models, they pave the way to the application of these mod-
els in personalized algorithms, in order to alleviate the data deluge facing SN users. 

Gilbert and Karaholios developed the tie strength model [7], which classified the 
strength of a relationship between Facebook users as weak or strong based on 74 fac-
tors, divided into seven categories: intensity, intimacy, duration, reciprocal service, 
structure, emotion, and social distance. Paek et al. used SVM-based classifiers to 
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elicit a set of most predictive features and then exploited these features to compute the 
importance of activities included in Facebook news feeds [12]. These works evaluated 
their predictive models with small cohorts of users and, although the models were 
accurate in both cases, the factors included in the models were specific to the SN 
system on which they were generated.  

Wu et al. developed a model for computing professional, personal, and overall 
closeness of users of an enterprise SN [14]. 53 observable SN factors were derived 
and divided into five categories: user factors, subject user factors, direct interaction 
factors, mutual connection factors, and enterprise factors. Freyne et al. developed an 
approach for recommending SN activities of interest based on long- and short-term 
models of content viewing and activities performed by users [5]. They simulated feed 
personalization using offline logs and simulated the events from these logs. Guy et al. 
proposed to consider the content of the activity feeds for profiling users of an enter-
prise SN [8]. These works judged the strength or closeness of users based on their 
online behaviour, observed interactions, and content of their feeds. Our work expands 
the existing models to include activity interest and illustrates a high-value use case of 
personalized news feeds in a live SN. 

3 The Online Total Wellbeing Diet Portal 

The evaluation of the proposed feed personalization approach was conducted as part 
of a large-scale user study of an experimental eHealth portal. The portal aimed to 
support people embarking of the CSIRO Total Wellbeing Diet (TWD) program [11] 
and contained dietary information and tools, as well as typical SN functionalities (see 
Figure 2). The online information mirrored the content of the TWD book and in-
cluded recipes, exercises, menu plans, shopping lists, and other health links. In addi-
tion, the portal included several tools, such as a meal planer and weight tracker, which 
provided users with real-time feedback on decisions and progress [6].  

The goal of the SN was to provide online mutual support for dieters. Each user was 
represented by a profile page, which contained personal information, an image 
 

 

Fig. 2. TWD Online portal 
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gallery, a personal message board (wall) and a blog. The blogs were free-text diaries, 
to which the users could contribute as often as they wished. Privacy restrictions of the 
blogs were set by their owners, but public blogs could be seen by any user. To facili-
tate community-based information sharing, the portal contained a discussion forum. 
Here, the users could ask questions, provide support, seek advice, and discuss ideas 
and thoughts with the community. The forum was monitored by domain experts, who 
answered health-, exercise-, and nutrition-related questions posted by users. 

A key goal of the portal was to support and encourage dieters by exposing them to 
the thoughts and activities of others on the diet. By highlighting activities, like meal 
planning, weighing in, browsing recipes and exercises, and reading/writing blogs, we 
aimed to encourage users to also carry out these activities. By showing the users who 
carries out the activities, we introduced them to like-minded people on which they can 
call for support. Similarly, by providing links to blog and forum, we allowed users to 
provide feedback, support each others, and be inspired to contribute. To this end, it 
was important to make the activities and contributions of others highly visible. Hence, 
our portal included an activity feed, which aggregated the interactions of users with 
the content, tools, and SN (see the interface of the feed in Figure 3).  

 

Fig. 3. SN activity feed 

4 Personalized News Feeds  

The feed presented a target user ut with a list of activities performed by others. Each 
item ix included in the feed references two components: the subject user ux who per-
formed the activity and the action ax that was performed, e.g., wall comments, forum 
posting, or content viewing. When the feed was visualised, both the user name and 
action were hyperlinked, such that clicks on ux, i.e., user clicks, provided access to the 
profile page of the user who performed the activity, whereas clicks on ax, i.e., action 
clicks,  led to the content viewed/contributed by the activity.  

Our personalization algorithm assigns to each feed item a relevance score S(ut,ix), 
which represents the predicted level of interest that a target user ut will have in item ix 
and is computed as a weighted linear combination of a user-to-user score Su(ut,ux) and 
a user-action score Sa(ut,ax), where wu and wa denote the relative weights of the two 
components as seen in Equation 1: 

S(ut,ix)=wuSu(ut,ux)+waSa(ut,ax)                    (1) 

Following the feed mechanisms applied by the popular SNs (see examples in  
Figure 1), we presumed that activities of users with which ut had closer relationships 
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would attract higher interest than activities involving actions of importance to users. 
Hence, we assigned static weights of wu=0.8 and wa=0.2, which emphasise activities 
performed by relevant users.  

The user-to-user relevance score Su(ut,ux) reflects the closeness of a target user ut 
and a subject user ux, derived solely from their online interactions. To compute this 
relevance score, we deployed a modified variant of the tie strength model developed 
in [7], adapted according to the closeness factors proposed in [14]. Some of the origi-
nal factors of [14] were related to the enterprise environment and were found inappli-
cable to the TWD Online portal. Hence, we used four categories of factors: 

- User factors (UF) – online behaviour and activity of the target user ut. 
- Subject user factors (SUF) – online behaviour and activity of the subject user ux. 
- Direct interaction factors (DIF) – direct interactions between ut and ux. 
- Mutual connection factors (MCF) – interaction between ut and {uy} and between 

ux and {uy}, where {uy} is the set of mutual friends of ut and ux. 

The user-to-user relevance score Su(ut,ux) was computed as a linear combination of 
the scores of these four categories of factors:  

Su(ut,ux)=wufSuf(ut,ux)+wsufSsuf(ut,ux)+wdifSdif(ut,ux)+wmcfSmcf(ut,ux)    (2) 

Since the functionality and the components of the enterprise SN presented in [14] 
were similar to those offered by the TWD Online portal, we assigned to the scores of 
these four categories relative weights that are proportional to the original weights 
derived in [14]: wuf=0.178, wsuf=0.079, wdif=0.610, and wmcf=0.133.  

Category scores Suf(ut,ux), Ssuf(ut,ux), Sdif(ut,ux), and Smcf(ut,ux) were computed as a 
linear combination of the scores of the factors belonging to each category. For the UF 
and SUF categories, we derived 32 factors that reflect the individual behaviour of ut 
and ux,. These include the number of forum/blog/wall posts they initiated/answered/ 
rated, the number of active sessions/days, the number of times they updated/viewed 
the content/images in their profiles, and others. Also, we derived 28 factors for the 
DIF and MCF categories that, respectively, reflect the direct interaction between ut 
and ux, and their interaction with the set of their mutual friends {uy}, i.e., the users 
who friended both ut and ux. These factors included the number of answers/ratings to 
each other's forum/blog/wall posts, number of sessions/days they interacted with each 
other, whether they friended each other, duration of their friendship, and others.   

The scores of the factors were computed using the observed frequencies of various 
user interactions with the TWD Online portal and normalised1 to the [0,1] range. The 
scores of the UF and SUF factors were computed in the same manner, but using the 
frequencies observed for users ut and ux, respectively. The scores of the DIF factors 
were computed using the frequencies of direct interactions between the two users. The 
scores of the MCF factors were computed2 by averaging the individual DIF scores 
computed for the two users ut and ux across their mutual friends, i.e., across a set of 
users  {uy}, who are online friends of both ut and ux. Table 1 presents four factors with 
the highest weight within each category.  
                                                           
1 The scores of the UF and SUF factors were normalised by dividing the observed frequency of 

the user by the maximal frequency observed for any other user. The scores of the DIF and 
MCF factors, which involve multiple users, were normalised using Jaccard's similarity coeffi-
cient. Due to space limitations, the details of the normalisation are omitted. 

2 Due to space limitations, the details of this computation are also omitted. 
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Table 1. User-to-user relevance factors and their weights 

UF SUF DIF MCF 
factor weight factor weight factor weight factor weight 

# forum 
posts added 
by ut 

0.02031 # forum 
posts added 
by ux 

0.00899 has ut 
friended ux 

0.07627 has ut 
friended 
{uy} 

0.01656 

# posts in 
ut's blog 

0.02031 # posts in 
ux's blog  

0.00899 # days ut 
interacted 
with ux 

0.04576 # days ut 
interacted 
with {uy} 

0.00994 

# ut's com-
ments in 
blogs of 
others 

0.01015 # ux's com-
ments in 
blogs of 
others  

0.00449 # ut's posts 
in ux's blog 

0.03814 # posts in 
{uy}'s blog 

0.00828 

# images in 
ut's profile 

0.01015 # images in 
ux's profile 

0.00449 # mutual 
friends of ut 
and ux  

0.02670 # mutual 
friends of ut 
and {uy} 

0.00580 

 

In a similar manner, we calculated the user-action interest score Sa(ut,ax). This 
score reflects the importance of action ax for user ut and is informed by the frequency 
of performing the action ax and the frequencies of performing other actions [2]. The 
user-action relevance score Sa(ut,ax) is calculated as shown in Equation 3, where 
f(ut,ax) is the frequency of user ut performing ax, f(ut) is the average frequency of all 
actions performed by ut, f(ax) is the average frequency of all users performing ax, and 
f() is the average frequency of all actions performed by all users. 

()

)(
/

)(

),(
),(

f

af

uf

auf
auS x

t

xt
xta =     (3) 

This computation quantifies the relative importance of ax for ut and normalises it by 
the relative importance of ax for all users. The user-action score Sa(ut,ax) computed 
using Equation (3) and the user-to-user score Su(ut,ux) computed using Equation (2) 
are aggregated into the overall feed item score S(ut,ix), as shown by Equation (1). 
Items having the highest predicted scores were included in the feed. 

5 Evaluation 

Over 8000 individuals were recruited to participate in a large scale study of the TWD 
Online portal over a period of 12 weeks in late 2010. The study mainly focused on 
health-related outcomes, such as weight loss and engagement with the diet. 5279  
users participated in the study, but only a portion of these were relevant to the pre-
sented analyses, as not all users had access to the activity feeds and not all those who 
had access interacted with the portal when the personalization became active (after a 
bootstrapping period of one week). Of those who had access to the feeds, each user 
was randomly allocated to an experimental group at recruitment time, such that half 
were exposed to personalized and half to non-personalized feeds. Users in the person-
alized group were shown personalized feeds, in which the items were scored as de-
scribed in Section 3, while users in the non-personalized control group were presented 
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with chronologically ordered feeds. By default, the feeds included 20 items (with the 
highest scores or most recent timestamps), but the users could adjust this parameter.  

5.1 Activity Feed Uptake 

Overall, the level of user interaction with the news feed was lower than expected, 
with 137 users generating 530 feed clicks over the course of the study3. Table 2 sum-
marises the number of users who interacted with the feed, i.e., clicked on feed items, 
the number of sessions that included feed clicks, the overall number of logged clicks 
and their breakdown into user clicks (on the user name) and action clicks (on the ac-
tion that was carried out), and the user- and session-based click through rates, CTRu 
and CTRs [13], computed as the ratio between the overall number of clicks and the 
number of users and sessions, respectively, as observed for both groups. 

Table 2. Feed uptake 

 users sessions clicksu clicksa clicks CTRu CTRs 
personalized 64 125 159 87 246 3.844 1.968 
non-personalized 73 159 155 129 284 3.890 1.786 

 

We note that users interacted more with the non-personalized feeds (both the num-
ber of users and overall numbers of clicks), but the observed CTRu was comparable. 
However, the personalized feeds appear to provide more relevant information, as 
communicated by their higher session-based CTRs. Note that the percentage of user 
clicks in the personalized feeds was 64.6%, in comparison 54.6% in the non-
personalized feeds. That is, users in the personalized group were more interested in 
the subject users who performed the activities than users in the non-personalized 
group. This can be explained by the weighting mechanism of Equation (1), which 
assigned 80% of the overall weight to Su(ut,ux) and only 20% to Sa(ut,ax). Thus, activi-
ties of users with high user-to-user score dominated over activities with high user-
action score, and this was reflected by the higher percentage of user clicks. 

We compared the average number of feed clicks per session with clicks for each 
group. Table 3 shows the percentage of sessions, in which N (from 2 to 12) feed 
clicks or more occurred. For example, in 42.4% of sessions where personalized feeds 
were presented and at least one feed click was logged, two or more feeds clicks were 
recorded, while for the non-personalized feeds two or more clicks were recorded in 
37.1% of sessions. The percentage of sessions with multiple clicks in the personalized 
group was consistently higher than those observed in the non-personalized group, 
although no statistically significant difference was detected4. Overall, the higher CTRs 
and rate of sessions with multiple clicks show that the personalized feeds attracted 
more user attention and, thus, deemed more relevant than the non-personalized feeds. 

                                                           
3 A small portion of clicks were omitted from the analyses due to technical issues that resulted 

in unreliable user logs. 
4 All statistical significance results refer to a two tailed t-test assuming equal distribution.  
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views resulted in wall posts, showing that users view profiles not only when they 
intend to write wall messages. Furthermore, significant increases in the contribution 
to blogs and forums were made by users viewing personalized feeds, when compared 
to non-personalized feeds. Thus, personalization sparked social interactions with other 
users and encouraged contribution of content to blogs and forums, as intended.  

Refining this analysis and concentrating on activities immediately following the 
feed clicks, Table 5 summarizes the average number of SN-related activities recorded 
within five user activities following a feed click5. We note similar trends: higher lev-
els of blog and forum contributions, profile views, and wall posts within the immedi-
ate activities following clicks. The most frequent activity to follow a click was profile 
viewing. Note that in this case, the majority of forum and blog activities were con-
sumption rather than contribution. This is in line with prior research, which showed 
that consumption of user-generated content normally exceeds contribution [10]. 

Table 5. Five activities following feed clicks 

 blog bl-cont bl-cons forum f-cont f-cons profile wall 
personalized 0.760 0.187 0.573 0.407 0.041 0.366 1.825 0.037 
non-personalized 0.630 0.095 0.535 0.394 0.007 0.387 1.429 0.018 

 

Overall, the personalization of activity feeds had a prolific impact on activities car-
ried out on the TWD Online portal. It increased the volume of traffic to the user pro-
files, social interactions through message walls, and contribution of user-generated 
content to blogs and forum. Thus, personalization played an important role in the 
sustainment of the social features of the portal. The contribution of user-generated 
content is pivotal for the sustainability of any SN, as it invites users to return for fur-
ther interactions with the portal and increases user engagement. Likewise, it is impor-
tant in facilitating social support for users embarking on the diet, which, from the 
health perspective, was the primary goal of the TWD Online portal.  

5.4 Feeds and Friending 

The developed relevance scoring mechanism inherently presumes that users are more 
interested in the information pertaining to the actions of their articulated group of online 
friends in preference to information relating to other portal users. To this end, we ex-
amined the links between online relationships and feed clicks. It should be noted that the 
TWD Online portal is not a typical friendship-based SN reflecting offline friendships; 
very few users were familiar with other participants prior to the study.  

Of the 246 clicks logged in the personalized feeds, in 79 cases (or 32.1%) the tar-
get and subject user established an online friendship over the course of the study. In 
the non-personalized feeds, this happened in 78 cases out of the 284 logged clicks (or 
27.4%). Thus, the ratio of clicks on items representing activities of friends in the per-
sonalized feeds was higher than in the non-personalized feeds. We hypothesise that 

                                                           
5 Feed clicks themselves were excluded and only five activities after the click were analysed. 

The sum of each row is less than 5, as health- and content-related activities were excluded. 
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6 Conclusions and Future Work 

This work was motivated by the aggravating information overload problem in SNs, 
which is only exacerbated by the simplistic nature of network news  feeds. We devel-
oped a personalized model for predicting the relevance of news feed items to an indi-
vidual and applied this model to produce personalized news feeds to participants of a 
live study of an online diet portal. This paper discusses the observed impact of the 
personalization on user interactions with the portal and other participants.  

The results show that the uptake of the personalized feeds was higher than of the 
non-personalized ones, which had a prolific impact on the sustainability of the SN. 
Firstly, the personalized feeds appears to promote items of higher relevance  within 
the news feeds, assisting the users in the identification of relevant activities. Secondly, 
it was found that the personalized feeds increased the contribution of user-generated 
content to the forum, blogs, and walls. This was observed both for immediate activi-
ties following the feed clicks and for the entire duration of the sessions. Thirdly, the 
personalized feeds highlighted the activities performed by online friends, while not 
limiting user awareness of activities of other SN users.  

In the future, we plan to revise the scoring model and investigate the appropriate-
ness of its adaptation to the domain and application in hand. We also plan to ascertain 
the accuracy of the user-action scoring, as it was not based on extensive prior re-
search. We intend to extensively evaluate these in a large-scale live user study. 
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Abstract. We present a realistic simulation framework to examine the impact
of sensor noise on the performance of user models in the museum domain. Our
contributions are (1) models to simulate noisy visit trajectories as time-stamped
sequences of (x, y) positional coordinates which reflect walking and hovering
behaviour; (2) a discriminative inference model that distinguishes between hov-
ering and walking on the basis of (simulated) noisy sensor observations; (3) a
model that infers viewed exhibits from hovering coordinates; and (4) a model
that predicts the next exhibit on the basis of inferred (rather than known) viewed
exhibits. Our staged evaluation assesses the effect of these models (in combina-
tion with sensor noise) on inferential and predictive performance, thus shedding
light on the reliability attributed to inferences drawn from sensor observations.

1 Introduction

Recent advances in sensor technology and mobile computing [7,8] have fostered in-
creased interest in the construction of user models from sensor-based data [11]. When
applied to the museum domain, the introduction of sensors enables unobtrusive visitor
tracking, but it poses modeling challenges, as the viewed exhibits are not known with
certainty. In fact, the best we can hope for is a time-stamped trajectory of (x, y) co-
ordinates (sampled at a particular rate), which may diverge from the true positions of
the visitor by some sensor error. A likely sequence of exhibits must then be inferred
from the sensor observations. In this paper, we offer a realistic simulation framework
that enables the assessment of the impact of sensor-based data on user models. We fo-
cus on the inference of viewed exhibits (required for streaming information), and the
prediction of exhibits to be viewed (required for making recommendations).

In previous research, we offered a preliminary simulation framework which focused
on the impact of different sensing technologies on the performance of user models [12].
However, that work made strong simplifying assumptions that affected the realism of
the framework, and hence the significance of its results, viz (1) sensors can detect, with
some error, a single square (in a grid representation of the museum space) where a vis-
itor is statically positioned while viewing an exhibit ik; and (2) the previously viewed
exhibits i1, . . . , ik−1 are known when predicting the next exhibit ik+1. However, in real-
ity, people do not ‘teleport’ between squares on the floor, and tend not to remain station-
ary at an exhibit. Rather, they walk between exhibits, and often hover around an exhibit
to view it from different perspectives. Further, the previously viewed exhibits are often
not known with certainty – there are only observations of previous (noisy) coordinates.

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 14–25, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In this paper, we eschew the above assumptions, and significantly extend our previ-
ous work by offering: (1) models that simulate noisy visit trajectories as time-stamped
sequences of (x, y) coordinates which reflect walking and hovering behaviour; (2) a
discriminative inference model that distinguishes between walking and hovering on
the basis of noisy sensor observations; (3) a model that infers likely viewed exhibits
from time-stamped sequences of hovering coordinates (instead of a single static grid
square per exhibit); and (4) a model that predicts the next exhibit on the basis of these
inferred (rather than known) viewed exhibits. In addition, we present the results of a
staged evaluation which examines the effect of the above models, in combination with
sensor noise, on inferential and predictive performance.

This paper is organised as follows. Section 2 discusses related research, and Sect. 3
summarises our previous simulation framework. Our simulation of coordinate-based
visit trajectories appears in Sect. 4, and our inference and prediction models in Sect. 5.
Section 6 presents the results of our evaluation, and Sect. 7 offers concluding remarks.

2 Related Research

Many research projects have studied the development of user models for visitors of
physical spaces, in particular museums, e. g., [1,10,14]. In this section, we focus on
projects that incorporate wireless technology or sensor networks. The GUIDE proj-
ect [4] developed a hand-held tourist guide for visitors to the city of Lancaster, UK. It
employed user models obtained from explicit user input to generate dynamic and user-
adapted city tours. The project used wireless access points to stream content data to a
visitor’s device, but did not employ the wireless network to localise the user. Both the
PEACH project [13] and the augmented audio reality system for museums ec(h)o [6]
consulted their user models to generate personalised presentations for museum visitors,
and adapted their models on the basis of implicit observations of a visitor’s interactions
with a mobile device. Additionally, although both systems employed localisation tech-
nology, only ec(h)o used the information obtained from sensors to adapt its user model,
while PEACH employed explicit user feedback. However, ec(h)o did not investigate the
effect of localisation accuracy on the quality of the resultant user model.

In contrast to the above research, this paper investigates the impact of using sensing
technology as a means for acquiring a user model. It significantly extends the work of
Schmidt et al. [12] by refining the modeled user behaviours, and presents additional
detail and results to those published in [2].

3 Prerequisites

This section summarises four key components of the simulation framework introduced
by Schmidt et al. [12]: (1) Transition Model, (2) Spatial Exhibit Viewing Model, (3) gen-
eration of exhibit tours, and (4) generation of exhibit squares.

A frequency-based Transition Model, implemented as a 1-stage Markov model, rep-
resents visitors’ movements between exhibits. Pri,j , the transition probability from ex-
hibit i to j, is estimated from frequency counts of observed transitions.
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(a) Smooth representation (ground truth) (b) Noisy representation (ν = 2 metres)

Fig. 1. Two representations of a simulated visitor pathway

A probabilistic grid-based Spatial Exhibit Viewing Model divides the museum space
into a grid of squares (for the Marine Life Exhibition, the grid size is 47 × 61 =
2, 867 squares, where a square is approximately 30 cm × 30 cm; Fig. 1). This model
specifies a discrete viewing probability distribution Pr(i |x, y), which represents the
probability of a visitor viewing an exhibit i from a square at position (x, y). The prob-
abilities are derived from frequency counts of observed viewing events.

A tour of viewed exhibits comprises a sequence of tuples 〈ik, Tik〉, where ik is an
exhibit identifier (k = 1, 2, . . .), and Tik is the time spent at exhibit ik. The tour is
iteratively generated by sampling each consecutive exhibit from a categorical distri-
bution specified by the transition probabilities. Each viewing time Tik is generated by
randomly drawing from an exponential distribution, i. e., Tik ∼ Exp(λik ), where the
average viewing time λik at exhibit ik is estimated from observed tours.

Once a tour of exhibits has been simulated, Schmidt et al. [12] generate a single view-
ing square at position (x, y) for each viewed exhibit ik in the tour. This is done by sam-
pling from the categorical distribution Pr(x, y | ik) over all exhibit squares (Pr(x, y | ik)
is derived by applying Bayes’ theorem to the probabilities obtained from the Spatial
Exhibit Viewing Model). In this work, we use Schmidt et al.’s approach to generate the
first hovering square for each viewed exhibit (Sect. 4.2), which provides the skeleton
for simulating coordinate-based visit trajectories as discussed below.

4 Simulation of Coordinate-Based Visitor Pathways

In this section, we refine the one-square-per-exhibit tour generated in the previous sec-
tion by simulating (smooth and noisy) coordinate-based visit trajectories which en-
capsulate two types of behaviour: walking between exhibits, and hovering at exhibits.
Our approach comprises the following four steps: (1) generation of natural connected
paths of walking squares between exhibits (Sect. 4.1); (2) generation of natural con-
nected paths of hovering squares to simulate viewing behaviour at exhibits (Sect. 4.2);
(3) smoothing of the obtained square trajectory (Sect. 4.3); and (4) simulation of noisy
sensor observations from this smooth pathway representation (Sect. 4.4).

Figure 1 depicts two representations of a simulated visit trajectory. Figure 1(a) shows
the trajectory obtained after simulation (walking is represented by a red/grey line, hov-
ering by a blue/dark-grey line on pink/shaded squares, and wall squares are coloured in
blue/dark-grey; Sects. 4.1 to 4.3), and Fig. 1(b) shows the representation obtained after
applying Gaussian sensor noise of ν = 2 metres (Sect. 4.4).
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4.1 Generating Walking Squares

To produce a realistic trajectory for a visitor, we build a path that links Schmidt et al.’s
“viewing” squares [12] of two consecutive exhibits. The natural walking patterns of
museum visitors are simulated by incorporating stochastic effects into the shortest path
between two exhibits. Specifically, we model the probability of moving into a square as
being proportional to the (smoothed) probability of viewing the destination exhibit from
this square, moderated by the visitor’s propensity to avoid walls and to meander, which
is controlled through parameters (Eqn. 1). The generation of a sequence of walking
squares between two exhibits in a tour is implemented as follows.

Let (xs, ys) denote the end square of the previous exhibit (i. e., the source square),
and (xd, yd) the starting square of the current exhibit i (i. e., the destination square).
We start by employing Dijkstra’s algorithm [5] to generate a distance matrix D whose
elements Dx,y correspond to the shortest-path distances from each square (x, y) of the
museum space to the destination square (xd, yd).

We now place the visitor at the source square (xs, ys). Treating diagonal squares as
adjacent, a visitor may move into one of eight surrounding squares, i. e., the squares
(xs + δxj , ys + δyj), j = 1, . . . , 8, where

δx = (−1,−1,−1, 0, 0, 1, 1, 1)

δy = (−1, 0, 1,−1, 1,−1, 0, 1)

Each next square (xn+1, yn+1) that a visitor moves into while walking is randomly
sampled from among the eight candidate squares (xn + δxj , yn + δyj), provided that
the move does not take the visitor further away from (xd, yd), i. e., for j = 1, . . . , 8,

Pr(xn+1=xn+δxj , yn+1=yn+δyj) ∝
⎧⎨⎩

eφ1wj (pj + ε) for dj<Dxn,yn

eφ1wj (pj + ε) /φ2 for dj=Dxn,yn

0 for dj>Dxn,yn

(1)

where

– φ1 > 0 and φ2 > 0 control the trajectory of the visitor (in our experiments, we
use φ1 = 8 and φ2 = 4):1 φ1 controls the visitor’s aversion to walk near walls —
the larger φ1, the less likely the visitor is to move into a square that is close to a
wall; and φ2 controls the erraticness of a visitor’s path — the smaller φ2, the more
likely the visitor is to move to a square that is equidistant from (xd, yd).

– wj denotes the distance (in squares) from a candidate square to the nearest wall,
– dj = Dxn+δxj ,yn+δyj is the distance between a candidate square and the destina-

tion square (xd, yd) (obtained from D),
– Dxn,yn is the distance between the square currently occupied by the visitor and
(xd, yd) (obtained from D),

– pj = Pr(xn + δxj , yn + δyj | i) for j = 1, . . . , 8 is the probability that a visitor is
standing in square (xn + δxj , yn + δyj) when viewing exhibit i (Sect. 3), and

– ε is a small smoothing constant.

1 An alternative to using fixed parameters is to sample them for each trajectory simulation.
Also, certain parameter values in combination with different transition models may yield the
different types of museum visitors reported in [15] inter alia.
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The visitor moves in this fashion until s/he reaches (xd, yd). At that point, the trajectory
between (xs, ys) and (xd, yd) is complete, and time stamps are iteratively added as
follows (for n = s, . . . , d− 1):

tn+1 = tn +
1

vw

√
(xn+1 − xn)

2
+ (yn+1 − yn)

2 (2)

where vw is the visitor’s walking speed (we assume a constant walking speed).

4.2 Generating Hovering Squares

When observing an exhibit, visitors typically move around to examine the exhibit from
different perspectives. We simulate this hovering behaviour by varying the movement
model defined in Eqn. 1 so that a visitor is more likely to move towards a square from
which an exhibit is easier to observe, but may not move at all. To this effect, we redefine
δx and δy by including the current square as a candidate square at index j = 5:

δx = (−1,−1,−1, 0, 0, 0, 1, 1, 1)

δy = (−1, 0, 1,−1, 0, 1,−1, 0, 1)

The probability of moving to square (xn + δxj , yn + δyj) is then given by

Pr(xn+1 = xn + δxj , yn+1 = yn + δyj) ∝
{
pj + ε for j = 5
(pj + ε) /φ3 for j �= 5

where pj=Pr(xn + δxj , yn + δyj | i), ε is a small smoothing constant, and φ3>0 con-
trols a visitor’s tendency to move (smaller φ3s yield higher mobility; we use φ3 = 2).

Time stamps are added to the generated hovering squares by using Eqn. 2, while
assuming a hovering speed of vh < vw (as for the walking case, we assume a constant
hovering speed). If the visitor hovers in place (i. e., xn+1 = xn and yn+1 = yn), we
assume a hovering distance of one square. The hovering behaviour continues until the
sampled viewing time Ti (Sect. 3) for the current exhibit i is exceeded.

4.3 Smoothing the Trajectory of Squares

Alternately generating walking squares (Sect. 4.1) and hovering squares (Sect. 4.2)
yields a time-stamped trajectory of squares (〈tn, xn, yn〉;n = 1, 2, . . .) for a visitor’s
tour. To obtain a smooth positional pathway from such a trajectory, we fit piecewise
cubic splines to the coordinate-individual trajectories 〈tn, xn〉 and 〈tn, yn〉 (one piece-
wise cubic spline each). This approach uses the method of least squares to fit splines
with reduced degrees of freedom,2 generating a smooth representation of the trajectory
(i. e., (x, y), (ẋ, ẏ) and (ẍ, ÿ) are continuous in time). The resultant continuous repre-
sentation of the visit trajectory enables us to obtain a visitor’s position at any point in
time (Fig. 1(a) depicts one such smooth visit trajectory).

2 We use spline fitting rather than spline interpolation, as fitting yields 70% less spline pieces
than interpolation, and interpolation may produce trajectories with unnatural oscillations.
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4.4 Simulating Sensor Noise

The final step of our simulation consists of generating the output of sensors that track
the smooth and continuous visitor path produced so far. We explore sensor noise that
may be attributed to range-based positioning technology, e. g., WiFi and ultra-wide
band (UWB) [7]. We follow a widely accepted model for sensor noise which assumes
that the measured coordinates (x′, y′) are obtained by distorting the true coordinates
(x, y) through Gaussian noise and sampling at regular time intervals (for our exper-
iments, we use a sampling rate of 1 second). Specifically, the measured coordinates
are generated by sampling from a bivariate normal distribution N((x, y), σ2I) with
mean (x, y) and covariance σ2I, where σ is a constant that reflects the expected accu-
racy of the sensors, and I is the identity matrix. For example, if the sensors have an ac-
curacy of ν metres 95% of the time, then setting σ = ν/2 places approximately 95% of
the probability mass of the normal distribution within the circle defined by (x′ − x)

2
+

(y′ − y)
2
= ν2. Figure 1(b) depicts a noisy visit trajectory sampled by following this

procedure for the pathway in Fig. 1(a) at a sampling rate of 1 second with ν = 2 metres.

5 Inference and Prediction of Viewed Exhibits from Coordinates

The sensors that track a visitor’s movements yield a sequence of (typically noisy) time-
stamped (x, y) coordinates (Sect. 4.4).3 In order to model this visitor’s actions (and
interests), we must first detect when a visitor is hovering (and hence viewing an exhibit),
i. e., we must identify sub-sequences of (x, y) hovering coordinates (Sect. 5.1). From
these sub-sequences, we can infer which exhibit the visitor is viewing (Sect. 5.2), and
in turn predict which exhibit the visitor is likely to view next (Sect. 5.3).

5.1 Classification-Based Inference of Walking and Hovering

To infer walking and hovering behaviour from positional (x, y) coordinates, we employ
a classifier which receives as input 2ω+7 features from a window comprising the previ-
ous ω sensor observations. These features are: ω−1 velocities, minimum and maximum
velocity, mean and median velocity, standard deviation of the velocities, ω − 2 ac-
celerations, minimum and maximum acceleration, mean and median acceleration, and
standard deviation of the accelerations.4 Prior to deriving these features, we smooth the
noisy sensor observations 〈t, x, y〉 by fitting piecewise cubic splines to the 〈t, x〉 and
〈t, y〉 trajectories, and sampling from these splines at the original time stamps (simi-
larly to Sect. 4.3, but here we fit the splines to the coordinates returned by sensors).

In our experiments (Sect. 6), we use support vector machines (SVM) to train the
classifier. We employ C-SVC SVMs with an RBF kernel from LIBSVM [3], using
features derived from the previous five observations (ω = 5).

3 To simplify notation, we henceforth denote measured coordinates by (x, y) instead of (x′, y′).
4 It is worth noting that the input velocities are variable as a result of the smoothing of the square

trajectories (Sect. 4.3) and the sampling of noisy (x, y) trajectories (Sect. 4.4).
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5.2 Score-Based Inference of Exhibits

After inferring a visitor’s activity (walking or hovering) for each sensor observation
〈t, x, y〉, we first extract from the complete (x, y) sequence all sub-sequences of (x, y)
coordinates classified as “hovering”. For each hovering sub-sequence, we then calculate
a probability distribution which specifies how likely a visitor is to view each exhibit. To
this effect, we first compute the score for each exhibit as follows:

score(i) =
∏
(x,y)

Pr(i |x, y) for all exhibits i (3)

where Pr(i |x, y) is the probability of a visitor viewing exhibit i while hovering within
the square at (x, y) (Sect. 3). To smooth out possible errors introduced in the
classification step, we delete walking labels that separate two consecutive hovering sub-
sequences for which the same exhibit has the highest score, and remove hovering sub-
sequences of length 1. The exhibit scores for any affected sub-sequences of hovering
labels are then recomputed, and all scores are normalised to obtain probabilities.

5.3 Model-Based Prediction of Exhibits

The (inferred) viewed exhibits can now be used to predict Prnext(i |x, y), the probability
of viewing exhibit i next for each (x, y) position at which the visitor is hovering.5

However, as seen in the previous section, there is some uncertainty regarding which
exhibit the visitor is actually viewing. To address this problem, we use the Weighted
approach [12] to predict the next exhibit from positional information:6

P̂rnext(i |x, y) =
M∑
j=1

{Pr(j |x, y)× Prj,i }

where Prj,i is the transition probability from exhibit j to exhibit i, which is weighted
by Pr(j |x, y), the probability that the user is viewing exhibit j when standing within
the square at position (x, y) (Sect. 3).

6 Evaluation

Our dataset of exhibit tours (also used in [12]) was obtained at the Marine Life Exhibi-
tion of Melbourne Museum (Melbourne, Australia). It consists of a (manually collected)
record of the exhibits viewed by 44 visitors, and the viewing times at the exhibits. On
average, each visitor viewed 7.2 of the M = 22 exhibits. The data for the Spatial Ex-
hibit Viewing Model described in Sect. 3 were obtained separately by manually annotat-
ing a grid-based map to record the positions of visitors to the exhibition. These datasets
were employed by the method described in Sect. 4 to generate 1000 simulated visits,

5 Predictions of a visitor’s next exhibits may be combined with inferences about the user’s inter-
ests to recommend exhibits that may be overlooked if the predicted next exhibits are visited.

6 According to Schmidt et al. [12], this approach yields better predictions than using Argmax.
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Table 1. Our models and their experimental conditions

Models Time & (x, y) Walk/Hover
Exhibits

Previous Current

TLall sequence of 〈t, x, y〉 Inferred Inferred Inferred
TLAall sequence of 〈t, x, y〉 Given Inferred Inferred
ExhprevTLAcurr sequence of 〈t, x, y〉 Given Given Inferred
Schmidt et al. one 〈x, y〉 per exhibit N/A Given Inferred
Exhall sequence of 〈t, x, y〉 Given Given Given

where each visit comprises time-stamped sequences of (typically noisy) (x, y) coordi-
nates. When generating the visits, we assumed a walking speed of vw = 3 km/h and a
hovering speed of vh = 1 km/h.

Current range-based positioning systems are often based on processing radio sig-
nals, e. g., WiFi and ultra-wide band (UWB). The accuracy of WiFi-based technology
is typically between 2-3.5 metres [8], while that of UWB-based systems is expected
to be between 0-0.15 metres [7]. We therefore considered accuracy levels of ν = 0 to
4.5 metres for the sensors. Our sampling rate was one observation per second.

6.1 Experiments and Results

To evaluate our models, we employed bootstrapping [9] as follows. We split the 1000
generated visits into a training set of 100 visits and a test set of 900 visits. 200 bootstrap
test samples were then generated from the test set; each test sample was constructed by
sampling 900 times from the 900 visits with replacement (200 is the recommended
upper bound on the number of test samples for bootstrapping [9]). The training set
remained the same for all samples.7 Our results are averaged over the bootstrap samples.

We conducted three different experiments with these training and test sets to sep-
arately evaluate the three stages of the inference and prediction process: (1) walk-
ing/hovering classification; (2) inferring exhibits from positional hovering coordinates;
and (3) predicting the next exhibit. All performance differences between models were
found to be statistically significant with p � 0.001 for all results that are averaged
across exhibits (evaluated using two-tailed paired t-tests on the bootstrap samples).

Table 1 summarises the models used in our experiments, indicating the inferred ver-
sus given information (only the first two models, i. e., those with grey background, are
used in our first two experiments). The top model TLall (Time-Location for all obser-
vations) is the most realistic, as its information is akin to that obtained from sensor
readings (i. e., a sequence of time-stamped (x, y) coordinates). The models then be-
come progressively less realistic, starting with TLAall (Time-Location-Action for all
observations), where the walking/hovering labels are considered given, up to Exhall,
where the walking/hovering labels, previous exhibits and current exhibit are given. The
top three models employ the Weighted approach from Sect. 5.3 to predict the next ex-
hibit, while Exhall directly applies the transition matrix from Sect. 3. To contextualise

7 We employed bootstrapping, because it models only the variation of the test data, compared to
cross validation, which conflates the variation in the training and test data.
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our work, Table 1 also lists Schmidt et al.’s model [12] (typeset in italics), but the re-
sults pertaining to that model are excluded from our evaluation, as it does not handle
positional trajectories or temporal information.

Walking/Hovering Classification. The input to our walking/hovering SVM classifier
(Sect. 5.1) comprised sequences of times and positions (〈tn, xn, yn〉;n = 1, 2, . . .).
For each walking/hovering classification, we considered the five positional observations
made within the last four seconds (ω = 5). As visitors hover slightly less than 69% of
the time, and walk between exhibits for the rest of the time, we under-sampled the
hovering portion of the training data to balance the classes.8

Figure 2 depicts classification accuracy as a function of sensor error, where the ma-
jority class baseline (MCL) assumes that a person is always hovering (the results are
averaged over the 22 exhibits of the Marine Life Exhibition). Our results show that for
no sensor error, our SVM classifier is able to infer whether a visitor is walking or hover-
ing with approximately 97% accuracy. As expected, classification accuracy decreases,
but only to about 79%, as sensor error increases to 4.5 metres.

Inferring Exhibits from Positional Hovering Coordinates. The input to our infer-
ence mechanism (Sect. 5.2) comprises sequences of times and positions (〈tn, xn, yn〉;
n = 1, 2, . . .) and walking/hovering labels (one label for each element in the sequence).
The probabilities of viewed exhibits were calculated once for given (known) walk-
ing/hovering labels, and once for labels inferred by the SVM classifier (Sect. 5.1). For
each sub-sequence of hovering labels, our mechanism yielded a probability distribution
of the exhibit being viewed by a visitor.

Figure 3 depicts the average log loss (negative log of the probability of the actu-
ally viewed exhibit), averaged over the 22 exhibits, as a function of sensor error. It
compares the performance obtained for inferred walking/hovering labels (TLall) ver-
sus that obtained for known labels (TLAall). The comparison was done for the time
stamps where the inferred and given hovering labels overlap, but the exhibit scores

8 We under-sampled the larger class, rather than over-sampling the smaller class, in order to
retain the variation in the latter class. We also experimented with unbalanced data, but the
performance was inferior to that obtained with the balanced data.
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Fig. 4. Average log loss of predicted next ex-
hibits against sensor error

Fig. 5. Entropy map for the Marine Life Ex-
hibition [12]

used in the comparison were calculated for all the inferred or given hovering labels in
each continuous sub-sequence of hovering labels. This explains the (expected) slight
drop in performance for inferred hovering labels, since, as seen in the first experiment,
the inferred labels are sometimes wrong. Also, as expected, performance deteriorates as
sensor error increases (from an approximate log loss of 1.9 for accurate sensor readings
to approximately 2.5 for sensor noise of ν = 4.5 metres). Interestingly, the difference
in performance between given and inferred walking/hovering labels remains relatively
small (but statistically significant) even for large sensor errors.

Predicting the Next Exhibit. This experiment determines the effect of available in-
formation on predictive accuracy. We consider our four models from Table 1, whose
information ranges from time-stamped positional sensor logs (TLall) to a sequence of
visited exhibits (Exhall). In line with Schmidt et al. [12], for all four models the next
exhibit was predicted using the transition matrix learned from the 44 tours observed at
the Marine Life Exhibition (Sect. 3). For Exhall, we used the transition matrix directly,
while for the other models, we used the Weighted approach (Sect. 5.3).

Figure 4 shows the average log loss (averaged over the 22 exhibits) for the four
models described in Table 1 as a function of sensor error. For this experiment, log loss
is the negative log of the probability with which the exhibit viewed next is predicted. As
seen in the figure, the higher the uncertainty about a visitor’s behaviour, the higher the
log loss (statistically significant), and, as expected, log loss increases with sensor error.
Notice, however, that Exhall is invariant to sensor noise, as all the information is known
(Table 1). Interestingly, the differences in performance between the three lower-infor-
mation models (TLall, TLAall and ExhprevTLAcurr) are relatively small, and their
performance profiles are quite flat (especially up to ν = 1.5 metres). This means that
one can expect acceptable predictive performance from sensor-based systems.

Figure 6 shows the average log loss for each of the 22 exhibits separately (in as-
cending order of log loss): Fig. 6(a) for accurate sensor readings (ν = 0 metres), and
Fig. 6(b) for sensor noise of ν = 3 metres. Note that there are no results for exhibits 1
and 7 for the two lower-information models (TLall and TLAall) due to the fact that
these models may not infer that certain exhibits have been viewed, even though they
appear in the simulated trajectory. As expected, exhibit-specific performance is usually
worse for ν = 3 than for ν = 0 for the three lower-information models. Additionally,
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(a) Average log loss (ν = 0 metres) (b) Average log loss (ν = 3 metres)

Fig. 6. Predictive performance of the four models against exhibit numbers

performance varies between exhibits, which may be explained by the spatial layout of
the Marine Life Exhibition. Schmidt et al. [12] derived an entropy map of the Marine
Life Exhibition (Fig. 5) from the Spatial Exhibit Viewing Model (Sect. 3) to visually
assess the clutter in the museum space: darker exhibition squares indicate high entropy
(i. e., a cluttered space where many exhibits are equally likely to be viewed), and lighter
squares suggest low entropy (i. e., an uncluttered space with few exhibits). Linking per-
formance with entropy, the exhibits where performance is better (left-hand side of the
figures) tend to be located in areas of the exhibition with less clutter, while the exhibits
where performance is worse (right-hand side) tend to reside in the more cluttered areas.

7 Conclusions

This paper offers a comprehensive framework for examining the impact of sensor
observations on the performance of user models in physical spaces. Our framework
comprises a simulation model that generates realistic visit trajectories which include
walking and hovering behaviours, and provides inference and prediction models based
on sensor observations. We also investigated the effect of different assumptions regard-
ing available information on inferential and predictive performance. The obtained re-
sults shed light on the reliability of inferences drawn from sensor observations, and may
be used to guide the layout of sensor networks and exhibits in a museum.

As expected, predictive performance deteriorates for every inferred (rather than
given) experimental parameter, and as sensor error increases. However, performance
remains quite stable for sensor accuracies of up to 1.5 metres, which is an encouraging
result for real-world systems. These findings in combination set an upper bound on the
inferential and predictive performance of sensor-based user modelling systems. Further,
our exhibit-specific results (Fig. 6) indicate that exhibits in cluttered areas are more sen-
sitive to sensor error than exhibits in uncluttered areas. We expect that our model can
be reliably used to plan the configuration of sensors in a museum jointly with the layout
of exhibits, thereby controlling the reliability of the inferences drawn from sensors.
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Abstract. We present GECKOmmender, a mobile system for personalised theme
and tour recommendations in museums, based on a digital site-map represen-
tation. Star ratings provided by visitors for seen exhibits are used to predict
ratings for unvisited exhibits. The predicted ratings in turn form the basis for
recommendations. These recommendations are presented in one of three display
modes: StarMap – stars on the site map, HeatMap – colours from green to red
that indicate the interestingness of exhibits (from interesting to not interesting
respectively), and TourPlan – directed personalised tours through the museum.
GECKOmmender was evaluated in a field study at Melbourne Museum (Mel-
bourne, Australia). Our results show that (1) most participants enjoyed GECKOm-
mender, (2) GECKOmmender’s recommendations often reflected the participants’
personal interests, and (3) HeatMap was the most popular display mode.

1 Introduction

Advances in user modelling have enabled technology that can help museum visitors
select personally interesting exhibits. Typically, such technology utilises information
about a visitor’s interests (i. e., ratings) to generate personalised exhibit recommenda-
tions based on rating predictions, e. g., [3,7,9]. In this paper, we present GECKOmmen-
der, our system for personalised recommendation of exhibit themes (sets of exhibits)
and museum tours (sequences of exhibits). GECKOmmender takes as input a visitor’s
explicit ratings of exhibits, which are used to predict the ratings for the unvisited ex-
hibits. The predicted ratings in turn form the basis for theme/tour recommendations.

The physicality of the museum domain offers the opportunity to utilise its spatial lay-
out when delivering recommendations. We do so by showing the recommendations on
a digital site map of the museum, which supports an intuitive presentation of the recom-
mendations relative to a visitor’s current location in the museum. This paper investigates
three approaches for the presentation of recommendations: (1) StarMap, where stars are
used to indicate the level of interestingness of particular exhibits; (2) HeatMap, where
colours are used to indicate the level of interestingness of all exhibits; and (3) TourPlan,
where personalised tours through the museum are shown.

GECKOmmender was evaluated by means of a field study in June 2011, where 41 vis-
itors to Melbourne Museum (Melbourne, Australia) used GECKOmmender during their
museum visit. The participants were free to use GECKOmmender for as long as they

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 26–37, 2012.
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liked, and toggle GECKOmmender’s display mode as often as they wanted. We collected
both quantitative and qualitative data by logging the participants’ usage of GECKOm-
mender, and asking them to fill a post-visit questionnaire. Our evaluation had three ob-
jectives, viz to determine (1) whether museum visitors enjoy GECKOmmender,
(2) GECKOmmender’s predictive accuracy and perceived recommendation quality, and
(3) which display mode is preferred. The results from our evaluation indicate that
the majority of participants enjoyed GECKOmmender. Additionally, GECKOmmender
achieved a normalised root-mean-square error of 0.270 compared to an error of 0.307
obtained by a non-personalised baseline (thereby outperforming the baseline by 12.1%),
and the majority of participants felt that the recommendations often reflected their in-
terests. Our results also indicate that the StarMap mode was explored most often, and
that the HeatMap mode was the best-received GECKOmmender display mode.

This paper is structured as follows. Section 2 discusses related research, and Sect. 3
describes GECKOmmender. The design of our field study and results from our evalua-
tion are presented in Sect. 4. Section 5 concludes the paper.

2 Related Research

In previous work, Bohnert and Zukerman described user models that predict exhibits
of interest to museum visitors [1,2]. This paper studies the impact of our recommenda-
tion system as a whole, focusing on techniques for delivering personalised theme/tour
recommendations to museum visitors on the basis of their predicted interests.

Many research projects have studied the development of user models for visitors of
physical spaces, in particular museums, e. g., [1,8,9]. In this section, we focus on user
models and recommendation delivery methods of related recommender systems for the
tourism and museum domains.

The following projects developed personalised hand-held city guides that gener-
ate recommendations: GUIDE for Lancaster, UK [3]; Deep Map for Heidelberg,
Germany [6]; and DTG (Dynamic Tourist Guide) for Görlitz, Germany [5]. The three
systems use knowledge-based techniques for interest prediction, with Deep Map also
employing content-based and collaborative techniques. GUIDE and DTG require ex-
plicit input about users’ preferences or interests, while Deep Map also employs implicit
user feedback and usage data. In terms of delivery mode, GUIDE delivers theme and
tour recommendations as lists, while Deep Map and DTG display tours on digital city
maps.

Hippie/HIPS (Hyper-Interaction within Physical Space) [7] and CHIP (Cultural Her-
itage Information Personalization) [9] focus on museums. The rule-based HIPPIE/HIPS
system (tested at the Civic Museum in Sienna, Italy) recommends personally interesting
exhibit lists on the basis of several sources, such as interaction history and movement
through the museum. By contrast, CHIP (partnered with the Rijksmuseum in Ams-
terdam, The Netherlands) uses a content-based approach coupled with semantic web
techniques to generate personalised tours from visitors’ explicit ratings of artworks.
The tours are delivered via digital museum maps.

GECKOmmender resembles CHIP in that it receives explicit ratings as input and it
uses a content-based user model, but differs from all the above systems in its consider-
ation of three different map-based modes of recommendation delivery.
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Fig. 1. Rating “Theropods” of the Dinosaur Walk in the StarMap mode, Top10NearMe view

3 Personalised Exhibit Theme and Tour Recommendations

This section describes the functionality and presentation modes of GECKOmmender,
our system for presenting personalised theme and tour recommendations for museums.

3.1 Core Functionality

GECKOmmender typically resides on portable devices, such as tablets, hand-held com-
puters or smart phones. Its main component is a digital site map of the museum, where
each exhibit area is represented by a clickable polygon, and a visitor’s current location
is indicated by a circled white dot (Fig. 1).1 To avoid relying on localisation technol-
ogy, in this study, visitors click on the site map to update their location, which causes
GECKOmmender to re-centre the map. The site map may be navigated by dragging it,
and may be zoomed by using the − and + buttons in the bottom-left corner of the in-
terface. Maps (i. e., floor levels) may be switched by selecting one of the tabs at the top
of the interface. In the Melbourne Museum case, the visitor may choose from the three
floor levels “Lower level”, “Ground level” and “Upper level”.

Ratings. After viewing an exhibit, a visitor may give it a star rating. This is done by
clicking on the exhibit on the site map, which brings up a rating panel (Fig. 1). The
visitor then clicks on the desired number of stars (we use a 5-star rating scale, where
1 star means “not at all interesting”, and 5 stars mean “very interesting”). The rating
given by the visitor then appears as yellow stars on the rating panel and site map, and
may be adjusted by repeating the rating procedure.

If a visitor dislikes an exhibit, s/he may click the black × symbol to the left of
the rating stars to avoid getting recommendations about similar exhibits.2 After the ×

1 The colours in the screenshots have been adjusted for better visibility in greyscale proceedings.
2 The similarity between exhibits is derived from keyword-based representations of the ex-

hibits [2]. The level of similarity that enables the exclusion of an exhibit is configurable, and
is currently set to 0.13 (empirically determined).
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symbol is clicked, the system greys out the excluded exhibits on the site map, and marks
them with an × symbol (left-hand side of Fig. 2): a red × indicates “explicitly excluded
by the visitor”, and a black × means “excluded due to similarity with an explicitly
excluded exhibit”. An exclusion may be undone by re-clicking on the × symbol on an
exhibit’s rating panel.

Recommendations. GECKOmmender starts making recommendations as soon as three
ratings have been provided.3 These recommendations are based on the predicted rat-
ings of unseen exhibits, which are updated as the visitor rates additional exhibits. The
ratings of unseen exhibits are predicted using a nearest-neighbour Content-Based Fil-
ter (CBF) [2] by computing the weighted average of the visitor’s ratings for the seen
exhibits, where the weights for each unseen exhibit are calculated from its content-
based similarity with the seen exhibits.4 The content-based model comprises a list of
keywords and multi-word phrases for each exhibit (on average, 11 distinct words per
exhibit). These were obtained through an annotation process involving several indepen-
dent annotators, who after engaging with each exhibit area in the museum, proposed
words and phrases that best reflect the exhibit’s content.

3.2 Recommendation Presentation

When starting up GECKOmmender, a visitor must select one of the three display modes
described below: StarMap (Fig. 2), HeatMap (Fig. 3) or TourPlan (Fig. 4). The display
mode may be changed by clicking on the display-mode button in the bottom-right corner
of the interface (this button also indicates the current display mode).

In addition, on start-up, the visitor needs to set the time available for the museum
visit. This duration is used in the TourPlan mode as the maximum length of a tour
recommendation. The time is automatically reduced as the visit progresses, and may
also be manually adjusted by the visitor by clicking the clock button in the bottom-left
corner of the GECKOmmender interface.

Star Map. In this mode, the exhibit recommendations are indicated as red stars on red-
coloured exhibit areas (a visitor’s ratings have yellow stars), where 5 stars mean “very
interesting”, and 1 star means “not at all interesting” (Figs. 1 and 2). Using stars to
represent the level of interest is the classical way for visualising recommendations (e. g.,
www.amazon.com, rogerebert.suntimes.com).

The StarMap mode has four views: Top10, 10NearMe, Top10NearMe and All. A view
may be selected by clicking on the view buttons under the site map (the current view
is highlighted in green). The All view, which shows predictions for all exhibits, may be
chosen by toggling off the currently selected view. The default view is Top10, which
presents the ten personally most interesting exhibits across the entire museum, i. e., on
all floor levels. By contrast, the 10NearMe view (Fig. 2) indicates the ten exhibits that
are spatially closest to the visitor’s current location, irrespective of their star ratings. The

3 The minimum number of required ratings is configurable.
4 We chose a content-based prediction method for this study, as it exhibits good performance

while eschewing reliance on other visitors [2].

www.amazon.com
rogerebert.suntimes.com
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Fig. 2. GECKOmmender’s StarMap mode – 10NearMe view

Top10NearMe view (Fig. 1) combines the Top10 and 10NearMe views by presenting
ten fairly interesting exhibits that are relatively close to the visitor’s current location. For
this view, the predicted rating for each exhibit is multiplied by a number that reflects the
proximity of the exhibit to the visitor’s location, so that close but relatively uninteresting
exhibits may be assigned lower scores than more distant but interesting exhibits. The
resultant exhibit scores are then used to re-rank the exhibits prior to presentation. Thus,
the Top10NearMe view tends to show exhibits that are slightly farther away than those
displayed in the 10NearMe view, but have higher predicted ratings. For the Top10 and
Top10NearMe views, only exhibits with a predicted rating of at least three stars are
presented.

Heat Map. This mode shows the predicted level of interestingness of all exhibits,
where the level of interest is indicated by different colour shades in the red-green spec-
trum (green represents the most interesting exhibits, and red the least interesting ones;
Fig 3). A legend in the bottom-right corner of the site map shows the possible colour
shades together with their interpretation. The motivation for the HeatMap mode is that
it provides a comprehensive visualisation that enables a visitor to quickly gain an under-
standing of the locations of personally interesting museum sections. As for the StarMap
mode, yellow stars show the ratings previously given by the visitor.

Figure 3 shows GECKOmmender’s heat map for two situations in Melbourne Mu-
seum that are almost identical but for the rating for “Aboriginal Artefacts” near the
visitor’s current location (indicated by a circled white dot in the bottom-right quarter of
the site map). This rating, which is 5 stars in Fig. 3(a) and 2 stars in Fig. 3(b), has a sub-
stantial effect on the predicted ratings for the museum sections that relate to Aboriginal
content (e. g., the right-hand side of the ground level). Specifically, a 5-star rating for
“Aboriginal Artefacts” causes these sections to turn green/dark-grey (indicating high
interest), while a 2-star rating yields red/light-grey colours (indicating little interest).

Tour Plan. This mode generates fully personalised tours that take into account a vis-
itor’s interests and time available for the museum visit. These tour recommendations,
which are selective and directional, are more explicit than the theme recommendations
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(a) 5-star rating (b) 2-star rating

Fig. 3. GECKOmmender’s HeatMap mode for different ratings of one exhibit (5 stars vs. 2 stars)

of the StarMap and HeatMap modes, which make only implicit suggestions (by show-
ing stars or colours respectively).

The problem of generating a personalised tour may be cast as the orienteering prob-
lem (OP) [4] – a variation of the standard travelling salesman problem (TSP), where
each stop is associated with a reward (i. e., satisfied interest), but not all possible stops
(i. e., exhibit areas) must be visited. The objective is to find a subset of stops such that
the total collected reward is maximised, under the constraint that the maximum travel
cost (i. e., the time limit) is not exceeded. Like the standard TSP, the OP is NP-hard.
The OP has been extensively studied in the literature, and both exact and approximate
solution algorithms have been devised. For GECKOmmender, we adopted a heuristic
procedure that starts with a greedy solution, and repeatedly applies the following four
basic operations until the tour cannot be further improved [4]: (1) adding an exhibit to
the tour, (2) deleting an exhibit from the tour, (3) reordering the exhibits in the tour,
and (4) replacing an exhibit in the tour with an exhibit outside the tour. This procedure
receives the following inputs: the predicted ratings and exclusions for all unvisited ex-
hibits (the former indicate the rewards that are collected at the exhibits, and the latter
are never included in a tour), the walking distances between all pairs of unvisited ex-
hibits, a constant walking speed (we assume a walking speed of 2 km/h), the average
exhibit viewing times (derived from a dataset of visitor pathways through Melbourne
Museum [1]), and the current time limit. Due to the computational complexity of re-
planning a tour, we opted for a configuration where a visitor must request tour up-
dates (rather than automatically updating the tour when the rating predictions change).
This provides the visitor with the opportunity to update their tour only when desired,
and is done by clicking the update button in the middle under the site map (Fig. 4).

In GECKOmmender, a recommended tour starts at the exhibit that was rated last,
and ends at the main entrance of the museum. The exhibits that are part of the tour
are colour-shaded like in the HeatMap mode, and the tour is shown as a white line with
white dots at the included exhibits, where the dot size decreases as the distance between
the corresponding exhibit and a visitor’s location increases (Fig. 4). Using differently-
sized dots in this way indicates the direction of the tour. Level changes are indicated by
special icons (arrows for escalators, and “lift” symbols for elevators, e. g., Fig. 4(b)).
Figure 4 illustrates the effect of available time on personalised tour recommendations
for two situations with identical ratings but different time availability: 1h (Fig. 4(a)),
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(a) Planned 1h tour (ground level and upper level – no exhibits were selected at this level)

(b) Planned 2.5h tour (ground level and upper level)

Fig. 4. GECKOmmender’s TourPlan mode for two tour lengths (1h and 2.5h)

and 2.5h (Fig. 4(b)). As seen in Fig. 4, the recommended 1h tour takes the visitor only
to a small, spatially confined section of Melbourne Museum, while the 2.5h tour extends
across both sides and levels of the museum.

4 Evaluation

To evaluate GECKOmmender, we conducted a field study at Melbourne Museum in June
2011. The museum comprises two main floors of nearly 8,000 square metres each, and
exhibits a few thousand objects distributed over eight themed galleries. Its large size and
diverse collection makes it ideal for evaluating personalised technology for museums.

41 visitors participated in the field study, for which we used ten tablet computers with
touch-screen display. Nine tablets were used by the participants, and the tenth device
was used for demonstrating and explaining GECKOmmender.

4.1 Field Study Procedures

Participants were recruited by approaching suitable visitors near the main entrance of
Melbourne Museum, and explaining the project and trial. Visitors were considered suit-
able if they were adults visiting either alone or in a small group. Table 1 lists the visi-
tors’ break-down in terms of age, gender, whether they visited the museum before, were
alone, or had limited time in the museum.
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Table 1. Participant details

Age
18–24: 25 (61.0%) 25–34: 10 (24.4%)
35–44: 5 (12.2%) 55–64: 1 (2.4%)

Gender Male: 30 (73.2%) Female: 11 (26.8%)

Visited before Yes: 5 (12.2%) No: 36 (87.8%)
Visited alone Yes: 18 (43.9%) No: 23 (56.1%)
Limited time Yes: 22 (53.7%) No: 19 (46.3%)

After a visitor agreed to participate in the trial, we explained the functionality of
GECKOmmender and answered clarification questions. We then gave the visitor the
tablet computer with GECKOmmender. For each participant, we set the initial display
mode (i. e., StarMap, HeatMap or TourPlan) and the time initially available for the
visit. We advised the participants that they could use GECKOmmender for as long as
they wanted, and that they could toggle the display mode and adjust the remaining time
available for their visit.

Visitors’ GECKOmmender usage was automatically logged during their visit. Upon
completion, each participant filled out a post-visit questionnaire, which included 29
questions (some with several items), comprising 12 Likert-scale (different scales were
used as appropriate, ranging from 0–3 to 0–6), 13 closed and 11 open-ended questions.
11 questions were about the visitors’ demographics and their museum-visiting habits,
and 18 questions pertained to the current museum visit and the usage of GECKOmmen-
der in the context of this visit.

4.2 Results

In this section, we present the results for (1) GECKOmmender in general, (2) its pre-
dictions and recommendations, and (3) its display modes. The results were obtained by
analysing the GECKOmmender usage data and the questionnaire answers of our 41 par-
ticipants. Where possible, we correlate in our analysis the participants’ questionnaire
answers with figures derived from the logged GECKOmmender usage data.

GECKOmmender in General. Our results indicate that the majority of participants en-
joyed GECKOmmender. Specifically, 31 participants (76%) said that they used GECK-
Ommender either often, very often or always during their visit, and 25 participants
(61%) answered that they liked playing with GECKOmmender (98% were either neutral
or positive about playing with GECKOmmender). Additionally, 20 participants (49%)
said that using GECKOmmender made their visit more enjoyable (90% answered that
using GECKOmmender either had no impact on their enjoyment or improved it), and 22
participants (54%) said that GECKOmmender made it easier to find exhibits (93% said
that GECKOmmender either had no effect on their ability to find exhibits or improved it).

GECKOmmender’s Predictions and Recommendations. To evaluate the predictive
accuracy of GECKOmmender, we implemented a post-trial non-personalised baseline
that predicts the rating a visitor gives to an exhibit as the average of the other
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participants’ ratings for this exhibit.5 This baseline achieves a normalised root-mean-
square error (NRMSE) of 0.307.6 In comparison, GECKOmmender, which uses our
CBF for prediction generation [2], achieves an NRMSE of 0.270 (thereby outperform-
ing the baseline by 12.1%). These NRMSE values were computed from the logged
data (specifically, 1120 rating-prediction pairs) by comparing the actual ratings given
by the 41 participants with the predicted ratings.

We obtained the following results regarding GECKOmmender’s perceived quality of
recommendations.

– 25 participants (61%) said that GECKOmmender’s recommendations reflected their
interests either often or very often, 13 (32%) said that their interests were reflected
at most sometimes, and three (7%) did not answer this question. Surprisingly, there
is a small positive correlation of 0.17 between the participants’ perceptions of how
well the recommendations reflect their interests and their NRMSEs for star rat-
ings (i. e., higher errors occur when the perceptions are more positive). A possible
explanation for this result is the ambiguity of the phrase “reflect interests”. This
problem may have been circumvented (at least for the StarMap mode) by posing a
more precise question about how well predicted and actual ratings match.

– 14 participants (34%) liked the recommendations (93% were at least neutral re-
garding the recommendations), one participant (2%) disliked the recommendations,
and two participants (5%) did not answer this question. We checked whether there
are any associations between the participants’ liking of recommendations and age,
gender, group size, level of education, and time limitations in the museum. All as-
sociations are not statistically significant at the 5% level according to a Fisher’s
exact test, but there is a subtle trend for age (p-value = 0.175): participants under
25 years of age tended to like the recommendations more than older participants.
Also, we measured a medium positive correlation of 0.37 between the perceived
follow-up of recommendations and the liking of recommendations.

– 22 participants (54%) said that they followed the recommendations at least some-
times, 18 (44%) said that they did so at most rarely, and one participant (2%) did not
answer this question. Our data show a small positive correlation of 0.21 between
the perceived follow-up of recommendations and the per-participant percentage of
exhibits that were rated immediately after they were recommended.

– 27 participants (66%) used GECKOmmender’s exclusion functionality described in
Sect. 3.1. This suggests that GECKOmmender’s assessment of similarity between
exhibits was found useful by most participants.

Overall, the vast majority of the reactions to GECKOmmender’s recommendations ranged
from neutral to positive, with a substantial number of reactions falling in the positive
band. Most participants found the recommendations at least appropriate, about one third
liked them, and about half followed them at least sometimes. These are encouraging re-
sults for the usefulness and acceptance of recommender systems in museums.

5 Since there is no clear non-personalised baseline for CBF, we did not perform a non-
personalised, display-only experiment within the trial. However, the questionnaire attempts
to separate the effect of the display from that of the recommendations.

6 We also considered as a baseline a method that predicts a rating as the rating-scale average of
three stars, but this method yields an NRMSE of only 0.315.
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Fig. 5. Display-mode usage percentages by participant

GECKOmmender’s Display Modes. The results regarding GECKOmmender’s display
modes are shown in Fig. 5 and summarised in Table 2 (D indicates “from the logged
data” and Q indicates “from the questionnaire answers”). Figure 5 depicts the per-
centage of time spent by each of the 41 participants in the various display modes and
StarMap views. For instance, participant 41 (rightmost bar) spent 84% of the visit in
StarMap-10NearMe, 15% in TourPlan, and 1% in StarMap-Top10.

– 23 participants (56%) were started in the StarMap mode (Top10 view), 15 (37%)
were started in HeatMap, and only three (7%) were started in TourPlan (Table 2,
row 1). We skewed the start-up modes in this manner, as we wanted visitors to feel
at ease with a familiar, automatically updated representation (StarMap, followed by
HeatMap), avoiding the more complex TourPlan mode until they gained familiarity
with the system.

– 27 participants (66%) spent most of the time in the starting mode. Still, most par-
ticipants (73%) explored different display modes or StarMap views, with 11 partic-
ipants (27%) exploring two StarMap views to some extent (more than 5% of their
visit), and five participants (12%) using all three display modes and 11 (27%) two
display modes at some length (Fig. 5).

– The StarMap mode was used for the longest time and most often, followed by
HeatMap and TourPlan (Table 2, rows 2 and 3).7 The logged usage results match the
perceived usage results (Table 2, row 4), as the participants remembered correctly
their mode usage 80% of the time.

– 27 (87%) of the 31 participants who used the StarMap mode employed the Top10
view, ten (32%) used 10NearMe, five (16%) used Top10NearMe, and two (6%)
used All. The Top10 view was also used for the longest time (by 15 of the 22 par-
ticipants who spent most of the time in the StarMap mode), with each of the other

7 We considered a display mode as used by a participant if s/he spent more than 3.5 minutes in
that mode. This threshold is based on observations of engagement with a display mode.
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Table 2. Display-mode statistics

StarMap HeatMap TourPlan

Display mode at start-up
(logged) D 23 (56% /41) 15 (37% /41) 3 (7% /41)

Display mode with longest time
(logged as most time spent)

D 22 (54% /41) 12 (29% /41) 7 (17% /41)

Display-mode usage
(logged as used)

D 31 (76% /41) 20 (49% /41) 15 (37% /41)

Display-mode usage
(perceived as used)

Q 34 (83% /41) 23 (56% /41) 14 (34% /41)

Display-mode liking
(perceived at least as liked)

Q 25 (74% /34) 19 (83% /23) 11 (79% /14)

Most useful display mode
(perceived)

Q 13.5 (40% /34) 16 (70% /23) 7.5 (54% /14)

views being used most of the time by only a few participants. This may be ex-
plained by the fact that Top10 was the start-up view, combined with the observation
that participants seemed less curious about views than about modes. Specifically,
only 22 (71%) of the StarMap users experimented with different views, compared
to 28 (90%) who tried other modes.

– 25 (74%) of the 34 participants that reported using the StarMap mode, 11 (79%)
of the 14 TourPlan mode users, and 19 (83%) of the 23 HeatMap mode users ei-
ther liked the mode’s look or liked it a lot (Table 2, rows 4 and 5). These results
match the perceived usefulness results (Table 2, row 6).8 Thus, although all three
modes were positively regarded, the StarMap mode was the least preferred in terms
of appearance and usefulness, despite its frequent usage (which may be attributed
to its start-up frequency). Finally, the majority of the participants (73%) spent most
of the time in the mode they found most useful, which validates the intuition that
display-mode usage is a good indicator of perceived usefulness.

Overall, our results show that although the StarMap display mode was used most of-
ten, the participants preferred the other two modes, with the HeatMap mode being the
best-received and considered the most useful. The results for the different views of the
StarMap mode indicate that the participants preferred an overall museum view (Top10),
which informs visitors of the personally most interesting exhibits regardless of location,
and a view of nearby exhibits (10NearMe), which enables visitors to determine their
level of interest in the current area.

5 Conclusions

This paper offered the GECKOmmender system for personalised exhibit theme and tour
recommendations in museums. GECKOmmender employs a CBF to predict exhibit rat-
ings, and has three modes to display recommendations: StarMap (with four views),
HeatMap and TourPlan.

8 Two participants found two display modes most useful. Hence, we assigned 0.5 instead of 1 to
each display mode. Four participants did not answer this question.
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The results from our field study at Melbourne Museum indicate that most participants
used GECKOmmender fairly regularly during their visits, enjoyed playing with it, and
explored different display modes. The majority of the participants were positive about
the recommendations, noting that the recommendations reflected their interests and that
they followed the recommendations at least sometimes. Finally, while the StarMap dis-
play mode was used most often, the HeatMap mode was best liked, and was considered
the most useful mode.

Overall, our results show that map-based visualisations are suitable for presenting
recommendations in physical spaces, such as museums, and that recommendation sys-
tems running on mobile platforms are a promising option for museums.
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Abstract. We present an approach for propagation of user interests in ontology-
based user models taking into account the properties declared for the concepts in
the ontology. Starting from initial user feedback on an object, we calculate user
interest in this particular object and its properties and further propagate user in-
terest to other objects in the ontology, similar or related to the initial object. The
similarity and relatedness of objects depends on the number of properties they
have in common and their corresponding values. The approach we propose can
support finer recommendation modalities, considering the user interest in the ob-
jects, as well as in singular properties of objects in the recommendation process.
We tested our approach for interest propagation with a real adaptive application
and obtained an improvement with respect to IS-A-propagation of interest values.

1 Introduction

Recommender systems, both collaborative and content-based, usually suffer from cold-
start and diversity problems. The cold start problem [20] happens at the beginning of
the interaction when the system does not have enough user data to provide appropriate
adaptation. The diversity problem [14] occurs when recommendation results, although
similar to the initial object are also very similar to each other, thus lacking diversity
and not providing the user with the satisfying alternatives. In the last years, several
approaches have been proposed to address such problems.

Regarding the cold start problem, the most common solutions are [21]: displaying
non-personalized recommendations until the user has interacted enough, asking the
users directly for their interests or demographic features, clustering users in stereotypes,
sharing the user models among adaptive applications [3], importing user profiles from
social web applications [1]. Using ontology structure to propagate user interest values
starting from a small number of initial concepts to other related concepts in the domain
has proven to be a valuable tool in resolving the cold-start problem [7,4]. Following this
direction, we develop an approach for propagating user interests which enables incre-
mental update of the user model starting from initial user feedback on domain objects.

As far as the diversity problem is concerned, the following solutions were
proposed [23]: bounded greedy selection strategy where a diverse retrieval set is built
starting from the concepts most similar to the initial query and choosing the additional
candidates for recommendation according to their similarity and diversity; ordered-
based retrieval where cases for recommendation are ordered based on their similarity to
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ideal features; compromise-driven strategy where a subset of compromises is involved.
To contribute to the resolution of diversity problem, we develop an approach for prop-
agation of user interest values based on relatedness also among distant concepts.

The main contribution of the paper is a novel algorithm for propagation of user in-
terests to other similar and related objects which takes into account the properties of
the objects in the domain and their corresponding values. Our approach helps solve the
cold start problem, enabling efficient propagation even in the presence of user feedback
for a small number of items. It also alleviates the diversity problem, since it allows not
only propagation to similar objects, but also to related but more distant objects which
share some property that the user may find desirable [23].
The approach is based on the following:

– a semantic representation of the domain knowledge using an OWL ontology where
domain concepts are taxonomically organized, related to each other (object type
properties) and enriched with data type properties;

– a methodology for calculating the similarity (and relatedness) of domain objects
considering common properties for the objects and their corresponding values;

– a user model defined as an overlay on the domain ontology;
– a strategy for building and updating the user model, that automatically detect pref-

erences for objects’ properties starting from the user feedback.

Although our approach can be used as a preliminary step for enabling any type of rec-
ommendation, it is especially suitable for case-based recommendation [23], where user
interest in object properties is calculated in order to select objects to recommend. How-
ever, the investigation of recommendation strategies is out of the scope of this paper.

In our previous work [7], we presented an effective approach for propagation of
user interests in an ontology, following the IS-A relationships among concepts. This
approach required an ontology with an explicit, well-built taxonomy of classes and
subclasses. Such vertical propagation was limited to certain portions of the ontology
(sub-ontologies). The approach presented in this paper is different since it is suitable
for ontologies which do not have explicit and deep hierarchical structure, and where
the classes are defined with restrictions on properties. Considering the properties of
concepts, the propagation algorithm can reach the nodes in different sub-ontologies
(hence different and sometimes distant) which would not be reachable using only IS-A
propagation, allowing to solve in this way the diversity problem.

We tested this approach with a real social semantic application, WantEat [15], in
order to asses the accuracy of the user model built with our approach. We also validated
the advantages of our propagation mechanism, w.r.t. the vertical propagation approach
presented in [7].

The rest of the paper is organized as follows. In Sect. 2, we describe the domain
representation requirements, with a brief description of the treatment of properties in
OWL. In Sect. 3 we describe how to calculate the similarity and relatedness between
concepts in the domain ontology. We describe our user modelling approach and specific
algorithm for the propagation of user interests in an ontology in Sect. 4. The results of
a preliminary evaluation are given in Sect. 5. In Sect. 6 we present some related work.
Finally, we conclude and give some directions for future work in Sect. 7.



40 F. Cena, S. Likavec, and F. Osborne

2 Background: Properties in OWL

To develop our approach, the domain knowledge must be represented semantically by
means of ontologies expressed in OWL1. Ontologies represent a hierarchy of domain
concepts and the features of such concepts are defined as their properties. OWL distin-
guishes two kinds of properties: (i) object properties relating objects among themselves
and ii) data type properties relating objects to data type values. We are primarily inter-
ested in object properties, since they describe objects in terms of relations with other
objects, i.e. they allow to define relations that are not IS-A. In particular, we consider
OWL classes defined with restrictions on property values.

Defining Classes with Property Restrictions. Properties can be used to define classes
by means of local anonymous classes, i.e. collections of objects satisfying certain re-
strictions on certain properties. For example, Mortadella can be defined as a subclass
of an anonymous class that has its hasMeatKind property restricted to Pork, prepara-
tionType property restricted to Cooked and isMinced property restricted to Yes. There
are three ways of expressing the restrictions on the kind of the value2: (i) owl:hasValue
states a specific value that the property must have; (ii) owl:allValuesFrom specifies
the class of possible values the property can take (it is possible not to have any); (iii)
owl:someValuesFrom specifies the class of values for at least one of the values for the
property (at least one must exist). Hence, we can consider each of the concepts in our
ontology, to have certain properties defined for it. These properties further describe the
concepts in the ontology and can be used to calculate their mutual similarity.

Defining Instance Properties. The instances in the ontology inherit the properties of
the classes they belong to (IS-A relation). Hence, in OWL the properties of the instances
are defined by associating to each property its specific value.

3 Property-Based Similarity and Relatedness of Domain Elements

Property-based similarity regards the similarity of classes defined with restrictions. For
example, in an ontology describing cold cuts, certain concepts can have these proper-
ties: hasMeatKind, preparationType, isMinced. Consider the following cold cuts from
this ontology: Mortadella, Cooked Ham and Raw Ham. Mortadella is made with
pork, is cooked and minced, Cooked Ham is made with pork, is cooked and not minced
and Raw Ham is made with pork, is not cooked and not minced. If we simply count the
properties which certain cold cuts have in common, we see that Mortadella is more
similar to Cooked Ham than to Raw Ham, since Mortadella and Cooked Ham have two
properties in common, whereas Mortadella and Raw Ham have only one property in
common. But, it can happen that for a certain property, two values are given. For exam-
ple, for Salame Pavese, the property hasAddedMeat has two values: veal and chicken.

There are three kinds of restriction declarations used to define properties for certain
classes: (i) owl:hasValue; (ii) owl:allValuesFrom; (iii) owl:someValuesFrom. When

1 http://www.w3.org/TR/owl-ref
2 It also is possible to express cardinality restrictions on the property, by using minCardinality,

maxCardinality and cardinality. We are not dealing with cardinality restrictions here.
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calculating the property-based similarity of two domain elements N1 and N2
3, we start

from Tversky’s feature-based model of similarity [24], where similarity between objects
is a function of both their common and distinctive characteristics:

simT (N1,N2) =
α(ψ(N1) ∩ ψ(N2))

β(ψ(N1) \ ψ(N2)) + γ(ψ(N2) \ ψ(N1)) + α(ψ(N1) ∩ ψ(N2))

where ψ(N) is the function describing all the relevant features of N, and α, β, γ ∈ R
are parameters permitting to treat differently various components. By taking α = 1 we
obtain maximal importance of the common features of the two concepts and by taking
β = γ we obtain non-directional similarity measure. We will use α = 1 and β = γ = 1.

So we have to calculate

– common features of N1 and N2: cf(N1,N2) = ψ(N1) ∩ ψ(N2),
– distinctive features of N1: df(N1) = ψ(N1) \ ψ(N2) and
– distinctive features of N2: df(N2) = ψ(N2) \ ψ(N1).

To this aim, for each property p, we calculate cfp, df1p and df2p, which denote how much
the property p contributes to common features of N1 and N2, distinctive features of N1

and distinctive features of N2, respectively. We distinguish the following six different
cases based on how the restrictions on properties are defined for N1 and N2:

1. The property p is defined with owl:hasValue in N1 and N2. If p has h′ different
values in N1 and h′′ different values in N2, and we denote by k the number of times
P1 and P2 have the same value for p, then cfp = k2

h′h′′ df
1
p =

h′−k
h′ df

2
p =

h′′−k
h′′ .

2. The property q is defined in N1 with 〈owl:allValuesFrom rdf:resource=”#A1”〉 at
most once and in N2 with 〈owl:allValuesFrom rdf:resource=”#A2”〉 at most once.
Let a1 (resp. a2) be the number of sub-classes of A1 (resp. A2). If A1 and A2 are
equivalent or equal, a1 = a2 and cfq = 1

(a1+1)2 . Otherwise df1q =
1

a1+1 and df2q =
1

a2+1 .
3. The property r is defined in N1 〈owl:someValuesFrom rdf:resource=”#S1”〉 at mst

once and in N2 with 〈owl:someValuesFrom rdf:resource=”#S2”〉 at most once. Let
s1 (resp. s2) be the number of sub-classes of S1 (resp. S2) and w be the number
of classes in the whole domain. If S1 and S2 are equivalent or equal, s1 = s2 and
cfr =

1
(s1+1)2w2 . Otherwise df1r =

1
(s1+1)w and df2r =

1
(s2+1)w .

4. The property t is defined m times in N1 with owl:hasValue and once in N2 with
〈owl:allValuesFrom rdf:resource=”#A3”〉. If a3 is the number of sub-classes of A3,
then cft = 1

m(a3+1) , df
1
t =

m−1
m and df2t =

1
a3+1 .

5. The property x is defined n times in N1 with owl:hasValue and once in N2 with
〈owl:someValuesFrom rdf:resource=”#S3”〉. If s3 is the number of sub-classes of
S3 and w is the number of classes in the whole domain then cfx = 1

n(s3+1)w , df1x =
n−1

n

and df2x =
1

(s3+1)w .
6. The property y is defined once with 〈owl:allValuesFrom rdf:resource=”#A4””〉 in

N1 and once with 〈owl:someValuesFrom rdf:resource=”#S4””〉 in N2. Let a4 (resp.
s4) be the number of sub-classes of A4 (resp. S4) and w be the number of classes in
the whole domain. Then cfy = 1

(a4+1)(s4+1)w , df1y =
1

a4+1 and df2y =
1

(s4+1)w .

3 We consider equal the properties defined with EquivalentProperty.
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Finally, to calculate all common and distinctive features of N1 and N2 we repeat the
above process for each property defined for N1 and N2, obtaining:

cf(N1,N2) = Σ
np

ip=1cfpip
+ Σ

nq

iq=1cfqiq
+ Σnr

ir=1cfrir
+ Σnt

it=1cftit + Σ
nx

ix=1cfxix
+ Σ

ny

iy=1cfyiy

df(N1) = Σ
np

ip=1df
1
pip
+ Σ

nq

iq=1df
1
qiq
+ Σnr

ir=1df
1
rir
+ Σnt

it=1df
1
tit
+ Σnx

ix=1df
1
xix
+ Σ

ny

iy=1df
1
yiy

df(N2) = Σ
np

ip=1df
2
pip
+ Σ

nq

iq=1df
2
qiq
+ Σnr

ir=1df
2
rir
+ Σnt

it=1df
2
tit
+ Σnx

ix=1df
2
xix
+ Σ

ny

iy=1df
2
yiy
.

where np (resp. nq, nr, nt, nx and ny) is the number of properties defined in each of
six possible ways. Finally, we calculate the similarity between two entities N1 and N2

defined with restrictions as follows:

sim(N1,N2) =
cf(N1,N2)

df(N1) + df(N2) + cf(N1,N2)
.

Not all the features have the same importance in defining a concept. For example, it
is possible to account for relevance of properties by providing the relevance factors
(either as a-priori expert values or as user preferences) Rp

ip
, ip = 1, . . . , np, for each

property p (and analogously for all the others). In this way, some properties become
more important than the others, e.g. in case of cold cuts ontology hasMeatKind can
be considered more important than isSpicy. In this case the formula for calculating the
mutual similarity between domain items N1 and N2 becomes:

simr(N1,N2) =
cfr(N1,N2)

dfr(N1) + dfr(N2) + cfr(N1,N2)

where cfr(N1,N2) = Σ
np

ip=1Ripcfpip
+ . . . + Σ

ny

iy=1Riycfyiy
and similarly for dfr(N1) and

dfr(N2).
Another feature we want to take into account is the presence of equivalent classes,

even though they are not defined as restrictions. We assume that two classes declared
equivalent with equivalentClass would have similarity based on properties equal to 1.

As far as individuals are concerned (instances of the classes) we simply compare the
values-property pairs declared for each instance. This is a simple case, analogous to the
first case in the above discussion.

As opposed to similarity, which finds the elements similar to each other, relatedness
helps find the elements that are related to each other. For example, if a certain product is
producedBy a certain company and another product is soldBy the same company, these
two products might not be similar but are definitely related. Finding related elements in
the domain, permits us to cover different sub-ontologies of the domain, which are not
reachable only with similarity, hence helping to resolve the diversity problem.

In order to calculate the property-based relatedness of domain elements we apply
similar reasoning as for calculating similarity, but considering the values that are the
same, for the different properties having the same ancestor. More precisely, considering
completely unrelated properties would lead to relating very different elements and that
is not our goal. Instead, we choose the properties that are in some way related (for
example all are descendants of the same class) and calculate relatedness based on these
properties. Lack of space does not allow us to go into more details on relatedness.
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4 User Model

In this section we describe our approach to model users. We start with the definition of
the user model (Sect. 4.1), followed by the description of the user feedback and how
we use it (Sect. 4.2), to conclude with our technique for user model update and interest
propagation (Sect. 4.3).

4.1 User Model Definition

As described above, the domain is represented by means of an OWL ontology, with
the explicit specification of the concepts’ properties. The user model is defined as an
overlay on such an ontology (ontology-based user model), in order to represent the user
interests for the domain concepts. More precisely, each ontological user profile is an
instance of the domain ontology, where each node in the ontology has an interest value
associated to it. This means that each node N in the domain ontology can be seen as a
pair 〈N,I(N)〉 , where I(N) is the interest value associated to node N. Hence, the user
model contains the values of user interests for the concepts in the ontology. Notice that
at the beginning of the interaction the model is empty and the interest values will be
inserted in the further update phases. The user model contains not only the information
about the user’s interest in domain objects, but also in all the objects’ properties.

4.2 User Feedback

We chose not to directly ask the users about their preferences, but to automatically de-
tect user preferences for properties according to users’ behavior. The system records
implicitly the user actions, inferring from them the interest for the object the action is
performed on, and uses it to incrementally create and update the user model by modi-
fying the interest values for certain domain objects.

Table 1. Weights associated to user actions

Action Weight
Bookmarking an object 0.9
Tagging an object 0.7
Commenting on an object 0.5
Selecting an object 0.3
Rating an object 0.1*vote

Following Kobsa [11], each type of
user feedback can be a signal of differ-
ent user interest and as such can have
different impact on the user model. We
consider 5 possible most common ty-
pologies of generic user feedback in an
adaptive social system4: (i) selecting an
object, (ii) tagging, (iii) commenting, (iv)
rating/voting on 1− 5 scale, or (v) putting

an item into favorites/bookmarking it. Each of these actions is assigned a certain
weight f, following the approach in [6] (see Table 1). These values are registered in the
log files and analyzed further to calculate the user interest in both, the objects receiving
the feedback and in their properties, as described in Sect. 4.3.

4 The choice of actions to consider depends on a particular domain and application being used.
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4.3 User Model Update and Interest Propagation

Adapting the approach in [7], each time a user provides a feedback, we first calculate
the user direct interest Id(N) for the node N receiving the direct feedback as a weighted
sum of old interest and sensed interest: Id(N) = σ1Io(N)+σ2Is(N), σ1, σ2 ∈ R such
that σ1 + σ2 = 1. Old interest Io is the old value for the user interest (initially equal
to zero). The sensed interest Is is the value obtained from the direct feedback of the
user. It depends on the user feedback for the node and the position of the node in the
ontology, since the nodes lower down in the ontology represent specific concepts, and
as such signal more precise interest than the nodes represented by upper classes in the
ontology, expressing more general concepts. In order to calculate the interest sensed by
a given node N, we use the sigmoid function

Is(N) =
l(N)

max(1 + e−f(N))

where l(N) is the level of the node receiving the feedback,max is the level of the deepest
node in the ontology and f(N) is the feedback obtained from the user for the node N.

In our previous work [7] we used a power law with a negative exponent to weight the
feedbacks. We now use the sigmoid function since it allows negative feedbacks, moves
between -1 and 1 and does not need any constant.

In addition to being used for updating the direct interest value for the domain objects,
sensed interest is also used to update the interest values for the object properties in the
user model. Let N1, . . . ,Nk be the nodes that have a certain property p defined for them
and each of them has p1, . . . , pnk , nk ∈ N total properties defined. If the correspond-
ing sensed interest values are Is(N1), . . . ,Is(Nk), then the interest value for the given
property p is calculated as follows:

I(p) =
1
k
Σk

i=1
Is(Ni)

ni
.

If the relevance for the properties is provided in the system, then the above interest value
is multiplied by the relevance value for that property.

Moreover, this value is also used for the subsequent propagation phase, in which the
inferred interest values for the similar objects can be calculated as: Ii(M) = π1Io(M)+
π2Ip(N, M) where propagated interest Ip is the value obtained by property-based
propagation and π1, π2 ∈ R, such that π1 + π2 = 1. We use the properties of each of the
domain elements to calculate their mutual similarity (see Sect. 3) and decide to which
elements to propagate the user interest. This propagation does not have any particu-
lar direction (as opposed to the one described in [7]) and permits us to propagate the
user interests to various (sometimes quite distant) nodes of the ontology. The value of
propagated interest value is calculated using the hyperbolic tangent function as follows:

Ip(N, M) =
e2sim(N,M) − 1
e2sim(N,M) + 1

Is(N)

where Is(N) is the sensed interest of the node N receiving the feedback and sim(N, M)
is the similarity between the node N receiving the feedback and the node M receiving
the propagated interest (see Sect. 3). It is possible to propagate the user interest also
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to related nodes, using relatedness instead of similarity. We keep these two interest values,
Id and Ii separated for each concept, but the total interest for each concepts is obtained
as: I(N) = εDId + εIIi, where εD, εI ∈ R and εD + εI = 1. By varying the constants ε1

and ε2 it is possible to assign different level of importance to either Id or Ii.

5 Evaluation

We evaluated our approach in WantEat application[15], where food such as cold cuts
and wines, but also shops, restaurants etc, are intelligent objects able to provide rec-
ommendations. The domain is represented using a set of OWL ontologies, and the user
model is defined as an overlay on such ontologies. For the experimental evaluation we
selected the portion of the ontology regarding cold cuts (see Fig. 1), since it is fairly
well balanced and easy for users to provide feedback. The system shows an adaptive
behavior, ordering the objects returned by a search or displayed during the navigation
according to user interest.

Hypothesis and Experimental Design. We assumed that our algorithm can help us
generate ordered lists of objects having good correlation with the user preferences. Fur-
thermore, we wanted to compare the present property-based propagation approach with
the vertical propagation approach developed in [7] where the propagation is based on
the lengths of the edges between classes.

We designed a questionnaire to collect users’ preferences regarding cold cuts. In
the first part, labelled U, the users voted for 8 non-leaf classes (e.g. Minced Cooked

ColdCuts) on 1-10 scale. In the second part, labelled L, the users chose 4 leaf classes
(e.g. Wurstel, Speck etc.) they “like very much” and 4 leaf classes they “like enough”
among the total of 15 leaf classes.

We initially started with 100 subjects, 19-45 years old, recruited according to an
availability sampling strategy5. Later, we restricted the initial sample to 87 users, elimi-
nating all the users who assigned the same vote to 5 out of 7 classes, this being a strong
indicator of random preferences assignment.

Measures and Material. We distinguished two phases in the evaluation process:

(i) Exhaustive propagation evaluation, where we generated an ordered list of both
upper and leaf classes starting from one half of the two lists generated by the user
and comparing the generated list with the remaining half.

(ii) Upward propagation evaluation, where we generated an ordered list of upper classes
using the list L and we compared them with the classes in the list U.

We used Spearman’s rank correlation coefficient ρ to compute the association between
the original user’s list and the algorithm generated list, since it allows to address the
possible ties in the ordered lists. ρ = 1 occurs when no repeated values exist and the
two list are in the same order, ρ ≥ 0.5 points to a “fair direct correlation”, ρ ≥ 0.7 to a
“good direct correlation” and ρ ≥ 0.9 to a “strong direct correlation”.

5 Much research in social science is based on samples obtained through non-random selection,
such as the availability sampling, i.e. a sampling of convenience, based on subjects available
to the researcher, often used when the population source is not completely defined.
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COLD CUTS

WHOLE COLD CUTS MINCED COLD CUTS

SMOKED WHOLE COLD CUTS

COOKED WHOLE COLD CUTS

RAW WHOLE COLD CUTS

RAW MINCED COLD CUTS

COOKED MINCE COLD CUTS

COOKED 
HAM

CHICK 
BREAST

SPACK

CALORIC VALUE: HIGH

IS_MINCED:NO
IS_MINCED:YES

PREP_TYPE:SMOKED

MEAT_TYPE:PORK
SPICENESS:MILD

PREP_TYPE:COOKED

PREP_TYPE:RAW

MEAT_TYPE:PORK

SPICENESS:MILD

MEAT_TYPE:CHICK
SPICENESS:MEDIUM

RAW HAM

MEAT_TYPE:PORK
SPICENESS:SPICY

BRESAOLA

MEAT_TYPE:BEEF
SPICENESS:SPICY

RAW 
SALAMI

SAUSAGE

PREP_TYPE:RAW

MEAT_TYPE:BEEF

GREASE%:MEDIUM

MEAT_TYPE:PORK
SPICENESS:SPICY

GREASE%:HIGH

COOKED 
SALAMI

MORTADE
LLA

WURSTEL

PREP_TYPE:COOKED

MEAT_TYPE:PORK
SPICENESS:MEDIUM
GREASE%:MEDIUM

MEAT_TYPE:PORK
SPICENESS:MILD
GREASE%:MEDIUM

MEAT_TYPE:PORK
SPICENESS:MEDIUM
GREASE%:LOW

Fig. 1. The part of domain ontology describing cold cuts

Results. We computed the
Spearman’s coefficient ρ for
87 pairs of lists using both
the property based propaga-
tion (red line) and the verti-
cal propagation (dashed blue
line) [7].

Exhaustive propagation.
Using the property-based
propagation technique we ob-
tained the results shown in
Figure 2. In 90% of the
cases we acquired a list with
a positive association with
the user preferences. More
impressive, in 25% of the
cases we computed a list with
a good positive association
(ρ ≥ 0.7). Only in 2% of
the cases we obtained a list
with a moderate inverse cor-
relation (ρ ≤ −0.5). On the
other hand, applying the ver-
tical propagation yields the
results not much better then

random. In fact, the ability to propagate interests also horizontally is required.
Upward propagation. Figure 3 shows the distribution of the values of ρ for the 87 pair

of lists compared. We can see that in 86% of the cases with the property-based propaga-
tion and in 62% of the cases with the vertical propagation we generated a list with a pos-
itive association with the user preferences. Therefore, the flexibility of property-based

Fig. 2. Distribution of cases for various values of ρ for the exhaustive propagation
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Fig. 3. Distribution of cases for various values of ρ for the upward propagation. A comparison
between the property-based and the vertical approach.

propagation allows for a better overall performance. Moreover, after only providing the
feedback eight times, we are able to obtain a “good correlation” (ρ ≥ 0.7) in 28% of
the cases with property-based propagation, as opposed to 12% for the vertical propa-
gation. The number of misleading cases with ρ ≤ −0.5 is 1% for the property-based
propagation and 13% for the vertical one.

Discussion. The results show that the property-based approach works well, both for
he exhaustive and upward propagation. It appears to perform better then vertical tech-
nique since it allows for the exhaustive propagation and it also yields better result in
the upward case. We were able to generate lists with a good correlation (ρ ≥ 0.7) in
more then one forth of the cases after small amount of feedback. The risk of suggesting
a misleading list to the user is also very low for both tests. Therefore, our technique,
while learning the user preferences very quickly, rarely misfires or introduces anoma-
lies in the user model. Thus it can safely be applied alone or in combination with other
methods to address the cold start and the diversity problems.

6 Related Work

Since our approach requires the use of ontologies to represent domain knowledge and
the user model is represented as an overlay on such ontologies, it is similar to ontology-
based recommender [13,22,5,9]. Similarly to these works we take advantage of the en-
hanced semantics representation, and user profiles are compared at a finer level than in
usual recommender systems. What is different in our approach is the way we compute
item-item similarity based on properties. [13] and [22], in order to update the interest
values in the ontology, exploit only IS-A relationships. In the approach in [5], the con-
cept, item, and user spaces are clustered in a coordinated way, and the resulting clusters
are used to find similarities among individuals at multiple semantic layers. [9] take into
account the semantic relatedness between different concepts in terms of semantic words
relations (synonymy, hyponymy, and meronymy).
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Notice that in this paper we use the term “ontology-based user model” in a different
sense with respect to other works [8], that define ad hoc ontology to represent the user
features in the user model. Differently, we only use the ontology to model the domain,
and the user model is defined as an overlay over the domain ontology, as it has been
done for a long time in educational systems [4,18]

In similar fashion to us, other approaches make use of ontological structure to calcu-
late similarity among concepts. In addition to Tversky’s feature-based model of simi-
larity [24], semantic similarity can be calculated in two general modes. Resnik’s notion
of semantic similarity [19] is based on information content in an IS-A taxonomy, given
by the negative logarithm of the probability of occurrence of the class in a text corpus.
The closest class subsuming compared concepts provides the shared information for
both and gives the measure of their similarity. Rada et al. [17] use the ontology graph
structure, using the distance between nodes (the number of edges or the number of
nodes between the two nodes) to calculate the similarity. These three basic measures of
similarity gave rise to many combined approaches. In Jiang and Conrath [10] distance
based approach is improved with the information content one. The semantic similarity
introduced by Pirró and Euzenat in [16] combines the feature-based model of similarity
with the information theoretical one, where Lin [12] introduces an information-theoretic
definition of similarity based on a set of assumptions about similarity, calculated as the
ratio between the amount of information that two concepts have in common and the
amount of information needed to fully describe them. Smyth [23] takes into account
individual features of concepts and each feature has its own similarity function defined
for it. Similarly to us, they also introduce the weights which help distinguish the impor-
tance of individual features when calculating similarity.

7 Conclusions and Future Work

This paper presents a novel approach for the propagation of user interest values in a do-
main ontology, considering similarity (and relatedness) of the domain concepts, based
on their properties values. This approach advances the current state of the art by support-
ing finer recommendation modalities (e.g. case-based or item-based recommendations),
since it is able to take user interests in object properties into account, thus calculating
similarity among objects in a more precise way. The evaluation of the approach in gas-
tronomic domain proved its effectiveness in improving the user model accuracy.

Notice that, when calculating similarity, we consider the values of the concept’s prop-
erties, both data type and object type ones. In the first case, we do not consider the val-
ues represented as textual descriptions. In case of object-type properties, we only take
into account the presence or absence of the same values of properties. Further possible
development would be to give a priori similarity values between properties (e.g. soft
cheese would be more similar to medium than to hard cheese). We also do not take into
account cardinality restrictions, as well as restrictions defined as intersections, unions
and complements, leaving these aspects for future work.

In addition, we intend to combine our approach with the vertical propagation of user
interests presented in [7], obtaining a complete approach for dealing with missing user
interest values. Also, it should be possible to extend the propagation of interests also to
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similar users. Furthermore, we want to make the user model more dynamic by taking in
consideration the timing of the feedbacks and the context. We aim also at adding a con-
fidence measure to propagation, i.e. to know how much the inference of user interest is
reliable. Finally, we intend to test the user model created with our approach with differ-
ent recommendation algorithms which take user preferences for properties into account
to calculate recommendations, such as case-based recommendation [23]. In this way,
we would be able to recommend restaurants and shops, based on user feedback on food
products, starting from food features. Our approach could be also used to provide multi-
criteria item-based collaborative filtering recommendation [2] where recommendations
are computed by finding items similar to the other items the user likes.
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Abstract. The study goal was to evaluate whether Electroencephalog-
raphy (EEG) estimates of attention and cognitive workload captured as
students solved math problems could be used to predict success or fail-
ure at solving the problems. Students (N = 16) solved a series of SAT
math problems while wearing an EEG headset that generated estimates
of sustained attention and cognitive workload each second. Students also
reported on their level of frustration and the perceived difficulty of each
problem. Results from a Support Vector Machine (SVM) training indi-
cated that problem outcomes could be correctly predicted from the com-
bination of attention and workload signals at rates better than chance.
EEG data were also correlated with students’ self-report of problem dif-
ficulty. Findings suggest that relatively non-intrusive EEG technologies
could be used to improve the efficacy of tutoring systems.

Keywords: Machine Learning, Electroencephalography, Math, Intelli-
gent Tutoring Systems, physiology, behavior.

1 Introduction

The vision of a personalized experience for every user relies on the ability of
adaptive systems to collect appropriate data in order to estimate the user’s
state and respond accordingly. Considerable progress has been made over the last
decade in integrating models generated from behaviors such as keyboard clicks
and inter-action latencies with real-time sensors indicating users’ affective states.
These models have produced significant advances in intelligent tutoring systems
(ITS) research, leading to more adaptive systems that should ultimately be able
to intervene to optimize learning for individuals. However, when considering the
typical classroom situation, feasibility of data collection becomes an important
constraint to consider: Although more information about the user’s state would
clearly be better in terms of creating accurate student models, there is also a
limit to the instrumentation that we can apply to the user, at least outside a
laboratory situation.

The present study was conducted to investigate the potential value of Elec-
troencephalography (EEG) data about students’ engagement and workload dur-
ing problem solving. Engagement includes estimates of cognitive activities such

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 51–62, 2012.
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as information gathering, visual scanning and sustained attention, and Work-
load is a measure of effortful cognitive activity [15]. However, the application of
EEG in educational research is relatively recent. If we could establish that EEG
data could provide a reliable indication of the student’s progress in learning,
such data might eventually be incorporated into a real-time system that could
intervene if the learner is predicted to be on an unproductive path.

2 Prior Work

Researchers in the Intelligent Tutoring Systems (ITS) community have investi-
gated several approaches to investigate the state of the learner. One approach is
to use behaviors such as the time between clicks and rapid activation of instruc-
tional scaffolding (e.g., repeatedly clicking on the “help” button) to estimate
whether the student is actually engaged with trying to solve a problem or is
avoiding effort, perhaps by “gaming the system” by deliberately entering wrong
answers in order to move on quickly [4]. Beal, Mitra and Cohen [5] used a Hidden
Markov Model (HMM) to infer the level of engagement of the student to predict
behavior in the next problem. The results showed that students had distinct
trajectories of engagement, and that the HMM estimates were strongly related
to independent estimates of individual students’ mathematics motivation, based
on students’ self-report and reports provided by their teachers, and mathemat-
ics proficiency (grades, test scores). Johns and Woolf [11] also reported that
an HMM provided good predictions about students’ motivation while solving a
series of problems in a math tutoring system, predicting a student correct re-
sponse 72% of the time (versus 62% of the baseline) with a Dynamic Mixture
Model based on Item Response Theory. More recently, Arroyo, Mehranian and
Woolf [2] tested 600 students on an ITS for mathematics, estimating in real time
the effort the student invested on solving each problem and using the results to
choose the next problem with the same level or greater level of difficulty if the
student is engaged, and an easier one otherwise. Students using the experimen-
tal effort-based selector scored significantly better than those that got problems
served by a random problem selector (57% vs. 42% accuracy in post-tests).

Another approach has been to use direct sensors that can capture more di-
rect physical indications of the learner’s state. Kapoor, Burleson and Picard [12]
used an array of sensors (eye tracking, mouse sensitivity, skin conductance, chair
pressure) in a laboratory setting to track students’ level of frustration and re-
ported that they could predict when a user was about to give up with a 79%
accuracy, using Support Vector Machines (SVM) and SVM with Gaussian Pro-
cess Classification (GP). Arroyo et al [3] used a suite of sensors, including facial
expression recognition, skin conductance, mouse pressure, and back pressure, as
well as feedback from participants to estimate students’ emotional state as they
solved math problems in an authentic classroom context. They report predicting
more than 60% of the variance of students’ emotional states. Fincham et al [10]
tested subjects with functional Magnetic Resonance Imaging (fMRI) equipment
while solving problems in an ITS. Then they applied a cognitive model to pre-
dict distribution of problem solution times from measures of problem complexity,
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and used fMRI data to predict when students were actively engaged in problem
solving. With a Hidden Markov Model based on these two data sets, they could
predict the mental state of the subject with up to 83% of accuracy.

Although these results have been encouraging, the need to apply multiple
sensors to instrument the learner may prove challenging. Certainly, obtaining
fMRI data is still quite costly and not likely to be feasible for use in classroom
situations. Another issue is that research to date has focused mostly on estimat-
ing the learner’s affective or motivational state, rather than on the amount of
cognitive effort being expended during problem solving.

An alternative that has attracted attention is the use of EEG to assess cog-
nitive workload. Technology for capturing EEG signals has progressed consid-
erably, to the point where the user can wear a lightweight recording unit that
transmits data for analysis. The recording unit is sufficiently non-intrusive and it
is being used in a variety of tasks that require sustained attention and cognitive
effort, including long-haul truck driving, missile tracking and submarine systems
control. For example, Berka and Levendowski [7] found that officers tracking mis-
siles in a simulated environment Aegis Combat System had a high or extreme
cognitive workload 25 to 30% of the time and achieved a detection efficiency
of almost 100%. Education researchers have begun to use this type of device
to track students’ cognitive activity during problem solving. Stevens, Galloway,
Berka, Johnson and Sprang [17] compared novices and experts as they solved a
series of chemistry problems, and reported that the two groups showed distinct
patterns of attention that correlated with problem solving time and accuracy.
Mostow, Chang and Nelson [13] used a single-channel EEG recorder with both
adults and children as they read difficult and easy text passages. The EEG data
were used to train a classifier, and results were significantly better than chance
at discriminating the reading of adults and children, as well as predicting the
difficulty of the text. Chaouachi, Jraidi and Frasson [8] recorded EEG activity
with a six-channel unit as users solved cognitive tasks varying in difficulty, and
verified that their estimates of the users’ mental workload were correlated with
the difficulty of the tasks. Thus, initial results appear to suggest that EEG might
be a valuable technology for directly assessing a student’s level of cognitive effort.

3 Methodology

In the present study, we followed a similar approach: EEG data were recorded
as students solved a series of easy and difficult math problems. Estimates of
engagement (sustained attention) and cognitive workload derived from the EEG
signals were used to train a classifier to predict the outcome of the problem:
correct or incorrect answer. We were also interested in learning if the EEG
estimates would be different for easy and hard problems, as suggested by the
results of Chaouachi et al. [8], and if the estimates would be related to the
students’ self-report of how difficult the problem was. There were 16 participants
in the study (8 males, 8 females). Participants were college students who were
at least 18 years old and gave active written consent for participation. They
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Table 1. The problems in the study were of multiple choice with 4 possible options.
Correct answers are c and b.

Difficulty Name Problem

Easy Classroom In a class of 78 students 41 are taking French, 22 are tak-
ing German and 9 students are taking both French and
German. How many students are not enrolled in either
course? a.)6 b.)15 c.)24 d.)33

Hard Triangle A triangle has a perimeter 13. The two shorter sides have
integer lengths equal to x and x + 1. Which of the fol-
lowing could be the length of the other side? a.)4 b.)6
c.)8 d.)10

received either a small stipend or course credit for participation. Each person
participated in a 90 minute session, which included informed consent procedures,
fitting the EEG headset, completing a 15 minute baseline calibration task, and
solving eight multiple-choice math problems presented at the computer while
wearing the EEG headset. Math problems were taken from a set of released SAT
items; there were four easy problems and four hard problems, with difficulty
level determined by information from the College Board. Each problem had
four answer options. The items were presented to students within an online
tutoring system that recorded the time on the problem (initial presentation on
the screen to first answer selection) as well as the outcome (correct, incorrect
answer chosen). Problems were presented in one of two sequences (easy, easy,
hard, hard, easy, easy, hard, hard or hard, hard, easy, easy, hard, hard, easy,
easy) across subjects.

3.1 EEG Data Acquisition

The electroencephalogram (EEG) data were recorded from nine sensors inte-
grated into a mesh cap covering the upper half of the head, along with two
reference signals attached to the mastoid bones (behind the ears) and two sen-
sors attached to the right clavicle and to the lowest left rib to record the heart
rate (although the heart rate data were not used in the study). The location
of each sensor was determined by the International 10-20 System [14] to en-
sure standardized reproduction of tests. This cap was equipped with a small
wireless transmission unit. A small USB dongle received the wireless transmis-
sions to a PC computer with Windows (XP/Vista/7) 32 bit operating system.
Each second, 256 EEG signals were transmitted and converted to Theta, Al-
pha, Beta and Sigma wave signals (ranging from 3 Hz to 40 Hz). These signals
were processed by Advanced Brain Monitoring proprietary software from B-
Alert [1] to produce classifications of mental states, meaning the probability
that the participant was in a particular state in epochs of one second. States
included Engagement, Distraction, Drowsiness and Cognitive Workload [6]. En-
gagement includes estimates of cognitive activities such as information gathering,
visual scanning and sustained attention, and Workload is a measure of effortful
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Fig. 1. Signals at the top are considered ‘raw’ and show high variability. The same
signals smoothed for visual presentation are shown at the bottom. X-axis represents
time in seconds.

cognitive activity [15]. The Engagement and Workload data were selected for our
analyses because levels of Drowsiness were almost non-existent in the present
study, and Distraction is essentially the inverse of Engagement.

3.2 Self Report

Participants were provided with an eight-page paper booklet to use as they
solved the math problems. Each page included an area for working out the
problem on paper (if needed). After completing each problem, participants were
also asked to rate the difficulty of the problem, how confident they felt about
their performance, and their level of frustration. Ratings were made on a five-
point Likert-type scale.

4 Data Analysis

We first investigated whether the EEG data could be used to predict the outcome
(right or wrong answer) of a math problem. Of the 16 participants, 15 completed
all eight problems and one completed seven of the eight items. The outcome data
set thus consisted of 127 completed math problems, with 49 answered incorrectly
(38.6%). One participant aced the problems, another one failed in just one, while
6 participants only erred on two. The rest got wrong answers on 3, 4, 5 and up
to 6 problems.

4.1 Data Processing

The Engagement signals (one per second) were processed by converting each
raw signal into one of three equal-sized bins, with limits set at 0.333 and 0.666
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of the Cumulative Distribution Function. The count of signals below 0.333 were
considered as the Low State, values between 0.333 and 0.666 as the Medium
state, and those between 0.666 and 1.0 as the High state. By doing this, we
assure a normalization between all the participants. Then the Engagement signal
sequence was scanned and tagged to produce a transition probability table (tpt).
The tpt consisted of nine cells representing the transition probabilities between
the three states. The tpt was then tagged with the problem outcome (+1 for
a correct answer and -1 for an incorrect one). A file was constructed with 16
records (one for each participant) including the outcome tag and nine features
to serve as input to a Support Vector Machine (SVM). Because the sample size
was small (each problem had only 16 records) libsvm [9] was used with leave-one-
out cross-validation enabled. A similar method was used to process the Workload
signals.

4.2 SVM Classification

Several experiments were conducted with SVM classification: First, we used files
with nine features as described above. Second, we constructed files that included
the best three transitions with better information gain [16], where the features
that have the higher probability of describing an outcome were chosen based by
finding an Optimum Decision Tree. Third, we built files with only three specific
features: High to High, Medium to Medium and Low to Low transitions. As will
be shown in the next section, the best results were obtained using the latter
method. We also compared the predictions for different segments of the EEG
data. First, we used the full sequence of data for the entire problem (Engagement,
Workload and Engagement &Workload together) for each participant. Of course,
the time on each problem varied across participants. In an effort to reduce the
potential confound of overall time on the problem, we also considered only the
first n seconds of the signal after the subject started answering the problem,
as well as using only the last n seconds of the signal just before the subjected
answered the problem. To obtain the optimal n value of seconds, a series of
SVM experiments with 10, 15, 20 and 25 seconds was conducted. Of these, the
best predictions resulted from using the data from the first 20 seconds after the
problem was presented on the screen, and the last 20 seconds before the problem
was answered.

5 Results

5.1 SVM Predictions

Prediction accuracies are shown in Table 2 for each math problem, along with
the base rate of performance (how many times the problem was answered cor-
rectly) and the average time per problem. As may be seen in Table 2, the SVM
predictions were consistently higher than chance (25%, or one answer out of four
possible) and also higher than the base rate of performance for each problem.
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That is, relying on the EEG data would provide a better estimate of the prob-
lem outcome than simply knowing that, i.e., there is a 56% chance of a correct
solution to the Towns problem, based on the actual performance of the problem
solvers. Using the most informative (Max) signals from both the Engagement
and Workload data streams provided an overall prediction accuracy of 87%.

Table 2. SVM cross validation results for each problem and their averages by difficulty.
Average solving time is in seconds.

Cross validation accuracy

Easy
problems

Average
time

Base rate
Accuracy

Engagement Workload Eng.&
Wkld.

Max(Eng, Wkld)

Bows 124 75% 75% 88% 88% 88%

Class 139 50% 88% 69% 75% 88%

Summation 37 75% 75% 88% 88% 88%

Village 177 44% 75% 81% 63% 81%

Average 119 65% 83% 83% 80% 87%

Hard
problems

Average
time

Base rate
Accuracy

Engagement Workload Eng.&
Wkld.

Max(Eng, Wkld)

Bus 119 62% 75% 75% 69% 75%

Fence 247 62% 81% 69% 63% 81%

Towns 230 56% 81% 63% 69% 81%

Triangle 259 50% 75% 63% 63% 75%

Average 214 57% 78% 67% 66% 78%

Both 167 62% 80% 75% 73% 83%

As shown in Table 2, there were some differences for the easy versus the hard
problems: On average, the SVM classifier performed better on the easy prob-
lems, with the Engagement and Workload signals being equally good predictors
(83% both). Combining the Engagement & Workload signals (six features in
total) as input for the SVM actually reduced the classification accuracy slightly
(80%). On hard problems, the Engagement signal was a better predictor than the
Workload signal (78% vs. 67%). Using the maximum value between the result
of the SVM classification of the Engagement and Workload signals increments
the cross validation accuracy for the easy problems up to 87% and for the hard
problems to 78% (Figure 2). One reason that the predictions were somewhat less
accurate for the hard problems may be that students took longer on the hard
problems, meaning that the signals were longer and possibly nosier.

We also tried to predict the outcome of the problems with reduced informa-
tion. First, we assumed that the initial 20 seconds the Engagement signal might
provide a useful signature of the initial comprehension phase of problem solv-
ing. Second, we considered the last 20 seconds of the Workload signal, which we
thought might correspond to the cognitive activity involved in computing the
solution to the problem. However, as shown in Figures 3 and 4 (shown in page
58), prediction accuracy did not improve. Using only the first and last 20 seconds
of the signal to predict a correct or incorrect outcome gives us a prediction rate
of 77% and 79% overall.
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Fig. 2. SVM accuracy for easy vs. hard problems using the full EEG signal for each
problem

5.2 Relation of EEG and Self-report Data

We were interested in whether students’ experiences during problem solving
might be related to their cognitive workload as indicated by the EEG estimates.
We started by attempting to verify that the hard problems actually were more
challenging. Results are shown in Table 3. As may be seen in Table 3, participants
took more time to answer the hard problems than the easy ones. A matched-
pairs t-test indicated that this difference was significant, (t(15) = 3.746, p<.01).
Subjects rated themselves as more frustrated on hard problems than on easy

Fig. 3. SVM accuracy for easy versus hard problems using the first 20 seconds of the
EEG signal for each problem
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Fig. 4. SVM accuracy for easy versus hard problems using the last 20 seconds of the
EEG signal for each problem

Table 3.Mean scores by problem difficulty. Standard deviations are shown in parenthe-
ses. The * at the right hand column indicates a significant difference in a matched-pairs
t-test.

Easy problems Hard problems

Behavior

Time (seconds) 119.5 (66.9) 213.8 (110) *

Use of scratch area 0.81 (0.17) 0.83 (0.29)

Self report

Difficulty rating 2.07 (0.57) 2.91 (0.79) *

Frustration 1.86 (.56) 2.42 (0.69) *

Confidence 3.73 (.89) 3.21 (1.17)

problems, t(14) = 2.84, p<.05, and rated hard problems as more difficult than
easy problems, t(12) = 6.273, p<.01. In absolute terms, participants reported
less confidence in their answers on hard problems than on easy problems, but
the difference was not significant. There was no difference in participants’ use
of scratch paper for hard problems and easy problems. Mean scores for Engage-
ment and Workload are shown in Table 4 by problem difficulty. There was no
difference for Engagement, but Workload scores were significantly higher for dif-
ficult problems than for easy problems. The effect was admittedly not strong in
absolute terms, but the finding that workload was higher on average on the more
challenging problems is consistent with the participants’ self-reports suggesting
that they experienced those problems as more difficult. Our investigation into
the relation of self-report with EEG data was limited by our relatively small
sample size. However, in an exploratory analysis, we first considered the ex-
tent to which the reports of problem difficulty, frustration and confidence were
correlated. Results are shown in Table 5.
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Table 4. Mean scores for Engagement and Workload by problem difficulty. Standard
deviations are shown in parentheses. The * at the right hand column indicates a sig-
nificant difference (p<.05) in a matched-pairs t-test.

Easy problems Hard problems

Engagement 0.52 (.18) 0.50 (.19)

Workload 0.65 (.14) 0.69 (.14) *

Table 5. Correlations for self-reports of confidence, frustration and problem difficulty.
* p<.05, ** p<.01.

Confidence Frustration Difficulty

Confidence 1 -0.65* -0.81

Frustration -0.65* 1 0.64*

Difficulty -0.81** 0.64* 1

Fig. 5. Relation of workload and latent factor representing the user’s self-reported
experience of a problem as challenging

The strong intercorrelations suggested a principal components analysis, which
indicated that there was one underlying factor that accounted for 72% of the
variance in the self-report responses. Therefore, we extracted the estimate for
this latent factor for each participant, and then used the mean workload scores
to predict these estimates. Results are shown in Figure 5 in page 60. The figure
indicates the suggestion that for individuals with higher average workload scores,
the self-reported experience was one of reduced confidence, greater frustration
and the perception that the problems were more challenging. However, the re-
lation was not statistically significant, F(1,13) = 3.875, p<.07, perhaps due to
the incomplete data from two participants.
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6 Discussion

These preliminary results suggest that using the estimates of Engagement and
Workload from EEG data predicts the problem outcome better than base rate
of problem performance and on average the predictions are comparable to prior
work, like Johns and Woolf [11] 72% correct prediction of outcome using only
behavioral data, Kapoor et al.[12] 79% rate prediction of frustration, and Fin-
cham et al.[10] 83% correct prediction of mental state of test subjects. It is worth
mentioning that prior work was focused on behavioral data while our experiment
focused on cognitive activity.

In this study, problems labeled as Easy were solved in less time than those
tagged as Hard problems and the SVM got a better accuracy predicting the
former. We suspect that as the time to answer a problem increments, so does
the noise in the EEG signals of Workload & Engagement and the accuracy to
predict the correct outcome drops.

In future work a predictor module for ITS could be developed, using non-
intrusive EEG caps and SVM classification on the first 20 seconds of Engagement
and Workload signals to help the students stay interested on the interactive
session with the ITS. A possible area of research would include the use of Theta,
Alpha, Beta and Sigma wave signals of brain activity (the basis for obtaining
the Engagement & Workload signals) with different techniques as SVM, k-nn
clustering and Multi-Event Dependency Detection (MEDD), to obtain patterns
of activity in different locations of the brain surface while subjects are solving
math problems, and test if we can do a better rate of classification of outcome.
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Abstract. Users in recommender systems often express their opinions
about different items by rating the items on a fixed rating scale. The
rating information provided by the users is used by the recommender
systems to generate personalized recommendations for them. Few recent
research work on rating based recommender systems advocate the use
of preference relations instead of absolute ratings in order to produce
better recommendations. Use of preference relations for neighborhood
based collaborative recommendation has been looked upon in recent lit-
erature. On the other hand, Matrix Factorization algorithms have been
shown to perform well for recommender systems, specially when the data
is sparse. In this work, we propose a matrix factorization based collab-
orative recommendation algorithm that considers preference relations.
Experimental results show that the proposed method is able to achieve
better recommendation accuracy over the compared baseline methods.

Keywords: User feedback, Preference relations, Latent factors, Matrix
Factorization.

1 Introduction

Recommender systems gather feedback from the users about different items to
understand the interest profile of the users. This information is then used to gen-
erate personalized recommendations for them. User feedbacks about items may
come either directly (in the form of ratings), or indirectly (by observing the user
behavior using traces or click logs etc.) [1]. Direct or explicit feedback gathering
is often used by several recommender systems for recommending movies, music
items, books etc. In this work, we concentrate on recommendation algorithms
for such explicit feedback based systems.

It is understood that recommender systems looking at pure ratings only have
some drawbacks. A user may prefer one item over another item, but may have no
choice but to give the same rating to both the items due to the limited rating scale
[2]. Moreover, it might be difficult to pick a particular rating for an item, whereas
given two different items it is probably easier to say which one is better (or both
are equally good) [3]. The mood and the context also may influence the rating a
user assigns to an item. [4]. Again, even users having similar interests for items
tend to rate the same items differently. This is because rating is subjective, and
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users have different levels of leniency while rating items [3]. This poses problems
for the collaborative recommender systems as they attempt to exploit the rating
patterns of similar users.

Once the system has the user feedbacks in some form (ratings, preference
relations, implicit data etc.), it can use those for item recommendation. The
content based recommendation approaches consider the different attributes of
the items. The attributes may be the item categories (genres for movie items
or songs, categories for books etc.), the authors (for books), singers (for music),
actors and directors (for movies), language etc. If for an item, (some or all of)
its attributes are known, and a user’s interest in those attributes are also known,
then the system may use that information for recommending items to the user.

However, detailed attribute information of items are often not available. Rec-
ommendation algorithms based on latent feature model assume that there exist
some attributes or features of the items, but those are hidden to the system.
The algorithms try to find the user and item representations in this latent fea-
ture space. In a sense, such features provide an automated alternative to the
aforementioned human created item attributes. For movies, the discovered fea-
tures might measure obvious dimensions as mentioned above; or less well-defined
dimensions such as depth of character development, oddity, good vs weak narra-
tion; or completely uninterpretable dimensions. For users, each feature measures
how much a user likes movies that score high on the corresponding feature [5].
Latent feature model based recommenders first learn the user and item features
from the available data. The learned features are then used to find the items’
utilities or values to different users.

One of the most widely used realizations of latent feature models is obtained
via Non-negative Matrix Factorization (NMF). NMF has been shown to give
good results even when the data is sparse. Also, it allows the system to repre-
sent the users and items using a small number of features and hence is compu-
tationally efficient. In this paper, we propose an NMF based recommendation
algorithms that uses preference relations instead of actual ratings. To the best of
our knowledge, this is the first research work that aims at solving the recommen-
dation problem by using preference relations in matrix factorization framework.
As there is no publicly available recommendation dataset containing preference
relations provided by users, we use a rating database for experimentation. From
the absolute ratings provided by the users, we induce the preference relations
and use that data for testing the algorithms. Experimental results show that
even when absolute ratings are available, using the induced preference relations
may result in better recommendation performance.

2 Related Work

There have been some work that use preference relations instead of actual ratings
for recommender systems. According to a user survey presented in [4] users do
favor giving feedbacks in the form of preference relations instead of absolute
ratings. The survey also found that preference relations are more stable in nature.
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[2] presents a collaborative filtering algorithm for rating prediction and uses it
for making recommendations. Positions of an item in the preference lists of the
similar users are used to get an utility estimate of the item. Recommendation
list is constructed by ordering the items in decreasing order of their estimated
utilities. Another collaborative filtering based rating prediction framework that
uses preference relations is proposed in [3]. It views each user’s rating profile
as a preference graph, where items are represented as nodes. For the target
user, the algorithm builds an aggregate preference graph by considering the
preference graphs of the most similar users. Each preference edge in the aggregate
graph indicates the strength of the corresponding preference relation, as obtained
from the similar users. Integer ratings are picked for each unrated item so that
the induced preference relations have maximal agreement with the aggregate
preference graph. As the predicted ratings are integers from a fixed rating scale,
there will be lots of ties when the items are sorted according to their predicted
scores. It is not clear how to break those ties. Hence it is difficult to generate
recommendations from these predicted ratings.

Existing work on recommendation algorithms using preference relations have
mainly concentrated upon user-based or item-based collaborative filtering ap-
proaches. Another type of recommendation algorithms, namely Non-negative
Matrix Factorization (NMF) based algorithms, also have been shown to work
well on real world data. NMF has been found to be a good alternative to col-
laborative filtering approach, specially when the data is sparse. NMF algorithms
model each user and each item as d-dimensional vectors. For an item, the d di-
mensions are viewed as the latent classes that the items may belong to. For users,
the dimensions correspond to their interests in those latent classes. [5] mentions
several NMF based algorithms used for rating prediction problems. Items are
often sorted according to the predicted ratings to produce the recommendation
list [6]. Research is also being done for faster convergence of NMF algorithms [7],
techniques like efficient initializations [8], using hierarchies and side information
[9] for improving the recommendation accuracy etc. Although a rich literature
is available for NMF techniques, all the methods discussed in literature use the
absolute rating data, but not preference relations.

3 Using Preference Relations in the Matrix Factorization
Framework

As discussed in Section 1, there are some recent research that studies the use
of preference relations instead of actual ratings for recommender algorithms.
The results are promising and motivate the use of preference relations for gen-
erating effective recommendations. On the other hand, the Non-negative Matrix
Factorization (NMF) framework has been successfully applied to solve various
problems related to recommender systems. However, for explicit rating based
systems, the framework has been used with actual ratings only. In this work, we
propose an algorithm that uses preference relations in the matrix factorization
framework to solve the problem of personalized recommendation generation.
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4 Preliminaries and Problem Definition

Let U be the set of users and I be the set of the items. In rating based recom-
mender systems, feedbacks of the users are of the form rui, which indicates that
user u has given a rating rui to item i. If we have preference relations as user
feedbacks, then the feedbacks are of the form π(u, i, j). It indicates that for the
ordered item pair (i, j), the strength of user u’s preference relation is π(u, i, j).
Generally, π(u, i, j) has the following properties:

1. π(u, i, j) ∈ [0, 1].
2. π(u, j, i) = 1− π(u, i, j).

If the users provide the preference relations directly, then the values of π(u, i, j)
are readily available. If only absolute ratings are available, then we can in-
duce preference relations from it by modeling π(u, i, j) using some function
π(u, i, j) = f(rui, ruj). However, f(·) has to satisfy the above properties of pref-
erence relations.

Given a set of preference relations, we want to develop a recommendation
strategy that can output a recommendation list Ru for any user u ∈ U . The
length of Ru is often fixed to some predefined constant K.

We solve the problem using the Non-negative Matrix Factorization framework.
Details of the algorithm are presented in the subsequent sections.

5 Details of Our Approach

We now describe how the problem of personalized item recommendation can be
solved using preference relation based matrix factorization. Like any standard
matrix factorization based algorithm, the suggested approach has to first model
each user and each item as a point in a d-dimensional space. The value of d is of-
ten chosen beforehand and is independent of the actual user or items. Generally,
if m and n are the numbers of users and items respectively, then d � m,n. The
d-dimensional feature representation of an item suggests the item’s belongingness
to the d hidden categories. Similarly, the d-dimensional feature representation
of a user suggests the user’s affinities to those d categories. The model learning
part that computes the user and item features is performed offline. Once the fea-
ture representations are available, the system may predict the items’ utilities to
different users. This information is then used to generate the recommendations.
This recommendation generation part is performed online when the user accesses
the system or explicitly asks the system to recommend items for him/her. Both
the tasks of model learning and recommendation generation are described below.

5.1 Learning the Factorization Model

In this task, the goal is to develop a factorization model that is able to predict
the users’ preference relations for different item pairs. If i and j are two items,
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then the preference relation for a user u and the item pair (i, j) is defined using
the following function:

π(u, i, j) =

⎧⎪⎨⎪⎩
0 if u prefers j over i,

0.5 if i and j are equally preferable to u,

1 if u prefers i over j.

(1)

If the users provide the values of the preference relations, then the values of π
can be obtained directly. However, there can be applications where users do not
directly provide the values of the pairwise preference relations. For example, in
a movie recommender system, users provide ratings for the movies they have
watched. In this case, if a user’s rating for movie i is greater than that for movie
j, then it can be inferred that the user prefers movie i over movie j and π(u, i, j)
can be set accordingly.

In the proposed factorizationmodel, we represent each useruby a d-dimensional
feature vector pu ∈ R

d. Each item i is also represented in the same d-dimensional
feature space qi ∈ R

d. As in the basic Matrix Factorization model, users’ likings
for different items are modeled as inner products in this shared feature space. For
example, item i’s value for user u is estimated as puq

T
i .

Given a pair of items i and j, their values for the user u are puq
T
i and puq

T
j

respectively. If puq
T
i > puq

T
j , it can be said that i has more value than j for

u. In other words, u prefers item i over item j. The strength of this preference
relation can be estimated as pu(qi − qj)

T . As π(·) is bounded between 0 and
1, it is necessary to bound the values of the predicted preference relations π̂(·)
between 0 and 1. In order to bound the value of the strength of this preference
relation, we model it using the inverse-logit function. To summarize, given a user
u and a pair of items i and j, the estimated strength of the preference relation
is computed as:

π̂(u, i, j)
def
=

epu(qi−qj)
T

1 + epu(qi−qj)T
. (2)

The values of the user and item features pu and qi need to be learned from the
training data. Each entry in the training data S is of the form 〈u, i, j, π(u, i, j)〉.
It means that for user u ∈ U, strength of the preference relation for the item pair
(i, j) ∈ I × I is π(u, i, j). The learned values of p and q should be such that the
induced preference relations π̂(·) are as close as possible to the actual preference
relations π(·). For the entire dataset, the error in estimating π(·) is defined as:

E =
1

2

∑
〈u,i,j,π(u,i,j)〉

∈S
∧(i<j)

(π(u, i, j)− π̂(u, i, j))2. (3)

The goal of the modeling step is to find the p∗ and q∗ vectors such that the
prediction error in Equation 3 is minimized. However, trying to minimize the
prediction error on the training set may lead to overfitting. To avoid overfitting,
we add a regularization termR(p, q) with Equation 3. This leads to the following
optimization task:
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min
p,q

1

2

∑
〈u,i,j,π(u,i,j)〉

∈S
∧(i<j)

(π(u, i, j)− π̂(u, i, j))2 +R(p, q). (4)

The regularization term is taken to be R(p, q) = λp

∑
u∈U ||pu||+ λq

∑
i∈I ||qi||.

We can now define the learning problem as an optimization task.

Model fitting as an optimization task: Let U be the set of users and I be the set
of items. Let S be the set of preference relations. Each entry in S is of the form
〈u, i, j, π(u, i, j)〉, which means that for user u ∈ U , the strength of the preference
relation for the item pair (i, j) ∈ I×I is given by π(u, i, j). Find the matrices p|U|×d

and q|I|×d containing user and item features such that the following objective
function is minimized:

f(p, q) =
1

2

∑
〈u,i,j,π(u,i,j)〉

∈S
∧(i<j)

(π(u, i, j)− π̂(u, i, j))2 + λp

∑
u∈U

||pu||2 + λq

∑
i∈I

||qi||2, (5)

where π̂(u, i, j) is given in Equation 2.

We use stochastic gradient descent to solve the optimization problem. For each
observation 〈u, i, j, π(u, i, j)〉 from the training set S, the contribution to the
objective function (given in Equation 5) is:

luij =
1

2
ε2uij + λp||pu||2 + λq||qi||2, (6)

where εuij =

(
π(u, i, j)− epu(qi−qj)

T

1+epu(qi−qj)
T

)2

. By computing the gradients of luij

w.r.t. pu, qi and qj , the update rules can be found as:

pu = pu + γ

(
εuij π̂(u, i, j)(qi − qj)

1 + epu(qi−qj)T
+ λppu

)
(7)

qi = qi + γ

(
εuij π̂(u, i, j)pu

1 + epu(qi−qj)T
+ λqqi

)
(8)

qj = qj − γ

(
εuij π̂(u, i, j)pu

1 + epu(qi−qj)T
+ λqqj

)
(9)

5.2 Recommendation Generation

Once the user and item features are computed, the system can generate rec-
ommendations for the users. Intuitively, if for a particular user u, an item i is
(predicted to be) better than many other items, then i can be recommended to
u. Based on this observation, we assign to each item i a score (xu(i)) defined as:

xu(i) =
∑

j∈I\{i}
pu(qi − qj)

T (10)
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If we view pu(qi − qj)
T as the algorithm’s trust on the preference relation i is

better than j for user u, then xu(i) can be interpreted as the total preference
score of the item i. The items are sorted in decreasing order of their scores to
produce the recommendation list. Top-K items from this list are displayed to
the user.

It is observed that the list generated by xu(·) is same as the list generated
by another scoring function yu(i) defined below. This is formally proved later in
Theorem 1.

yu(i) = puq
T
i (11)

Theorem 1. The item orderings generated by the scoring functions xu and yu
are the same.

Proof. According to the definition of xu(·) given in Equation 10, we have:

xu(i) =
∑

j∈I\{i}
pu(qi − qj)

T =
∑
j∈I

pu(qi − qj)
T − pu(qi − qi)

T

=
∑
j∈I

puq
T
i −

∑
j∈I

puq
T
j

= npuq
T
i − C

= nyu(i)− C (12)

We have assumed that the number of items |I| = n. Also the term
∑

j∈I puq
T
j

is independent of i and is replaced by the constant C. The last line is obtained
by replacing puq

T
i by yu(i). Following Equation 12, it is now easy to see that:

yu(i) > yu(j) ⇐⇒ nyu(i)− C > nyu(j)− C ⇐⇒ xu(i) > xu(j).

Hence the item orderings induced by xu(.) and yu(.) are same. ��
The algorithm should look at all item pairs (i, j) to compute the score xu(i).
However, if yu(·) is used as the scoring function, then it only has to consider the
feature representations of the user and the item, and the score can be computed
in lesser time. Moreover, the recommendation lists generated by both these scor-
ing functions are exactly same. Hence, we use yu(·) as the scoring function to
generate the recommendation list. We did not use π̂(·) for scoring the items as
for this phase it is not necessary to bound the preference relations in a fixed
range. Also, directly using π̂(·) for this phase would require looking at all item
pairs (i, j) and hence would have higher computational complexity.

5.3 Complexity of the Approach

Let m and n be the number of users and items respectively. Careful observa-
tion of the algorithms reveal that the complexity for the model fitting phase
is O(kdmn2), if k passes over the training dataset are made. Recommendation
generation can be done in O(nd+ n logn) time. We leave the details due to the
space limitations.
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6 Evaluation

6.1 Dataset Used

We used a sample of the Netflix dataset for testing the proposed approach. The
sample dataset was created by considering the first 1500 movies from the original
Netflix data. Some ratings were then eliminated so as to have a dataset where
each user has rated at least 20 movies and at most 500 movies. The resultant
dataset contains 124,637 ratings assigned by 3999 users to 1255 movies. The
data was sorted in increasing timestamp order. The first 75% of the sorted data
was used as training data. The remaining 25% data was used for testing.

6.2 Algorithms Compared

We compared our algorithm with two alternative algorithms proposed in litera-
ture and also use NMF as the baseline for our method.

– NMF: The first baseline algorithm uses standard NMF for recommendation.
If the available feedbacks are of the form 〈u, i, rui〉, then the algorithm first
learns the user and item factors (pu and qi respectively) by minimizing the
following objective function:

min
p,q

∑
〈u,i,rui〉

(rui − puq
T
i )

2 + λ1

∑
u∈U

‖pu‖2 + λ2

∑
i∈I

‖qi‖2. (13)

Predicted ratings are computed using the formula r̂ui = puq
T
i . K best items

according to the predicted ratings are recommended to the user.
– RtCF: The next algorithm uses vector similarity based collaborative filter-

ing approach [10]. Let Iu denote the set of items rated by u. Cuv denotes
the set of items rated by both the users u and v. Similarity weight between
users u and v is defined as:

sim(u, v) =
∑

i∈Cuv

ru,i√∑
l∈Iu

r2u,l

rv,i√∑
l∈Iv

r2v,l

. (14)

If Û(u, i, k) is the top-k neighborhood of u for the item i, then the predicted
rating for unrated items are computed using the following formula:

r̂ui =

∑
v∈̂U(u,i,k) sim(u, v) · rvi∑

v∈̂U(u,i,k) sim(u, v)
(15)

K items with highest predicted scores are displayed as recommendation.
– PrCF: Our next baseline is the Preference based Collaborative Filtering

(PrCF) algorithm proposed in [2]. It produces preference relations between
items following Equation 1. Similarity weight between u and v is defined as:

sim(u, v) =
|{(i, j) : i, j ∈ Cuv ∧ π(u, i, j) = π(v, i, j)}|√|Iu||Iv|

. (16)



Preference Relation Based Matrix Factorization for Recommender Systems 71

For a user v, utility of a product i (denoted as utv(i)) that he/she has rated
is defined as:

utv(i) =
−#⊕

v,i +#

v,i

#⊕
v,i +#�

v,i +#

v,i

, (17)

where #⊕
v,i,#

�
v,i and #


v,i stand for the number of items given higher rating,
same rating and lower rating respectively than i by v. Predicted utility of
item i for user u is computed using Equation 15, after replacing rvi and r̂ui
by utv(i) and ûtu(i) respectively. We then sorted those items based on their
predicted utilities. Top-K items from that sorted list are displayed to the
test user as recommendation.

The method proposed in this paper is referred to as Preference relation based
NMF, or PrefNMF. For PrefNMF, values of λp and λq were taken as 0.001 and
0.0005 respectively. For NMF, both λ1 and λ2 were set to .001.

6.3 Experimental Results

Here we compare the results of the proposed method and the other algorithms.
Precision@5 and Precision@10 were used as the evaluation metrics. For PrCF and
RtCF, we used 20, 40 and 80 as neighborhood sizes. For each of these algorithms,
the best precision scores (over the different neighborhood sizes) are considered
for comparison. For NMF and PrefNMF, we generated the recommendations
using 60 features. Table 1 compares the metric values for this experiment.

Table 1. Comparing Precision scores for all users

Algorithm Precision@5 Precision@10

RtCF 0.0049 0.0085

PrCF 0.0208 0.0223

NMF (60 features) 0.0257 0.0245

PrefNMF (60 features) 0.0280 0.0258

Though PrefNMF gave the best results among the algorithms that we tested,
we wanted to see the effect of the number of features used on the performance
of PrefNMF. For this, we ran both NMF and PrefNMF for 40, 60, 80, 100, 120,
150, 200 and 250 features. Table 2a presents the values of Precision@5 for both
the algorithms. It shows that the performances of both NMF and PrefNMF
improve initially with the number of features. PrefNMF does better than NMF
when lesser number of features are used. As the number of features goes beyond
120, the performance does not improve much, and degrades in some cases. This
might be due to overfitting. Similar observation can be made from Table 2b,
which compares the values of Precision@10 for the algorithms. For 100 features,
NMF does better than PrefNMF. Figure 1 shows the comparisons graphically.

PrefNMF uses preference relations for modeling the users and items. If the
number of preference relations available for a user is less, then PrefNMF may
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Table 2. Comparing Precisions for all users for PrefNMF and NMF

(a) Precision@5

#Features 20 40 60 80 100 120 150 200 250

NMF 0.0135 0.0234 0.0257 0.0287 0.0299 0.0301 0.0289 0.0289 0.0276

PrefNMF 0.0190 0.0252 0.0280 0.0296 0.0309 0.0301 0.0308 0.0312 0.0288

(b) Precision@10

#Features 20 40 60 80 100 120 150 200 250

NMF 0.0139 0.0223 0.0245 0.0271 0.0280 0.0282 0.0274 0.0272 0.0261

PrefNMF 0.0184 0.0236 0.0258 0.0274 0.0281 0.0275 0.0279 0.0279 0.0256
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 0.02

 0.025

 0.03

 0.035

 0  50  100  150  200  250

 NMF
PNMF

(a) Comparing Precision@5

 0.01

 0.015
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 0  50  100  150  200  250

 NMF
PNMF

(b) Comparing Precision@10

Fig. 1. Comparing Precision values. x-axis represents the number of feature dimen-
sions. y-axis represents the precision values.

not be able to model the user properly. On the other hand, for users who have
provided more number of preference relations, it is easier to model them more
accurately. We term this later group of users as the dense users. As more data
is available for the dense users, both NMF and PrefNMF benefit from it as
the user features can be modeled more accurately. PrCF and RtCF also would
perform better since for such users it is easy to find the similar users with higher
confidence. In the following experiment, we compared the performances of all
four algorithms for the dense users. We considered the users who have entered
35 or more ratings as dense users.

Values of Precision@5 and Precision@10 for this experiment are presented in
Table 3. For NMF and PrefNMF, this table shows the results obtained using 60

Table 3. Comparing Precision scores for the dense users

Algorithm Precision@5 Precision@10

RtCF 0.0076 0.0164

PrCF 0.0260 0.0281

NMF (60 features) 0.0280 0.0258

PrefNMF (60 features) 0.0360 0.0329
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features. Comparison of the values in this table with the corresponding values
in Table 1 reveals that all the algorithms perform better for the dense users.

When we observed the effects of the number of features on NMF and PrefNMF
for this experiment, we found that PrefNMF did outperform NMF consistently
for all feature dimensions that we tried. Precision@5 and Precision@10 values
for these two algorithms are shown in Table 4a and Table 4b respectively. The
comparisons are shown graphically in Figure 2.

Table 4. Comparing Precisions for dense users

(a) Precision@5

#Features 20 40 60 80 100 120 150 200 250

NMF 0.0190 0.0252 0.0280 0.0296 0.0309 0.0301 0.0308 0.0312 0.0288

PrefNMF 0.0267 0.0350 0.0360 0.0388 0.0410 0.0416 0.0421 0.0432 0.0429

(b) Precision@10

#Features 20 40 60 80 100 120 150 200 250

NMF 0.0184 0.0236 0.0258 0.0274 0.0281 0.0275 0.0279 0.0279 0.0256

PrefNMF 0.0245 0.0318 0.0329 0.0357 0.0387 0.0382 0.0390 0.0387 0.0384
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 NMF
PNMF

(a) Comparing Precision@5
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(b) Comparing Precision@10

Fig. 2. Comparing Precision values for the dense users. x-axis represents the number
of feature dimensions. y-axis represents the precision values.

6.4 Discussion on the Results

We compared the performance of our algorithm (PrefNMF) with that of three
other algorithms. Two of them, RtCF and PrCF, use the neighborhood based
framework. RtCF uses this framework with rating data, and PrCF uses this
framework with preference relation data. The other algorithm, NMF, uses the
Matrix Factorization framework. PrefNMF performed better than all these al-
gorithms as measured by the Precision@5 and Precision@10 metrics.

When we compare the performance of PrefNMF with the NMF algorithm, the
observations are two folds. Firstly, it indicates that using preference relations
may lead to better recommendations. Secondly, the Matrix Factorization frame-
work can be efficiently adapted to support preference relations as well. PrefNMF
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outperformed NMF in almost all the cases. If lesser number of features are used,
PrefNMF does much better than NMF. As the number of features is increased,
performances of both PrefNMF and NMF improve initially. If the number of
features are increased further, overfitting occurs and the performances degrade.

When we considered only the users who have rated high number of movies,
PrefNMF did much better than NMF for all the feature values. This is because
more number of preference relations are available for the dense users. So for such
users, PrefNMF is able to learn the feature representations more accurately.

It can be seen that the precision scores are quite low for both the algorithms.
In reality, users may be interested in several movies, but due to various reasons,
they might be actually viewing a small fraction of those movies. Moreover, both
the algorithms consider each movie in the dataset as a candidate for recommen-
dation. It might be useful to do a filtering beforehand that considers some of
the aspects like user demography, the current popularity of the items, the recent
interest profile of the user etc. Only the filtered items can then be considered as
recommendation candidates.

7 Conclusion

We have proposed an algorithm that produces recommendations by considering
preference relations from users. Matrix factorization framework is used to learn
the user and item features. Item utilities for users are estimated using alignment
of the user and item vectors in the joint feature space. Empirical evaluations
performed on a benchmark dataset show that the proposed method is able to
achieve better recommendation accuracy compared to the alternative algorithms.
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Abstract. In this paper, we present an approach for modeling user
trustworthiness when traffic information is exchanged between vehicles in
transportation environments. Our multi-faceted approach to trust mod-
eling combines priority-based, role-based and experience-based trust, in-
tegrated with a majority consensus model influenced by time and loca-
tion, for effective route planning. The proposed representation for the
user model is outlined in detail (integrating ontological and proposi-
tional elements) and the algorithm for updating trust values is presented
as well. This trust modeling framework is validated in detail through an
extensive simulation testbed that models vehicle route planning. We are
able to show decreased average path time for vehicles when all facets of
our trust model are employed in unison. Included is an interesting con-
firmation of the value of distinguishing direct and indirect observations
of users.

1 Introduction

Modeling the trustworthiness of users has been a topic of research within the
multiagent systems community for some time now [5,6], for applications such
as electronic commerce (both modeling the reputability of sellers and the trust-
worthiness of buyers providing advice about those sellers, in the marketplace
(where the users are represented by intelligent agents)) [8,11]. It is especially
challenging to properly model trustworthiness over time, learning how best to
adjust one’s representation of this part of the user model, by reasoning about
past experiences with the user, towards future interactions.

In this paper, we focus on modeling trust in the context of mobile vehicu-
lar ad-hoc networks. This is explored for the purpose of enabling users to make
effective travel decisions, based on traffic reports from peers. We propose a multi-
faceted trust model in order to cope with challenges of data sparsity, dynamically
changing parameters, the need for real-time decision making and the important
influences of location and time for effective user modeling. From here, we dis-
tinguish whether the advice that is provided has been directly or indirectly
observed, proposing formulae for modeling trust sensitive to this distinction.

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 76–87, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Enabling effective exchange of traffic reports in these environments requires
a framework for messaging: determining both how to represent the reports that
are provided in order to reason about travel as well as an appropriate algorithm
for when messages should be exchanged. Towards this end, we offer a specific
proposal that employs an ontological representation with propositional elements,
along with a provision for both pull and push-based communication. This con-
stitutes our decision for when to begin the construction of the user model, pop-
ulated with a representation of user trustworthiness and when to make use of
that model, towards decision making in the environment.

We demonstrate the effectiveness of our trust modeling and our proposed
construction of the user model by introducing a detailed simulation framework
that enables simulating traffic flow in an environment, with vehicles making
travel decisions based on their reasoning about the traffic reports that have
been received from other vehicles. In particular, we demonstrate the relative
benefit of allowing for the distinction of direct and indirect reporting in our
modeling, compared to decisions made without this distinction. The end result
is a validation of our proposed VANET ((mobile) vehicular ad-hoc network)
trust modeling framework. We discuss the benefit of our approach in contrast
with related work and conclude with a view to possible future research.

2 Multi-faceted Trust Model

We consider the driver of each vehicle in our VANET environment to be a user. In
order for each vehicle on the road to make effective traffic decisions, information
is sought from other vehicles (about the traffic congestion on a particular road).
As a result, for each driver an intelligent agent constructs and maintains a user
model for each of the other vehicles. Travel decisions are then made based on
a multi-faceted model of user trustworthiness. In particular, we propose a core
processing algorithm to be used by each user that seeks advice from other vehicles
in the environment as summarized below.

Algorithm 1. Computation Steps
while on the road do

Send requests and receive responses;
if in need of advice then

Choose n; //number of users to ask for advice
//according to roles and experiences
Prioritize n users;
if response consensus > acceptable ratio then

Follow advice in response;

else
Follow advice of user with highest role and highest trust value;

Verify reliability of advice;
Update users’ trust values;

In order to cope with possible data sparsity, various facets of each user are
taken into consideration when reasoning about travel, including the user’s role,
location and inherent trustworthiness (determined on the basis of past expe-
riences with this particular user - i.e. whether past advice has proven to be
trustworthy). Each of these facets of the user is stored within the user model.
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We first acknowledge that certain vehicles in the environment may play a
particular role and, on this basis, merit greater estimates of trustworthiness. For
example, there may be vehicles representing the police and other traffic author-
ities (authority) or ones representing radio stations dedicated to determining
accurate traffic reports by maintaining vehicles in the vicinity of the central
routes (expert). Or there may be a collection of users representing a “commuter
pool”, routinely traveling the same route, sharing advice (seniority).

Consideration of any past personal experiences with users allows the model to
include any learning about particular users due to previous encounters, specifi-
cally modeling trustworthiness each time and adjusting the level of trust to be
higher or lower, based on the outcome of the advice that is offered. Experience-
based trustworthiness is represented and maintained following the model of [8]
where TA(B) ∈ (−1, 1) represents A’s trust in B (with -1 for total distrust and
1 for total trust) which is incremented by α if B’s advice is found to be reliable
or decremented by β if unreliable, with |β| > |α| to reflect that trust is harder to
build up but easier to tear down. Distinct from the original model of [8], the val-
ues of α and β can be set to be event-specific. For example, when asking about
a major accident, these values may be set high, to reflect considerable disap-
pointment with inaccurate advice. We also incorporate a requirement for users
to reveal whether the traffic information they are providing has been directly
observed or only indirectly inferred from other reports that user has received.
The critical distinction of direct or indirect reporting then influences the values
set for α and β, introducing greater penalties for disappointment with direct
advice. In [4] we discuss at greater length the incentives to honesty that are
introduced within this framework; for brevity, we omit that discussion in this
paper.

2.1 Majority Consensus

A central calculation to influence the travel decision of each user is the de-
termination of majority consensus amongst the users providing advice about a
particular road. The user maintains, as part of her model of other users, a list of
users to ask for advice. This list is ordered from higher roles to lower roles with
each group Gi of users of similar roles being ordered from higher experience-
based trust ratings to lower ratings. The user sets a value n and asks the first
n users1 from her ordered list the question (thus using priority-based trust),
receives their responses (reports), and then performs majority-based trust mea-
surement. Suppose that q of these n users declare that their reports are from
direct experience. The requesting user determines whether there are sufficient
direct witnesses such that she can make a decision based solely on their reports.

If q ≥ Nmin, then the requesting user will only consider the reports from
the q direct witnesses if a majority consensus on a response can be reached,

1 This integrates task-based trust. For instance, a user may set n to be fairly small,
say n ≤ 10, if she needs to make a quick driving decision, or set a larger n if she has
time to process responses.



A Framework for Modeling Trustworthiness 79

up to some tolerance set by the requester (e.g. the user may want at most
30% of the responders to disagree), then the response is taken as the advice
and followed. If q < Nmin, then there are insufficient direct witnesses; the user
will consider reports from both direct and indirect witnesses, assigning different
weight factors to them, computing and following the majority opinion. (Once the
actual road conditions are verified, the requesting user adjusts the experience-
based trust ratings of the reporting users: It penalizes (rewards) more those
users who reported incorrect (correct) information in the direct experience case
than those users with incorrect (correct) information in the indirect experience
case.) If a majority consensus cannot be reached, then instead, the user relies
on role-based trust and experience-based trust (e.g., taking the advice from the
user with highest role and highest experience trust value). Note that in order to
eventually admit new users into consideration, the user will also ask a certain
number of users beyond the nth one in the list. The responses here will not be
considered for decision, but will be verified to update experience-based trust
ratings and some of these users may make it into the top n users, in this way.

The computation of majority consensus adheres to the set of formulae outlined
as follows: Suppose user A receives a set of m reports R = {R1, R2, ..., Rm}
from a set of n other users B = {B1, B2, ..., Bn} regarding an event. User A will
consider more heavily the reports sent by users who have higher level roles and
larger experience-based trust values. When performing majority-based process,
we also take into account the location closeness between the reporting user and
the reported event, and the closeness between the time when the event has taken
place and that of receiving the report. We define Ct (time closeness), Cl (location
closeness), Te (experience-based trust) and Tr (role-based trust). Note that all
these parameters belong to the interval (0, 1) except that Te needs to be scaled
to fit within this interval.

For each user Bi (1 ≤ i ≤ n) belonging to a subset of users B(Rj) ⊆ B who
report the same report Rj ∈ R (1 ≤ j ≤ m), we aggregate the effect of its report
according to the above factors. The aggregated effect E(Rj) from reports sent
by users in B(Rj) can be formulated as follows (per [4]):

E(Rj) =
∑

Bi∈B(Rj)

Te(Bi)Tr(Bi)

Ct(Rj)Cl(Bi)W (Bi)
(1)

W (Bi) is a weight factor set to 1 if user Bi who sent report Rj is an indirect
witness, and W (Bi) is set to a value in (0, 1) if user Bi is a direct witness2.

A majority consensus can be reached if

M(Rj)∑
Rj∈RE(Rj)

≥ 1− ε (2)

where ε ∈ (0, 1) is set by user A to represent the maximum error rate that A can
accept and M(Rj) = maxRj∈R E(Rj) . A majority consensus can be reached if

2 For example, setting W (Bi) = 1/2 for the case of direct witnesses indicates that the
requesting user values direct evidence two times more than indirect evidence.
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the percentage of the opinion (the effect among different reports) over all possible
opinions is above the threshold set by user A.

The trust modeling framework described so far clarifies the algorithms that
lead to the calculation of the trustworthiness value which would then be stored in
each user model. Trip planning decisions of a vehicle would then be made in light
of these particular user models. Two elements that require further clarification
are the detailed representation of the user model and a proposal for when updates
to the user model should occur. These are elaborated in the section that follows.

3 Messaging in Support of Trust Modeling

Vehicles on the road receive traffic reports from other vehicles as part of their
trip planning. In this context, the messages that take place between vehicles fol-
low a format established from our framework. Messages typically are composed
of a request, such as vehicle: Location?, and a reply, such as replyingVehicle:
Specific-highway, Congestion Value. Upon receiving the reply, the requester pro-
cesses it and updates their user model of the replying vehicle, updating location
information and the agent’s trustworthiness value, when appropriate.

The frequency with which vehicles message each other in the environment
determines when user model variables are updated. In our case, it is desirable
to allow for both pull-based and push-based communication. In the pull-based
case, vehicles requiring information for their trip planning will poll other vehicles
in the environment with a certain frequency, receiving reports that then result
in updating the user models of the replying vehicles. For push-based communi-
cation, the vehicles in the environment broadcast their location and congestion
information with a certain frequency and this information is then received by
other vehicles, leading to an updating of the sending vehicle’s trust values. In
our simulation framework described in the next section, this is in fact enacted
as pull-based only with one message in every 6-15 seconds.

The knowledge representation selected for the mobile vehicular environment
consists of combination of ontological information and propositional information.
Each individual user maintains her own knowledge base that respects the same
ontological structure but is populated unique instances and values. The knowl-
edge base stores a model of each other user they have come in contact with
as well as domain information. The ontology is designed as the combination of
two separate ontologies, a modified version of the Knowledge Provenance (KP)
ontology from [2] shown in Figure 1, and a new ontology called Vont, which con-
tains all previous and new semantic information from the VANET trust model
and is shown in Figure 2.

An important additional concept that is introduced to the ontologies used by
this model is the use of classes that represent propositions. A proposition is an
atomic piece of information that is annotated with provenance information. It is
through these KP propositions that our model can provide specific information
such as the source user and domain specific data such as, in our application,
road congestion values, to be be used in trust and certainty evaluations.
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Fig. 1. Knowledge Provenance Ontology

Fig. 2. VANET Vont Ontology

The dual ontology nature of the model allows for the propositions of the KP
ontology to use the descriptive language of the other ontology, defined in this
paper as Vont, to describe its contents. KP proposition instances reference Vont
instances. An example would be a KP asserted proposition instance referenc-
ing an instance of Vont:Traffic which represents a traffic report of a location,
reported by a user defined in a variable of the proposition.

The necessity of using Vont to describe the content of KP proposition in-
stances stems from the need for a computer to be capable of understanding the
content of a KP proposition for analytical purposes, such as a reasoner analyzing
the content of a traffic report proposition to understand the road it’s concern-
ing and the reported congestion. Vont forms the basic descriptive level which is
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used by the KP ontology to describe its content, but still remains fundamentally
disjoint. Messaging enables the combined Knowledge Base to be populated with
instances, to then have that data used as part of the path planning of the vehicle.
Figure 2 shows the Vont Ontology that is unique to and created from our trust
model. The figure ontologically describes most of the important components and
relations previously defined by our VANET trust modeling framework in Section
2. Instances of the classes shown are used by the KP ontology to describe its
contents. Agent refers to each user.

4 Simulation Framework

This section describes the simulation framework for VANET, which enables the
simulation of traffic flow with vehicles acting as autonomous agents. The sim-
ulated vehicles make travel decisions based on their reasoning about the traffic
reports that have been received from other vehicles through the messaging de-
scribed in Section 3. The implementation is designed as a VANET extension
to an existing real time traffic simulator. Each vehicle within the simulation
is representative of an individual agent that implements the proposed VANET
framework. This means in a 100 car simulation there are 100 instances of the
framework, including 100 knowledge bases and 100 VANET-Reasoners.

The implementation makes use of the following third party software,
JiST/SWANS, vans, DUCKS, and Protege. JiST stands for Java in Simulation
Time; it is a high-performance discrete event simulation engine that runs over
a standard Java Virtual Machine (JVM). SWANS stands for Scalable Ad-hoc
Network Simulator; it is built on top of the JiST platform and serves as a host
of network simulation tools. Vans is a project comprising the geographic routing
and the integrated Street Random Waypoint model (STRAW). STRAW utilizes
an A* search algorithm to calculate shortest path to a destination. DUCKS is a
simulation execution framework, which allows for a Simulation Parameters file
to be provided to define the simulation. Protege is a free, open source ontology
editor and knowledge base framework.

To reflect the majority opinion calculation from Algorithm 1 in the simulation,
it was important to introduce new specific elements. While that algorithm was
originally designed to model majority opinion for Boolean responses (yes or no
when asked whether a road was congested), in our case responses from users
indicate specific congestion values. This then required us to continuously build
an average congestion value from trusted users, labelling as suspicious those
agents at odds with the majority and failing to incorporate their congestion
value into the running average. As in Algorithm 1, we follow majority advice
when, considering n user reports, there is consensus (i.e. the reported congestion
values are within a certain standard deviation of each other) and that consensus
is above a desired threshold as calculated using formulae 1 and 2.

Algorithm 2 describes the pull-based protocol and the two different types of
requests that can be sent by users. The algorithm is triggered according to the
communication frequency (6-15 seconds). The two different types of messages
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are a request for an agent’s location and congestion or a specific request for
congestion information concerning a specific road. The concept of a priority
road facilitates messaging (and hence the updating of user models). A priority
list is constantly maintained which stores a road and the number of times advice
and information has been retrieved for the road since it was added to the list.
Roads are added to this list when the pathing algorithm looks for congestion
information about a road and either none exists or the data is very old. Roads
are removed from the list when a set number of retrievals has been done.

Algorithm 2. Send requests and receive responses
while on the road do

if Triggered according to communication frequency then
//Get road to request advice about and agent to request from
if priority road exists then

Choose highest priority road;
Get trustworthy agent;
if Trustworthy agent exists then

Send request to trustworthy agent for advice concerning the high priority road;

else
Send request to random agent for advice concerning the high priority road;

//Send request for current location and congestion to a random agent
Send random request for current location and congestion;

5 Simulation Evaluation

This section describes the simulation tests performed to compare and contrast
the effectiveness of our model’s implementation against a system that does not
use traffic information in routing; a best case scenario; the inclusion of time,
location, and indirect advice.

The simulation was set to poll cars every 6-15 seconds; with 100 cars in total,
experience with every other car would be gained quickly. In order to simulate
environments with low experience-based trust, we introduce a variable called
sparsity. For example, 80% sparsity resembles having a lack of previous experi-
ence with 80% of the agents. In the simulation, this variable effectively ignores
updates of trust values, thus hindering experience-based trust.

These graphs chart the performance of simulations that either use trust mod-
eling (i.e. profiling) (Hon #) or not (no P, Hon #). Agent honesty represents
the percent of honest agents in the simulation (i.e. 0.5 is 50% honesty). Role-
based trust (Role #) represents the percent of agents in the simulation that have
been assigned a role (i.e. 0.2 will have 20% of agents assigned a role). Sparsity
(Spars #) represents the percent sparsity in the simulation (i.e. 0.8 will have
80% sparsity). Dishonest lie percentage (Lie #) represents the percent of the
time which a dishonest agent will lie (i.e. 0.8 means dishonest agents will lie
80% of the time)(set at 100% if unspecified). By default, trust modeling uses at
least experience and majority based trust. The other trust model components
individually indicated are time closeness (Time), location closeness (Loc), and
indirect advice (Indir). (Full) indicates when all multidimensional trust com-
ponents are being used. The VANET trust modeling results are also compared
against two additional simulations: the first is a worst case scenario where traffic
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is ignored (no traffic)3, and the other is a best case omnipresent version (omni)
which simulates the ability for any car to look up the exact congestion of any
road at anytime. All simulation tests results are averaged over 5 runs.

Fig. 3. Avg Path Time comparison of our model vs. best and worst case scenarios

Figure 3 compares the worst case scenario against the best case scenario and
various simulations which use our VANET system with different degrees of hon-
esty. As seen in the figure, all of the simulations that used our trust modeling
framework (Full) or the omnipresent setup averaged close to the same path time
at the end of the 10000 second simulation. The other simulations produced a pre-
dictably declining performance as the honesty percentage approached the worst
case scenario. The VANET trust modeling simulations show approximately a
35% decrease in average path time over the worst case scenario. The curves in
the scenarios are representative of the simulations approaching a steady state.
Another observed trend is the tendency for the profiling-enabled simulations to
reach a steady state faster than the other simulations.

Figure 4 demonstrates the increased effectiveness of each of the multidimen-
sional trust component described in previous sections. The incremental compo-
nents demonstrated are the base system (experience and majority based trust),
then role based trust, time and location closeness, and indirect advice. These
simulations also simulate honesty at 50%, data sparsity at 50%, and addition-
ally compare them to the best case scenario. As seen in the figure, the incre-
mental addition of trust components demonstrated predictable and substantial
increases in performance. The simulation with sparsity enabled showed a pred-
icably worse performance than its counterpart. This reflects the fact that when
one has little experience-based trust, one makes poorer decisions. The simulation
with role-based trust enabled show a dramatic increase in performance, which
demonstrates the impact roles have in situations with data sparsity. The best

3 Routing without traffic just uses a shortest path calculation.
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Fig. 4. Avg Path Time comparison, multidimensional trust component variations

Fig. 5. Avg Path Time comparison, multidimensional parameter variations

case scenario and the simulations with the higher number of trust components
averaged close to the same path time at the end of the 10000 second simulation.
The curves in the scenarios are representative of the simulations approaching a
steady state. Another observed trend is the tendency for the component-enabled
simulations to have a steadier state than the other simulations.

Finally, Figure 5 compares the improvement in average path time that results
with varying values for sparsity, role, degrees of honesty and lie percentage. We
note that, even if there are very few roles assumed or if dishonest agents lie
inconsistently, our framework is able to adapt and yield excellent performance.
When using all dimensions (Full), being more challenged with experienced-based
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trust (higher sparsity) degrades performance slightly as does having less role-
based trust to rely on.

6 Discussion

In this paper, we have proposed a framework for modeling users in VANET envi-
ronments that includes a detailed derivation of user trustworthiness (along with
a representation of user location and role). Our trust calculation takes as a start-
ing point an experience-based calculation; however, motivated by the VANET
demands of data sparsity and the need for frequent updates of information for
real-time decision making, we augment the trust calculation to include role-
based, location-based, time-based and priority-based trust. We also integrate
a majority consensus calculation to make use of collective reports on a given
road but distinguish direct and indirect reporting, penalizing misleading direct
reports considerably more (to promote honesty) and allowing path decisions to
rely more heavily on direct advice.

The design of a detailed knowledge representation supports effective tracking
of the time and location of reports provided by users (along with their trust-
worthiness) and the design of a messaging solution then clarifies the conditions
under which user modeling updates occur. The value of this multi-faceted trust
modeling framework is confirmed through simulated traffic flow in a detailed
simulation testbed which supports tracking 100 cars at once. The simulation
is adjusted to allow for the modeling of low direct experience, few designated
roles, and high dishonesty and in all cases the average path time of vehicles
that follow our proposed algorithms is demonstrably good, approaching the per-
formance achieved with perfect knowledge and far surpassing travel decisions
made without the modeling of trust. Each proposed trust component is shown
to improve the path decisions that are made.

Our experience-based trust is motivated by the design of [7] reflecting an
implicit acquisition of the value of this user modeling parameter, derived by
learning from experience with that user. This framework has already proved to
be effective when espousing the position that trust is hard to build up, but easy to
tear down and we incorporate this in our setting of trust adjustment parameters.
In contrast with [7], however, we have valuable distinctions between direct and
indirect reporting of trust (and the contribution derived from modeling this
parameter is demonstrated through our simulation results).

Other researchers have proposed trust modeling frameworks that integrate
majority opinion [3,11]. We integrate here imporant consideration of time and
location as well, in order to value more highly the reports from users closer to
the destination. In so doing, we are able to weight the combination of majority
and experience based considerations more appropriately. Others have employed
a social network for trust modeling (e.g. [10] consider trust propagation in a net-
work but this is less relevant in our sparsely populated environment) and others
propose the use of stereotypical trust [1] (but in our domain a small set of roles
can be used to reflect levels of trust.) [9] also describe trust as multi-faceted; this
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work is more focused on having trust calculated differently in distinct contexts.
In addition, their selection of peer advice is based on similar preferences; for our
domain, location of the user and the time of its report are more critical deter-
minants. For future work, we will be using our extensive simulation testbed
to discern the relative value of different trust modeling conditions; we also
plan to explore the trust levels required of various traffic scenarios, possibly
leading to more detailed user modeling in support of path planning.
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Abstract. In this article, we analyze and compare user behavior on
two different microblogging platforms: (1) Sina Weibo which is the most
popular microblogging service in China and (2) Twitter. Such a com-
parison has not been done before at this scale and is therefore essential
for understanding user behavior on microblogging services. In our study,
we analyze more than 40 million microblogging activities and investigate
microblogging behavior from different angles. We (i) analyze how people
access microblogs and (ii) compare the writing style of Sina Weibo and
Twitter users by analyzing textual features of microposts. Based on se-
mantics and sentiments that our user modeling framework extracts from
English and Chinese posts, we study and compare (iii) the topics and (iv)
sentiment polarities of posts on Sina Weibo and Twitter. Furthermore,
(v) we investigate the temporal dynamics of the microblogging behavior
such as the drift of user interests over time.

Our results reveal significant differences in the microblogging behavior
on Sina Weibo and Twitter and deliver valuable insights for multilingual
and culture-aware user modeling based on microblogging data. We also
explore the correlation between some of these differences and cultural
models from social science research.

Keywords: user modeling, microblogging, comparative usage analysis.

1 Introduction

Microblogging services such as Twitter allow people to publish, share and dis-
cuss short messages on the Web. Nowadays, Twitter users publish more than
200 million posts, so-called tweets, per day1. In China, Sina Weibo2 is lead-
ing the microblogging market since Twitter is unavailable. Both Sina Weibo and
Twitter basically feature the same functionality. For example, both services limit
the lengths of microposts to 140 characters and allow users to organize them-
selves in a follower-followee network, where people follow the message updates of

1 http://blog.twitter.com/2011/06/200-million-tweets-per-day.html
2 http://www.weibo.com/
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other users (unidirectional relationship). Sina Weibo and Twitter provide (real-
time) access to the microposts via APIs and therefore allow for investigating and
analyzing interesting applications and functionality such as event detection [1,2]
or recommending Web sites [3].

By analyzing individual microblogging activities, it is possible to learn about
the characteristics, preferences and concerns of users. In previous work, we there-
fore introduced a semantic user modeling framework for inferring user interests
from Twitter activities and proved its efficiency in a news recommendation sys-
tem [4]. In this paper, we extend this Twitter-based user modeling framework to
also allow for sentiment analysis and user modeling based on Chinese microblog
posts. We conduct, to the best of our knowledge, the first comparative study of
the microblogging behavior on Sina Weibo and Twitter and relate our findings
to theories and models from social science. The main contributions of our work
can be summarized as follows.

– We extend our framework for user modeling based on usage data from mi-
croblogging services with functionality for sentiment analysis and semantic
enrichment of Chinese microblog posts.

– We conduct intensive analyses based on more than 40 million microblog posts
and compare the microblogging behavior on Sina Weibo and Twitter regard-
ing five dimensions: (i) access behavior, (ii) syntactic content analysis, (iii)
semantic content analysis, (iv) sentiment analysis, (v) temporal behavior.

– We relate our findings to theories about cultural stereotypes developed in
social sciences and therefore explain how our insights can allow for culture-
aware user modeling based on microblogging streams.

2 Related Work

Various types of research efforts have been conducted on Twitter data recently
ranging from information propagation [5,6] to applications such as Twitter-based
early warning systems [1]. Furthermore, user modeling and personalization re-
search started to study Twitter. Chen et al. investigate recommender systems on
Twitter that consider social network features or the popularity of items in the
Twitter network [3]. In previous work, we developed a Twitter-based user mod-
eling framework for inferring user interests [4] and studied different applications
that exploit the framework for personalization [7].

Research on cultural characteristics of user behavior on the Social Web has
also been initiated. For example, Mandl [8] investigates how blog pages, espe-
cially the communication patterns between bloggers and commentators, from
China differ from the ones from Germany. He correlates his findings to cultural
dimensions proposed by Hofstede et al. [9]. Chen et al. analyze the tagging behav-
ior of two user groups from two popular social music sites in China and Europe
respectively [10] and observe differences between the two cultural groups, e.g.
Chinese users have a smaller tendency to apply subjective tags but prefer the
usage of factual tags. So far, there exists little knowledge about the differences
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and commonalities regarding the microblogging behavior of users from different
cultural groups. Yu et al. compare popular trending topics on Sina Weibo with
those on Twitter [11], but only compare global trends and do not study individ-
ual user behavior. In this paper, we close this gap: based on our extended user
modeling framework, we conduct a large-scale analysis and comparison of users’
microblogging behavior on Sina Weibo and Twitter.

3 Research Methodology and Evaluation Platform

In this section, we detail our research questions and present our enhanced user
modeling environment that allows us to investigate the research questions.

3.1 Research Questions

Our research goal is to analyze and compare user behavior on Sina Weibo and
Twitter to gain insights for user modeling on microblogging streams. Therefore,
we investigate (1) how people access microblogging services, (2) the content, (3)
semantics and (4) sentiment of microblog posts and (5) the temporal behavior
of users’ microblogging activities.

Analysis of Access Behavior. Microblogging services such as Sina Weibo and
Twitter can be accessed via different client applications from both mobile devices
and desktop devices. User behavior that can be observed on a microblogging
service may be influenced by the way in which a user accesses the service. We
thus first study the following research questions:
– RQ1: How do people access Sina Weibo and Twitter respectively to publish

microposts?
– RQ2: To what extent do individual users access a microblogging service from

different client applications?

Syntactic Content Analysis. Both Sina Weibo and Twitter limit the length
of posts to 140 characters. This limitation impacts the writing style of microblog
users and may result in characteristic usage patterns that we would like to com-
pare between Sina Weibo (Chinese) and Twitter (English):
– RQ3: How does the usage of hashtags, URLs and other syntactic patterns

(e.g. punctuation) differ between Sina Weibo and Twitter for both (i) the
entire user population and (ii) individual users?

– RQ4: To what extent is the usage of hashtags and URLs influenced by the
users’ access behavior?

Semantic Content Analysis. To better understand the meaning of the mes-
sages that users post on microblogging services, we analyze the semantics and
investigate the following aspects:
– RQ5: What kind of topics and concepts do users mention and discuss on

Sina Weibo and Twitter respectively?
– RQ6: To what extent do the types of concepts that users mention in their

posts depend on the client applications via which they publish their posts?
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Sentiment Analysis. Microblogs allow users to express and discuss their opin-
ions about topics that people are concerned with. We therefore analyze the sen-
timent of Chinese and English messages and study the following questions:
– RQ7: To what extent do users reveal their sentiment on Sina Weibo and

Twitter respectively?
– RQ8: To what extent does the sentiment correlate with the type of topics

and concepts that people mention in their Sina Weibo and Twitter messages?

Analysis of Temporal Behavior. The users’ microblogging behavior may
change over time and may, for example, differ between working hours and leisure
time. Therefore, we investigate the following research questions:
– RQ9: How does the posting behavior of users, particularly regarding the type

of topics that the users mention, change between weekdays and weekends on
Sina Weibo and Twitter?

– RQ10: How do individual user interests change over time in the two mi-
croblogging services?

3.2 Evaluation Platform

Extended User Modeling Framework for Microblogging Services. In
previous work, we developed a Twitter-based user modeling framework for infer-
ring user interest from tweets [4,7]. Our framework monitors Twitter activities of
a user and enriches the semantics of her Twitter messages by extracting mean-
ingful concepts and topics (e.g. named entities) from the messages’ content and
by linking posts to external relevant Web resources such as new articles. Differ-
ent weighting schemes such as time-sensitive or term-frequency-based functions
allow for estimating to what extent a user might be interested in a given con-
cept at a particular point in time. The generated user profiles can therefore be
considered as a set of weighted semantic concepts.

In this paper, we extend our framework with three core features: (1) function-
ality for monitoring microblogging activities and collecting microposts published
on Sina Weibo, (2) named entity recognition for Chinese microposts and (3) sen-
timent analysis for both Chinese and English microposts. We use ICTCALS3 as
part-of-speech tagger for Chinese text and extract named entities such as loca-
tions, organizations and persons from Chinese posts. We implemented a baseline
approach to analyze the sentiment of Chinese and English microposts as pro-
posed in [12]. Given these additional features, we are able to apply the same
user modeling techniques on both microblogging services Sina Weibo and Twit-
ter and can therefore analyze and compare user characteristics and behavior on
the Asian and Western microblogging platforms.

Data Collection. Given the framework, we collected microposts over a period
of more than two months via the Sina Weibo Open API and the Twitter Stream-
ing API respectively. For Twitter, we started from a seed set of 56 Twitter users

3 http://ictclas.org/

http://ictclas.org/
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Table 1. Number of posts published via
different categories of access clients

type of access
fraction of posts
Weibo Twitter

posted on a Web or
54.9 66.2

desktop application

posted on a mobile
45.1 33.8

application

primary product of
90.6 96.7

microblogging activity

byproduct of an activity
9.4 3.3

on another platform
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Fig. 1. Number of distinct access clients for
individual users

and then we gradually extended this set in a snowball manner. Overall, we col-
lected more than 24 million tweets published by more than 1 million users. For
Sina Weibo, since it does not provide functionality similar to Twitter’s Stream-
ing API, we monitored the most recent public microposts and finally collected
more than 22 million microposts published by more than 6 million users. Twitter
posts and Sina Weibo posts were then processed by our framework in order to
enrich the semantics of the posts (e.g. entity extraction, sentiment analysis). To
better understand the behavior on the level of individual users, we extracted a
sample of 1200 active Twitter users (who post in English) and 2616 active Sina
Weibo users. The majority of the Twitter users (more than 80%) is – according
to their Twitter profile – from the United States while the great majority of the
Sina Weibo users (more than 95%) is located in China. For a detailed description
on the dataset characteristics we refer the reader to [4] and [2] respectively.

4 Analysis of User Behavior on Sina Weibo and Twitter

Based on the more than 40 million posts that we collected from Sina Weibo and
Twitter and processed with our user modeling framework, we study the users’
behavior on the two platforms and answer the research questions regarding the
five dimensions ranging from access behavior to temporal behavior.

4.1 Analysis of Access Behavior

Results. We first analyzed the most popular client applications that people
use to publish posts on Sina Weibo and Twitter. On both platforms, the Web
interface is the most popular way to access the microblogging services: 43.1% of
the posts are published via the Web on Sina Weibo and 38.5% on Twitter. Other
popular clients on Sina Weibo are mainly designed for mobile devices such as
the iPhone (7.6%) and Nokia devices (9.4%). Among the most popular Twitter
clients are many desktop-based applications such as TweetDeck, via which 10.7%
of the posts are published. Moreover, we observe on both platforms that people
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Table 2. Comparison of syntactic content
analysis

syntactic characteristics proportion of posts
posts that contain: Weibo Twitter

hashtags 6.3% 20.0%

URLs 14.8% 29.1%

question marks “?” 9.9% 18.6%

exclamation marks “!” 26.1% 20.7%

“?” and “!” 3.1% 3.5%
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Fig. 2. Comparison of writing style for in-
dividual users

publish posts that are rather byproducts of activities the users perform on other
platforms. For example, 1.3% of the posts in our Twitter dataset are published
via Twitterfeed, an application that allows for publishing announcements on a
user’s Twitter timeline whenever she publishes a new blog article.

In Table 1, we overview the type of client applications that people use to
publish microblog posts. We therefore manually categorized the 50 most popular
clients, that generate more than 90% of the posts on both microblogging services.
We observe that the fraction of posts that are published via mobile devices is
significantly higher on Sina Weibo (45.1%) in comparison to Twitter (33.8%).
Furthermore, we discover that the fraction of posts which are rather byproducts
of other Web activities of the users – hence where the intent of the actual user
activity was not targeted towards Sina Weibo or Twitter – is almost three times
higher on Sina Weibo (9.4%) than on Twitter (3.3%).

In Fig. 1, we plot for each of the sample users the number of distinct applica-
tions which they utilize for publishing microposts. We see that on Twitter more
than 95% of the people use more than one client application while on Sina Weibo
around 65% of the users switch between different clients.

Findings. From the results above, we conclude the analysis of access behavior
with two main findings, referring to the research questions RQ1 and RQ2 :

– F1: On both platforms, the major way to accessing the microblogging ser-
vices is via the official Web interfaces or desktop-based applications. Chinese
users seem to differ from the English-spoken Twitter users regarding two core
aspects: (i) they use mobile applications more extensively and (ii) publish
microposts more often as a byproduct of their other Social Web activities.

– F2: The results regarding the individual users’ access behavior illustrate
that Twitter users switch between different clients more often than the users
on Sina Weibo. This difference in behavior could be explained by the lower
overall number of valuable Sina Weibo client applications (e.g. in our dataset:
3015 different Sina Weibo clients versus 5468 Twitter clients).
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4.2 Syntactic Content Analysis

Results. In Table 2, we compare the syntax of messages posted on Sina Weibo
and Twitter and particularly the usage of hashtags and URLs. Overall, 20% of
the Twitter messages contain hashtags and 29.1% of the tweets feature a URL.
Therefore, the usage of hashtags and URLs on Twitter is 3.2 times and 1.97 times
respectively more intensive than on Sina Weibo. The analysis of special charac-
ters implies that users on Twitter ask more than twice as many questions than
users on Sina Weibo (see question marks in Table 2). In contrast, Sina Weibo
users make more extensive use of exclamation marks and therefore more often
put extra emphasis on their statements.

To further analyze the usage of hashtags and URLs, we also plot for each
individual user in our samples the average number of hashtags and URLs per
post. From Fig. 2, we infer that a considerably high fraction of Sina Weibo users
does not mention hashtags or URLs at all. For 55% of the Chinese microbloggers
on Sina Weibo, we did not observe any hashtag. In contrast, on Twitter the
people make more frequently use of hashtags or URLs. For example, for more
than 85% of the Twitter users, the average number of hashtags per post is at
least 0.1, i.e. at least every tenth micropost mentions a hashtag, and 3.9% of the
users mention, on average, even more than one hashtag per tweet.

In Table 3 we analyze the influence of the access behavior (see Sect. 4.1) on
the usage of hashtags and URLs. For both services, we observe that the usage
of hashtags and URLs decreases slightly when people publish microposts from
their mobile devices instead of their desktop computers. This difference is more
significant on Sina Weibo. For example, on Sina Weibo the number of posts
that contain a URL and are issued from a desktop application (17.8%) is more
than three times higher than the one for mobile devices (5.2%). On Twitter,
the usage of URLs on desktop devices is only 1.57 times higher than on mobile
devices. Regarding the type of activity that a user performed to publish a mi-
cropost, we observe that 97.9% of the tweets that were generated as byproducts
of other activities (e.g. publishing an article in a blog or “check-in” activities
on Foursquare) contain URLs. In contrast, for the conventional microblogging,
only 25.3% of the Twitter messages contain URLs. A similar increase can be
observed on Sina Weibo. The number of hashtags is slightly less influenced by
the type of activity that caused a micropost (see Table 3).

Findings. Given the results above, we can answer RQ3 and RQ4 as follows:

– F3: Overall, the results show that hashtags and URLs are less frequently
applied on Sina Weibo than on Twitter. This finding holds for both (i) the

Table 3. Impact of the access behavior on the syntactic characteristics of microposts

Syntactic characteristics proportion of posts
posts that contain: Weibo Twitter

Desktop/Mobile Microblog/Byproduct Desktop/Mobile Microblog/Byproduct

hashtags 6.5%/3.5% 3.8%/17.9% 20.7%/18.6% 19.9%/21.3%

URLs 17.8%/5.2% 5.7%/73.5% 31.6%/20.1% 25.3%/97.9%
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entire user population and (ii) individual users. In fact, we observe that a
large fraction of users on Sina Weibo does not make use of hashtags which
implies that hashtag-based user profiles, as discussed in [4], or topic modeling
based on hashtags, as proposed by Romero et al. [6] do not seem to be
appropriate on Sina Weibo. The usage statistics regarding question marks
indicate that Twitter users ask twice more questions than Sina Weibo users.

– F4: The usage of hashtags and URLs is moreover influenced by the access be-
havior. We discover that (i) users are more likely to use hashtags and URLs
when they post messages via desktop applications than via mobile appli-
cations. Furthermore, (ii) whenever messages are published as a byproduct
of another activity – where the primary intention of the user is rather the
promotion of an activity that the user performed on another platform –
the probability that a micropost contains a hashtag or URL increases. A
large fraction of these byproduct microposts seems to be automatically gen-
erated based on the activity the user performed on another platform. For user
modeling those posts offer means to further contextualize the microblogging
activities by following the URLs that are contained in the posts (cf. [4]).

4.3 Semantic Content Analysis

Results. Based on the semantic enrichment provided by our user modeling
framework, we analyze and compare the types of concepts and topics that people
mention in their microposts on Sina Weibo and Twitter respectively. In Table 4
we compare the usage of three types of entities (location, people and organi-
zation). Most of the extracted semantic concepts refer to locations (e.g. cities,
points of interests): 58.4% for Sina Weibo and 44.6% for Twitter. On Twitter,
posts that refer to organizations (e.g. companies, institutions) are more than
four times more likely to appear than on Sina Weibo. Examples of entities that
were trending on Twitter include different types of entities such as “Mubarak”
(person), the former president of Egypt, or “Republican Party” (organization).
In contrast, the most popular entities on Sina Weibo are related to locations
such as “Beijing” or “United States”.

Fig. 3 depicts the average number of entities that can be extracted per post
for the individual users in our sample. For 24.8% of the Sina Weibo users, one
can detect, on average, more than one entity per post. Moreover, the fraction
of users for whom no entity can be extracted is 7.9% in contrast to 10.1% on
Twitter. The semantics of the users’ messages posted on Sina Weibo are there-
fore easier to deduce than on Twitter. Based on a comparison of a sample of
individual Chinese and English microposts, we hypothesize that this is caused
by the expressivity of the Chinese language: while Twitter users are often forced
to leave out entities or use abbreviations to refer to entities, Sina Weibo users
can exploit the 140 characters more effectively.

Table 4 illustrates how the access behavior influences the semantics of the mi-
croposts. When users publish posts from their mobile devices, then it becomes
less likely, in comparison to access via desktop (tailored Web) applications, that
a message mentions an entity. For microposts that are byproducts of other Web
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Table 4. Semantic analysis overall and impact of
access behavior on the semantics

type of proportion of posts
posts Weibo Twitter

Location 58.4% 44.6%

Organization 3.3% 16.0%

Person 38.3% 39.4%

Impact of the access behavior on the type of concepts mentioned in the posts

Desktop/ Microblog/ Desktop/ Microblog/
Mobile Byproduct Mobile Byproduct

Location 11.2%/6.6% 15.5%/4.0% 9.3%/8.4% 8.9%/13.7%

Organization 0.7%/0.6% 0.9%/0.4% 3.5%/2.9% 3.3%/4.5%

Person 12.4%/12.3% 17.4%/4.9% 8.1%/6.7% 7.6%/8.7%
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Fig. 3. Semantic analysis for indi-
vidual users

activities (e.g. activities on Foursquare), we observe that it becomes more likely
that entities and particularly location entities are mentioned in a post on Twit-
ter. In contrast, on Sina Weibo users mention more entities in context of their
standard microblogging activities.

Findings. The results of the analysis illustrate the commonalities and differ-
ences regarding the semantic meaning of the microposts that users publish on
Sina Weibo and Twitter respectively (see RQ5 and RQ6 in Sec. 3.1):
– F5: The topics that users discuss on Sina Weibo are to a large extent re-

lated to locations and persons. In contrast to Twitter, users on Sina Weibo
avoid talking about organizations such as political parties or other institu-
tions. Overall, the semantics of Sina Weibo messages can be better extracted
than the semantics of tweets. Consequently, when modeling the microblog-
ging activities for individual users, entity-based user profiles [4] can more
successfully be generated for Sina Weibo users: for 92.1% of them one can
identify at least one entity of interest in comparison to 89.9% on Twitter.

– F6: The type of applications via which users access the microblogging ser-
vices, affects the occurrence of semantic concepts in the microposts. On
mobile devices people tend to mention less entities than on desktop devices.
Furthermore, microposts on Twitter are more likely to mention entities and
locations particularly if the post was generated as a byproduct of an activity
performed on another platform.

4.4 Sentiment Analysis

Results. The sentiment analysis provided by our framework classifies microblog
posts as either positive, negative or neutral. Overall, 83.4% and 82.4% of the
Sina Weibo and Twitter posts respectively were classified as neutral. Table 5
overviews the sentiment polarities of those posts that have been classified as
positive or negative. On Sina Weibo the portion of positive posts (78.8%) is
clearly higher than on Twitter (70.5%). In Fig. 4 we plot the ratio of positive
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Table 5. Sentiment expressed in (i) overall posts
and (ii) posts that mention certain types of topics

type of proportion of positive/negative posts
posts Weibo Twitter

Overall posts 78.8%/21.2% 70.5%/29.5%

posts that mention certain types of entities:

Location 82.7%/17.3% 65.6%/34.4%

Organization 78.5%/21.5% 70.1%/29.9%

Person 82.8%/17.2% 65.7%/34.3%
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on two microblogging services

posts with respect to all posts, which either have a positive or negative sentiment,
for individual users: 92.5% of the users publish more positive messages than
negative ones on Sina Weibo in comparison to 86.4% for the Twitter users. On
Sina Weibo, we also discover a considerable fraction of users for whom the non-
neutral posts are always positive (8.0%) or always negative (5.6%).

In Table 5 we moreover analyze the sentiment revealed in the microposts that
mention certain types of entities. Again, the proportion of positive posts exceeds
the proportion of negative posts clearly and Sina Weibo users tend to be more
positive towards mentioned entities than Twitter users. Interestingly, whenever
locations or persons are mentioned in Sina Weibo messages then the likelihood
that the post is positive increases on Sina Weibo (from 78.8% to 82.7% and
82.8% respectively) while on Twitter the opposite can be observed (decrease
from 70.5% to 65.6% and 65.7% respectively).

Findings. Regarding the research questions RQ7 and RQ8 about the sentiment
that users express in their microposts, we conclude the following:

– F7: We observe that on both platforms there are significantly more positive
posts than negative ones. Moreover, users on Sina Weibo have a stronger
tendency to publish positive messages than Twitter users. In fact, the prob-
ability for positive messages is 11.8% higher on Sina Weibo than on Twitter.

– F8: The sentiment that is expressed in microposts correlates with the type of
concepts that are mentioned in the posts. On Sina Weibo posts that mention
locations or persons are more likely to be positive than posts containing
organizations. While on Twitter, the opposite can be observed: people talk
more positively about organizations than about persons or locations.

4.5 Analysis of Temporal Behavior

Results. In Table 6 we first compare the posting behavior of users between
working days and weekend days by calculating the ratio between the average
number of posts per day published during the weekends (Saturday-Sunday) and
the one during the week (Monday-Friday). For Sina Weibo this ratio is 1.19,
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Table 6. Ratio between weekend posts and
weekday posts = the average number of
posts per day on a weekend divided by the
average number of posts per weekday

posts per weekend day / posts per weekday
Weibo Twitter

Overall posts 1.19 0.89

posts that mention certain types of entities:

Location 0.81 1.05

Organization 1.50 0.91

Person 1.19 0.97
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which means that Sina Weibo user publish, on average, 19% more messages per
day on the weekend than they do during the week. On the other hand, the users
on Twitter publish, on average, 11% less posts during the weekend. Therefore,
it seems that microblogging in China has not penetrated the daily (possibly
work-related) routines as strongly as it does in Western countries.

In Fig. 5 we plot the weekend-weekday ratio for the individual users. While
the overall amount of microblogging activities per day on Sina Weibo is higher
on the weekends than during the day, we also discover that 1.2% of the Sina
Weibo users perform microblogging activities solely during the weekend (ratio
of weekend posts is infinite). For about 50% of the users on Sina Weibo the
weekend-weekday ratio is greater than 1 which means that they publish more
frequently during the weekend. In contrast, on Twitter we identify only 28% of
the users who publish more tweets per day on a weekend than during a weekday.

As depicted in Table 6, the occurrence of organizations and persons is more
likely during the weekend than during the week on Sina Weibo whereas locations
appear more likely during a weekday. On Twitter, the opposite characteristics
can be observed. For example, Twitter users mention locations more frequently
during the weekend than during the week. These differences in mentioning en-
tities during weekends/weekdays on Sina Weibo and Twitter respectively may
relate to different life styles that Chinese and Western people follow. Investigat-
ing the particular reasons for them can be interesting for future work.

Furthermore, we study how individual user interests change over time by cal-
culating the standard deviation of the timestamps of microposts that mention
a certain topic (entity). The higher the standard deviation of a certain topic
the longer the time period over which the topic is mentioned in the posts. In
Fig.6 we plot for each user the average standard deviation of the topics which
a user mentioned at least once, and group the average standard deviations by
the type of the topics. Overall, we observe that topics on Sina Weibo seem
to fluctuate stronger than on Twitter. Sina Weibo users often mention certain
concepts only once. For example, for more than 80% of the Sina Weibo users of
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Table 7. Hofstede’s cultural index
for China and United States

China US

Power distance 80 40

Individualism 20 91

Masculinity 66 62

Uncertainty avoidance 40 46

Long term orientation 118 29

our sample, the standard deviation of the organization-related topics is 0. These
users mention thus organizations only once in their posts. On both platforms the
location-related concepts are, on average, mentioned over a longer period of time
than organization-related and person-related concepts.

Findings. The main findings from the analysis of the temporal behavior (re-
search questions RQ9 and RQ10 ) can be summarized as follows:

– F9: On both platforms, the users posting behavior during weekdays differs
the one during weekend: while users on Sina Weibo are more active on the
weekends, Twitter users tend to be more active during weekdays. Moreover,
user interests change between weekends and weekdays. Again, this change
of interests differs between Sina Weibo and Twitter users: while for Sina
Weibo users we observe a rising interest in persons and organizations during
the weekend, the interests of Twitter users focus more on locations. These
findings imply that it is beneficial to adapt user interest profiling to the
temporal as well as to the cultural context.

– F10: User interests change over time. On Sina Weibo, the user interests seem
to have a shorter lifespan than on Twitter. Especially, the individual users
interests regarding organization-related topics vanish quickly on Sina Weibo
while locations feature the longest span of interests.

5 Discussion

Some of our findings can be explained also by cultural differences between the
Chinese Sina Weibo users and the Twitter users who are mainly located in the
U.S. (more than 80% of the Twitter sample users are located in the United
States). According to Hofstede’s cultural index [9], people in China can, for ex-
ample, be characterized by a higher power distance than people from the U.S.
(see Table 7). This difference might explain our finding F1 regarding the access
behavior (see Sec. 4.1): Sina Weibo users more frequently generate microposts
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as a byproduct of their other Social Web activities. Therefore, it seems that
they are, in comparison to the people who use Twitter, less afraid of disclosing
information about themselves. Given the high power distance that is specific
to the Chinese culture, we assume that this behavior can be observed because
Chinese users do not attribute much impact to their individual activities, i.e.
the impact of disclosing information is less because of the high power distance.
The more intensive usage of hashtags and URLs which is characteristic for the
Twitter users (F3, see Sec. 4.2), may relate to both the lower power distance
and the higher degree of individualism of American people (see Table 7). By
mentioning a hashtag, microbloggers ensure that their message will appear in
the public discussions. Twitter users seem to be more eager to let their posts
appear in the public discussion. Hence, they seem to have a stronger belief that
their post makes a difference (power distance) and possibly also a higher demand
to profile themselves in the public discussions (individualism).

We also observed that Sina Weibo users less frequently mention organizations
in their posts than Twitter users (F5, see Sec. 4.3). This observation is in line
with Hofstede’s observation that “employee commitment to an organization is
low” in China4, which is one of the typical indicators for a high long term ori-
entation. The sentiment analysis (see Sec. 4.4), which showed that the Chinese
Sina Weibo users are more positive than the Twitter users from the U.S. (F7 ),
further supports this cultural difference regarding the long term orientation. In
the context of the sentiment analysis, we furthermore discovered that Sina Weibo
users are more positively talking about persons than Twitter users (F8 ) which
again supports the Chinese tendency for collectivism rather than individualism.

The temporal analysis (see Sec. 4.5) revealed that Sina Weibo users are less
actively publishing microblog posts during the working days and particularly
mention less frequently organizations than during the weekend. This can be
interpreted as an indicator for long term orientation as it implies a rather low
commitment for the organization that the user is working for. Sina Weibo users
also seem to change their interests rather quickly in comparison to Twitter users
(F10 ). While this seems to contradict to the long term orientation of Chinese
people, it also reveals that Chinese people adapt faster to new topics which may
be interpreted as “an ability to adapt traditions to changed conditions”, one of
the characteristics of cultures with high long term orientation.

We have given an innovative basis for analyzing microblogging behavior on
Sina Weibo and Twitter. Further interpretation and validation of our first set of
conclusions can be done in future work, with research questions that follow our
conclusions. Independent from these interpretations, we believe that our findings
already provide valuable insights for the application of user modeling techniques
that are provided by our user modeling framework.
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Abstract. In this paper, we propose a general approach to improve student 
modeling predictive accuracy. The approach was designed based on the 
assumption that student performance is sampled from multiple, rather than only 
one, distribution and thus should be modeled by multiple classification models. 
We applied k-means to identify student performances sampled from those 
multiple distributions, using no additional features beyond binary correctness of 
student responses. We trained a separate classification model for each 
distribution and applied the learned models to unseen students to evaluate our 
approach. The results showed that compared to the base classifier, our proposed 
approach is able to improve predictive accuracy: 4.3% absolute improvement in 
R2 and 0.03 absolute improvement in AUC, which are not trivial improvements 
considering the current state of the art in student modeling.   

Keywords: student modeling, predictive accuracy, multiple classifiers, multiple 
distributions of student performances, performance factors analysis. 

1 Introduction 

Predicting student behaviors is a very important task for computer tutors. Accurately 
predicting student performances enables the tutor to be aware of a student’s mastery 
status, so that the tutor can determine the necessity of more practice [7]. By accurately 
assessing student bad behaviors, such as “off-task” or “abusing help”, the tutor is 
better able to intervene at the right time and place so as to decrease student 
disengagement [2]. Student modeling plays a key role in prediction and further drives 
decision-making in computer tutors.  The model in use should be able to accurately 
predict a student’s individual behaviors at the problem level (i.e., how the student will 
behave in the next problem). The model must also be able to make predictions about 
new students, for whom it has no historical data.  

Unfortunately, predicting individual trials is a difficult task with model-fit statistics 
generally being fairly low.  For predicting student individual correctness, we have 
found R2 values ranging from 7.2% to 16.6% [3, 6] on data sets from different 
computer tutors using common student modeling approaches. This lack of model fit is 
not specific to our data; psychology studies predicting student individual response 
time, a continuous value and thus easier to see incremental improvements in 



 Modeling Multiple Distributions of Student Performances 103 

performance, R2 values ranged from 5.4% 67.9% [4] on 40 sets of data representing 
learning series.  Most existing student models fail to produce satisfyingly high 
predictive accuracy [5, 6].  

The knowledge tracing model (KT) [7], which emerged over a decade ago, has 
been established as a standard to evaluate new models and is being used in real 
applications [1]. KT has been shown, by studies on a variety of data sets sampled 
from different populations, to have predictive accuracy generally between 0.65 and 
0.70 in AUC (Area Under the Curve) of the ROC (Receiver Operating Characteristic) 
curves [5, 6]. More frustratingly, although there have been a number of attempts 
dedicated to improving accuracy, none have dramatically improved model fit.   

One class of attempts, which attracts a large amount of attention, is tweaking 
existing models [5, 8, 9, 10, 11, 12]. In the evaluations of predicting unseen students’ 
problem-level performances, these models generally performed similarly to the 
original KT, and some even underperformed KT. Several papers have reported 
performance improvements in terms of AUC.  The prior per student model, 
enhancing KT by incorporating individualization, resulted in an improvement of 
0.007 [5]. The contextual guess and slip model, fitting KT by contextually-computed 
guess and slip parameters, resulted in negative improvement of -0.21 [5]. KT-gaming, 
adding student gaming status into the model, led to no gain in accuracy [11]. It 
appears that none of the methods of tweaking models worked well.  

Another class of attempts, which is relatively less common, is to construct new 
modeling approaches. Performance Factors Analysis (PFA) is an alternative of KT 
[13]. However, its predictive performance relative to KT varies. Gong et al. [6] found 
that PFA worked substantially better than KT, on a data set from ASSISTments, with 
0.071 gains of absolute value in AUC. Baker et al. [5] found the model did not 
perform as well as KT, about 0.033 worse in absolute value in AUC, on a data set 
from the Cognitive Tutors. Therefore, it seems that attempts on building new models 
have not resulted in clear and consistent improvement.  

As neither class of efforts have provided impressive results, it seems that 
improving accuracy of student models is not straightforward. This paper presents a 
new approach to tackling this difficult problem. Unlike other approaches that are 
tailored to some specific model’s shortcomings and only deal with that model, our 
approach targets a common weakness of both KT and PFA, aiming to have 
generalizability across other established student models.  

1.1 Motivation 

Our prior work examined KT and PFA, two popular student modeling techniques [6]. 
When visualizing their classification performances in confusion matrices, we found a 
common characteristic of both: a large number of false positives. A confusion matrix, 
seen in Table 1, is an approach for visually understanding a classifier’s performance. 
A confusion matrix summarizes performance with four elements: true positive (TP), 
false negative (FN), false positive (FP) and true negative (TN). Traditionally, for 
binary classification, the rare class is often denoted as the positive class, while the 
majority class is denoted as the negative class [14]. In our case, however, the class of 
correct student performances is denoted as the positive class, as conveys more 
semantic meaning (i.e., positives indicate correct answers). 
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Table 1. The confusion matrix of the baseline PFA model used in this analysis 

 
Predicted class 

Positive  Negative  

Actual 
class 

Positive 16206 (TP) 2399 (FN) 

Negative 5899 (FP) 3965 (TN) 

 
Table 1 shows the confusion matrix of the PFA model on the data set used in our 

previous work [6] and for this study. There are two types of errors: false positive (FP) 
and false negative (FN). The bottom-left cell, FP, corresponds to the number of 
incorrect responses wrongly predicted as correct (5899) by the classification model; 
while FN (2399) denotes the number of correct responses misclassified by the model 
as incorrect.  In this work FP is much higher than FN, and we also found this trend to 
be true for KT, as well as for KT’s and PFA’s variants [6]. This result inspired us with 
an idea that a promising approach for improving accuracy is to reduce FP.  

This imbalanced FP/FN ratio is a consequent of positive student responses being 
the majority class in our data set. However, the phenomenon that correct responses 
are the majority is not unique to our data set, but is fairly common in most of the 
student performance data sets that are being used in the field (e.g. [5, 9, 13]). This 
imbalance makes sense, as in most learning environments students will get more than 
half the items correct in order to prevent frustration. Consequently, we believed that 
placing our efforts on decreasing FP is meaningful.  

1.2 The Base Classifier: Performance Factors Analysis 

We used PFA, rather than KT, as the modeling approach for this study. The rationale 
is that we have observed that PFA has been the most accurate at predicting student 
problem-level performances on our data [6]. Using this model prevents the 
improvement, if found in this study, from being attributed to a less fair comparison, 
where a weaker model is used as the baseline.  

The Performance Factors Analysis model is a student modeling method that takes 
the form of logistic regression with student performance (correctness) as the 
dependent variable [13]. Equation 1 shows the expression of the logit, m, which by 
the function of 1/(1-e-m) can be transformed to a probability, representing how likely a 
student i is to correctly answer a question q. The PFA model takes question identifiers 
as an independent variable and estimates a parameter (βq) for each question, 
representing its difficulty. In the equation, si,j and fi, j are two observed variables, 
representing the numbers of the prior successful and failed practices done by student i 
on one of the required skills, j. The corresponding two coefficients (γj and ρj) are 
estimated to respectively capture the effects of a prior correct response and a prior 
incorrect response of skill j on how likely the student is going to answer the current 
question correctly.   
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2 Approach 

2.1 Rationale: Modeling Multiple Distributions of Student Performances  

We have established our goal as reducing the error rate, by reducing the FP rate, of 
student models. In order to find a means of how to reduce FP, a reasonable first step is 
to analyze why. In particular, what possibly causes high FP? We hypothesized that 
high FP could be due to the insufficiency of using a single classification model to 
classify student performances. We proposed that a solution could be to learn multiple 
classification models, with the purpose of modeling multiple distributions of student 
performances (MMD-SP). The pseudo code of MMD-SP is listed in Table 2. 

Using a single classification model implies that instances were sampled from a 
single distribution and thus can be modeled with a single classifier. Contrariwise, 
using multiple classification models assume that instances were sampled from 
multiple distributions and thus should be modeled separately representing each of the 
distributions.  

If there are multiple distributions, while using a single classification model to fit, 
then a high false positive is not unexpected. More specifically, suppose we have a 
naïve student model, where the target is the correctness of a student performance and 
the only independent variable is the question the student was solving. We then learn a 
single classification model based on the naïve model. As a result, all instances would 
be mapped to correct or incorrect using the same function. As long as it deals with 
the same question, the model believes that its difficulty is perceived equally across all 
students, even though the question could be harder to a subgroup of students. If on the 
question, the majority of student responses happen to be correct, the model tends to 
predict correct for every instance of the question. For those students who have high 
difficulty in answering this question, a false positive occurs.  

2.2 Distinguish Samples of Multiple Distributions 

In order to accomplish MMD-SP, we need to first identify samples of each of those 
multiple distributions. We used k-means cluster analysis to partition student 
performances into clusters, each of which represents the sample of a distribution. The 
corresponding pseudo code is from line 2 to line 12 in Table 2. 

We assumed that being sampled from the same distribution, student performances 
should share common characteristics and be different from student performances from 
another distribution. That is to say, student performances from a distribution should 
be able to form a mathematically meaningful group. We used clustering as we did not 
know how to separate the groups, and chose k-means as the algorithm is 
straightforward and a prominent clustering method.  
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To classify a student performance, a set of attributes describing that performance is 
needed. We use normalized confusion matrices, so the counts in Table 1 are 
normalized so that all elements of the matrix sum to 1. The proportion of FP in the 
data is 0.21, FN is 0.08, TP is 0.57, and TN is 0.14.   

Table 2. Pseudo code of the MMD-SP algorithm 

MMD-SP Algorithm  

1: Let D denote the training data, D[i] denote the ith student’s 
data, D[i][j] denote the jth instance in D[i], CM[i] denote 
the ith student’s confusion matrix, T denotes the test 
data, T[i] denote the ith student’s data, T[i][j] denote 
the jth instance in T[i], and k denote the number of 
clusters specified.  

2:  PFA
0
 = train_PFA(D). 

3:  for i=1 to D.length do (i.e., for each student) 
4:    Initialize CM[i]. //CM[i].TN=0,CM[i].FP=0,CM[i].FN=0, 

CM[i].TP=0 
5:    for j=1 to D[i].length do  
6:       NCM[i] = normalize (CM[i]). 
7:      Attributes[i][j] = {NCM[i].TN, NCM[i].FP, NCM[i].FN}. 
8:      apply_PFA(PFA

0
, D[i][j]). 

9:      update CM[i] according to the result from line #8.     
10:   end for  
11:  end for  
12: Clusters[] = K-means(Attributes, k). 
13: for c=1 to k do 
14:    D

c
 = instances D[][]  Clusters[c]. 

15:   PFA
c
 = train_PFA(D

c
). 

16: end for 
17: for l=1 to T.length do 
18:   for j=1 to T[l].length do 
19:     PFA

x
=select model from {PFA

0
...PFA

k
} for T[l][j]. 

20:     apply_PFA(PFA
x
, T[l][j]). 

21:   end for  
22: end for  

 
Rather than using a single confusion matrix to summarize a model’s overall 

classification performance, for each student performance, we calculated a confusion 
matrix that summarized the model’s classification performance so far on that student. 
More specifically, a base classifier, PFA, was induced from training data. Before a 
student’s first instance, the student’s confusion matrix is initialized to be four zeros, 
indicating no observations so far in his TN, FP, FN or TP. Then the algorithm 
computes the normalized confusion matrix.  Since the four normalized values sum up 
to 1, the dimensions of the attribute set can be reduced to 3, and so we used the tuple 
<TN, FP, FN> as the attributes of the instance. Then the algorithm applies the base 
classifier to the instance, resulting in either a TN, FP, FN or TP, and the algorithm 
updates the confusion matrix. For example, suppose that our algorithm is about to 
generate a confusion matrix for the jth performance of the student i. It looks at his 
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performances from 1 to j-1, and calculates the normalized confusion matrix. We use 
this normalized confusion matrix as the attribute set to perform the clustering.  

Although using confusion matrices are an odd choice for features for clustering, it 
was not a haphazard decision.  We chose confusion matrices for two reasons.  

First, we prefer general attributes that require nothing beyond the binary response 
data normally required to train a student model. Our proposed approach is designed to 
be widely applicable to solve the problem of high false positives. Using confusion 
matrices as attributes perfectly matches our goal, as they can be calculated on any 
sequential user data. Therefore, our approach can be easily applied to any other 
modeling techniques and data sets, without requiring certain attributes exclusive to a 
specific data set (such as in [15]). 

Second, we think that using confusion matrices as the attributes helps distinguish 
samples from multiple distributions. A confusion matrix is informative in reflecting 
the model’s performance and capturing a student’s proficiency, and thus represents 
exactly the constructs we are interested in analyzing. In the aspect of capturing a 
student’s proficiency, a confusion matrix shows how well the student performed 
previously, and shows which instances the base classifier confuses and how it 
misclassifies them.  For example, if the confusion matrix of an instance shows large 
FP, it suggests that the instance is not suitable to be modeled by the base classifier; 
rather it might be sampled from a distribution where the class of negative is the 
majority, perhaps reflecting relatively weaker students. 

2.3 Learn Multiple Classification Models 

Applying k-means, we partitioned the training data into K portions, one for each 
cluster, which presumably represents each of the multiple distributions. Now for each 
distribution, we learn a separate classification model. The corresponding pseudo code 
is from line 13 to line 16 in Table 2. 

All classification models were learned on the basis of the same approach, PFA. In 
particular, we fit each portion of the data to a PFA model and learned a classification 
model. As a result, we had K classification models.  

We decided to use PFA as the student model for all classification models, as we 
wanted to test the effectiveness of the proposed approach, MMD-SP, in isolation. We 
controlled other factors that possibly result in improvement, especially the use of 
another student modeling approach that may improve accuracy. In this way we can 
ensure that the parameter estimates of K classification models capture differences 
between different distributions. For example, if a question’s difficulty parameter is 
high in one model but low in another, perhaps some aspect of instruction varies that 
causes two groups of students to respond to the same question very differently.  

2.4 Select a Classification Model for an Unknown Instance 

For each instance in the test data, we need to estimate from which distribution it was 
drawn, or equivalently, select the best model to use for predicting this instance.  
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The corresponding pseudo code is from line 17 to line 22 in Table 2. We implemented 
two methods for selecting which model to use when making a prediction.  

Least Distance. A test instance should be similar to the training instances sampled 
from the same distribution. Following the k-means cluster analysis, the instance 
should be assigned to a cluster whose centroid is closest to this instance’s attributes. 
We followed the same procedure as we did for the training data, and used the base 
classifier to generate a confusion matrix for each unknown instance and compared it 
to each of the cluster centroids. We then selected the classification model 
corresponding to the cluster having the least distance from its centroid to the instance.    

Least error associates test instances with clusters that have performed well for this 
student in the past. For an unknown instance of a student, we computed which 
classifier, so far, has had the lowest error rate for this student. In this method, no 
confusion matrices are needed during the testing process.  

In addition, to overcome the cold-start problem, for the first three instances of each 
student, we used the base classifier.  

3 Experiment and Results 

3.1 Data and Performance Metrics 

We used data from ASSISTments (http://www.assistments.org), a web-based math 
tutoring system,. The data are from 445 8th-grade (generally twelve- through 
fourteen- year old) students in urban school districts of the Northeastern United 
States. These data consisted of 113,979 problems completed in ASSISTments during 
Nov. 2008 to Feb. 2009. There are 31 skills in the data set, such as understanding-
data-generation-techniques, understanding-polygon-geometry, etc. ASSISTments 
logged performance records of each student chronologically.  

We performed a 4-fold crossvalidation at the level of students, and tested our 
models on unseen students. We randomly separated data at the student level since it 
results in a more independent test set. In addition, testing on unseen students can 
examine the generalizability of the induced multiple models. It is particularly 
important for our proposed approach, as we assume that test data should also be 
sampled from the same multiple distributions, which have been modeled while using 
training data. Evaluating on unseen students examines this assumption and shows 
how the approach performs for a number of students who have never been seen in 
model training.  

We used two metrics to measure predictive accuracy, Efron's R2 and AUC. Efron's 
R2 is a measure of how well a model performs in terms of accurately predicting values 
for each test instance. Efron's R2 presents a relative measure against a naïve model, 
which uses the mean to predict every instance. R2=1 indicates perfect prediction, 
while a 0 indicates no better prediction than the naïve model.  AUC of ROC curve 
evaluates the model’s performance on classifying the target variable which has two 
categories. It is a classic metric in classification tasks, and also being broadly used in 
the field. In our case, it measures the model’s ability to differentiate students’ positive 
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and negative responses.  AUC = 0.5 is the baseline, which suggests random 
prediction (i.e., there is no relationship between the predicted value and the true 
value), while AUC=1 indicates perfect prediction.  

3.2 Results 

In this section, we evaluate our proposed approach. We compared the predictive 
accuracy of the multiple classifiers induced by the approach and the predictive 
accuracy of the base classifier. We used the k-means cluster analysis in SPSS. We 
used the value of K from 2 to 5 without specifying initial cluster centers. To evaluate 
the models, we perform paired-sample two-tailed t-tests using the results from the 
crossvalidation with degrees of freedom of N-1, where N is the number of folds (4). 

Table 3. Cross-validated of predictive accuracy of the base and multiple classifiers  

No. of 
classifiers 

R2  AUC 
Least  

distance 
Least error 

Least  
distance 

Least error 

Base (PFA) 16.2% 0.740 
2 19.6% 20.5% 0.765 0.770 
3 19.7% 20.1% 0.766 0.769 
4 19.5% 19.8% 0.766 0.768 
5 18.5% 19.3% 0.761 0.765 

Table 3 compares predictive accuracy of multiple classifiers against the base 
classifier. The first row shows the predictive accuracy of the base classifier, a single 
PFA model, on the test data. From the second row downwards are the multiple 
classifiers induced by our proposed approach with the number of classifiers varying 
from 2 to 5, one for each cluster. We report results for least distance and least error.  

We noticed that multiple classifiers induced by our approach all outperformed the 
base classifier, with a 4.3% absolute improvement in R2 (20.5% - 16.2% = 4.3%) and 
0.03 absolute improvement in AUC (0.770 - 0.740 = 0.03) achieved with the best 
setting. Based on the paired-sample t-tests (df=3) using the results from the 
crossvalidation, all differences in two metrics using multiple classifiers and the base 
classifier are significant with p<0.01.  

We also found that the two model selection methods performed fairly consistently. 
Both resulted in similar predictive accuracy, though using least error as the selection 
metric generally achieved slightly higher predictive accuracy, but not noticeably so. 
Furthermore, least error is superior to least distance due to its low complexity, as, 
unlike least distance, it does not require building confusion matrices for the test data.  

Interestingly, we found that introducing more classifiers does not help for boosting 
predictive accuracy further. Two classifiers resulted in the peak when using least 
error, while three classifiers did the best when using least distance. Three possible 
reasons could cause these results. First, the student performances are not from many 
distributions, but rather from a small number of distributions. Therefore, modeling 2 
or 3 distributions of student performances is sufficient, while modeling extra 
distributions causes over-fitting.  Second, the presence of more classifiers confuses 
the model selection methods, for both least error and least distance. Classifying an 
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instance using an improper classifier caused the drop of predictive accuracy. The third 
possibility is we do not have sufficient training data to train 5 classification models 
with well-estimated parameters. In fact, a classification model may have not seen 
some questions at all while being trained, and also could be required to predict an 
unknown instance involving the question. Perhaps more training data would enable 
the use of additional classifiers?  To resolve these issues, we examined the 
classifiers’ predictive accuracy on training data, as shown in Table 4. 

Table 4. Comparisons of predictive accuracy of the classifiers on the training and test data 

No. of 
classifiers 

R2 

Training  
Test  

(least error) 
Base (PFA) 18.0% 16.2% 

2 23.2% 20.5% 
3 25.1% 20.1% 
4 25.5% 19.8% 
5 25.6% 19.3% 

 
Comparing the two values of the base classifier, 18.0% vs. 16.2%, we found that 

the PFA model generalizes well to unseen students. We also noticed that the presence 
of more classifiers doesn’t help much on the training data either, with only a 2.4% 
improvement from using 2 classifiers (23.2%) to using 5 classifiers (25.6%). Thus the 
third explanation is not plausible, as sparse training data should produce strong 
model-fit statistics on the training data.  The second explanation is less plausible, 
since no heuristic is required to determine which cluster to use.  Thus, our results 
suggest that a small number (2 or 3) of distributions, at least as derived by k-means 
for our set of features, are the more likely explanation for the asymptote in 
performance relative to the number of clusters.   

Since the accuracy measure treats all classes as equally important, it may not be 
suitable for analyzing imbalanced data sets, such as the one we used. Therefore, we 
used confusion matrices to evaluate the classifiers derived from our approach. In this 
paper, due to limited space, we chose to show FP and FN in graphs, shown in Fig. 1, 
rather than all elements of a confusion matrix.  

Fig. 1 shows the percent of false positives and the percent of false negatives, 
generated from the test data and using least error to select the classifiers. The x-axes 
in the two charts represent the number of classifiers (= the number of clusters). The 
first one, with label 1, corresponds to the base classifier, PFA. The y axes in the two 
charts have the same unit of 1%, so that it is fair to compare the lines across the 
graphs. Take 21.10% in the first chart as an example, the value indicates 21.10% of 
the entire data was misclassified as correct responses, while in fact they are incorrect 
responses. As we can see, the PFA model produced about 2.5 times as many FPs as 
FNs. In addition, we showed that our proposed approach, targeting the goal of 
reducing FP, has succeeded. Moreover, the error of FN increases much less than the 
decreases of FP. Finally, we found that from 3 classifiers afterwards, the two errors 
did not change much. This result suggests there is little benefit to adding additional 
clusters, as since neither error is improved, ensembling models with more clusters 
will probably not be beneficial in improving the error rate.   
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Fig. 1. False positive and false negative percentages across different numbers of classifiers 

4 Contributions 

This paper made several contributions to student modeling.  
We pointed out a common issue of student modeling: models tend to produce 

many false positives when used to predict student performances. There have been 
many efforts on improving predictive accuracy and some of them certainly work [5, 6, 
8, 9, 10, 11]. However, all of them improved the accuracy without seeing where the 
real weakness lies. In particular, they worked on certain models and enhanced the 
models based on their hypotheses as to what the models’ specific drawbacks are. Our 
work started with looking at what the typical misclassifications were, and have 
identified a fruitful area of research. We believe that this approach is helpful for 
efficiently allocating our future efforts.  

Trivedi et al. presented an approach which also uses clustering and multiple 
classification models [15]. However, this work does not attempt to predict student 
individual responses, but focuses on student performance in an annual state-wide test.  
Also, this work clusters students on the basis of knowledge-engineered features 
specific to the ASSISTments tutor, whereas we focus on generic properties of student 
performance that apply to a variety of systems.  Their work also differs in that their 
clusters represent student traits, in that students are the unit of cluster membership.  
Our work looks at student performance and allows students to belong to different 
clusters if their performance changes over time.   

Although other work has used clustering for student modeling (e.g. [15]), our work 
assumes no additional features are used for the clustering.  Although using no 
information beyond the classifier itself and the student performance data at first 
sounds limiting, we found it enables noticeable gains in predictive accuracy.  
Furthermore, due to not requiring any additional information, this approach is more 
broadly applicable than a technique that relies on domain-specific features.  The 
notion of creating a confusion matrix from predicted performance can apply to any 
sequential user modeling task, not just those for educational systems.  Thus, this 
technique is applicable to, for example, recommendation systems.   

 

Number of classifiers Number of classifiers 
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We presented a general approach implementing the idea of MMD-SP. Our 
evaluation results showed that the approach successfully improved predictive 
accuracy. Comparing to a student model, PFA, which has been found to be the most 
accurate on our data set, our approach resulted in 4.3% absolute improvement in R2 
and 3% absolute improvement in AUC. Considering other work on improving 
accuracy [5, 6, 8, 9, 10, 11] has often found limited improvements, these results are 
not trivial.   

5 Future Work and Conclusions 

In our approach, to model multiple distributions, we used k-means to identify 
corresponding samples in training data. We explored several values of k in this study, 
but having a means to determine the optimal value of k would be very helpful for the 
approach. In addition, as a center-based cluster analysis, k-means partitions the data 
into clusters in which each point is closer to the center to its cluster than to the center 
of any other clusters. That is to say partition is done based on distance in the data 
space. However, perhaps the real data distribution has some characteristics leading to 
a necessity of other types of clustering techniques, such as density-based clustering or 
spectral clustering. Exploring data to find a possibly better-suited method to find the 
distributions could possibly refine the approach.  

MMD-SP is a general idea and its implementation presented in this paper is 
applicable to many other student models. It is interesting to understand how it 
performs when applied to other student models, especially knowledge tracing, as KT 
also tends to produce high FP. Whether this approach helps KT will help determine 
MMD-SP’s generalizability. In addition, replicating this study on different data sets 
also helps further explore MMD-SP’s generalizability. 

An important open question is how to design a student model that is better at 
distinguishing true positives from false positives.  Although this work reduced false 
positives, it is still the majority of classification errors.  This work is significant due 
to the increasing importance of ensemble methods (e.g. [5]).  The power of 
ensembling comes from the variability of predictions from different classifiers. 
However, the current problem is that most classifiers agree with each other to a large 
amount, and make similar errors leading to a high number of false positives. 
Therefore, there is currently fairly small gains from ensembling [5].   

In this work we introduced the idea of MMD-SP, modeling multiple distributions 
of student performances, aiming to solve the problem of high false positives. We 
questioned the assumption that a single distribution samples the entire student data, 
and found that 2 or 3 distributions of student performances appear to be more 
plausible, which suggests the idea of one-model-fits-all is not a good assumption for 
student modeling.  Using the performance factors analysis model to compare the 
assumption of multiple distributions vs. a single distribution, we found that R2 was 
increased 4.3% in absolute and AUC was improved 0.03 in absolute improvement. In 
addition, we found that the approach worked well on reducing false positives.  

Furthermore, our idea of modeling multiple distributions has the advantage of 
generalizing beyond student modeling. Rather, many user modeling tasks could use this 
idea and possibly benefit from it. It is plausible that users or user behaviors vary greatly, 
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so it is logical to hypothesize that they are sampled from multiple distributions. Modeling 
those multiple distributions, rather than forcing all users to be fit a single model, seems 
more appropriate. 
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Abstract. Providing high quality recommendations is important for on-
line systems to assist users who face a vast number of choices in making
effective selection decisions. Collaborative filtering is a widely accepted
technique to provide recommendations based on ratings of similar users.
But it suffers from several issues like data sparsity and cold start. To
address these issues, in this paper, we propose a simple but effective
method, namely “Merge”, to incorporate social trust information (i.e.
trusted neighbors explicitly specified by users) in providing recommenda-
tions. More specifically, ratings of a user’s trusted neighbors are merged
to represent the preference of the user and to find similar other users
for generating recommendations. Experimental results based on three
real data sets demonstrate that our method is more effective than other
approaches, both in accuracy and coverage of recommendations.

1 Introduction

Recommender systems are heavily used in e-commerce to provide users with
high quality, personalized recommendations to help them find satisfactory items
(e.g. books, movies, news, music, etc.) among a huge number of available choices.
Collaborative filtering (CF) [7] is the most commonly used technique to generate
recommendations. The heuristic is that the items appreciated by those who have
similar taste will also be appreciated by the active user (the user who needs
recommendations). However, CF suffers from several inherent drawbacks like
data sparsity and cold start. Data sparsity arises due to the fact that users in
general only rate a small portion of items. Cold start refers to the dilemma that
accurate recommendations are expected for new users whereas they often rate
only a few items that are difficult to reveal their preferences.

To mitigate the problems suffered by CF, trust-aware recommender systems
(TARSs) have been proposed to incorporate social trust information (i.e. trusted
neighbors of users) [2,5]. For example, Massa et al. [5] suggest that trust infor-
mation is more meaningful to bootstrap recommender systems than item-rating
information. Both implicit trust (e.g. [6,9]) and explicit trust (e.g. [2,5,1,8]) have
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been utilized in the literature whereas explicit trust is more accurate than the im-
plicit one. Although the overall performance of recommendation can be improved
to some extent by the trust-aware recommender systems [12], the mitigation for
the cold-start problem is still limited [10].

In this paper, we propose a simple but effective method called “Merge” to
incorporate trusted neighbors explicitly specified by users in recommender sys-
tems to improve the overall performance of recommendation and mitigate the
cold-start problem. Specifically, we merge the ratings of an active user’s directly
trusted neighbors by averaging the neighbors’ ratings for their commonly rated
items according to how much the neighbors are trusted by the active user. The
merged rating set is then used to represent the active user’s preference and find
similar other users for the active user. Finally, the ratings provided by both the
similar users and the trusted neighbors are used to predict item ratings for the
active user. Experiments on three real data sets are conducted to verify the effec-
tiveness of our method. The results show that it can achieve promising accuracy
and coverage for recommendation, and is especially useful for cold-start users,
compared with other approaches. Our method thus shades light on incorporating
trusted neighbors for building an effective trust-aware recommender system.

2 Related Work

Trust has been extensively studied in recommender systems, that is trust-aware
recommender systems. The intuition is that trusted users may share similar taste.
In fact, researchers have found that trust has a positive and strong correlation
with preference [11].

O’Donovan et al. [6] indicate that trust is useful to decrease recommendation
error. They define profile-level and item-level trust as the percentage of correct
predictions from the view of general profile and specific items, respectively. In our
work, we focus on explicit trust relations as they are directly specified by users
and more accurate than implicit ones. Jamali and Ester [3] design the Trust-
Walker approach to randomly select neighbors in the trust network formed by
users and their trusted neighbors. Trust information of the selected neighbors is
combined with an item-based technique to predict item ratings. On the contrary,
our work focuses on generating predictions by combining trust information with
a user-based technique. Liu and Lee [4] report that more accurate prediction
algorithms are possible by incorporating trust information into traditional col-
laborative filtering. They do not directly use trust to substitute similarity but
rather amplify similarity measurement by taking into account the number of
messages exchanged among users. Thus this approach is message specific.

The closest approaches to ours are as follows. Massa and Avesani [5] analyze
the drawbacks of CF-based recommender systems and describe how and why
trust can mitigate those problems. They propose MoleTrust [5], which performs
depth-first search, to propagate and infer trust in the trust network. Empirical
results show that the coverage is significantly enlarged but the accuracy remains
comparable when propagating trust. Besides, Golbeck [2] proposes a breadth-first
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search method TidalTrust to infer and compute trust value, but the performance
of them is close [12]. Hence, we only consider MoleTrust for comparison in this
paper. Chowdhury et al. [1] propose to enhance CF by predicting the ratings
of similar users who did not rate the concerned items according to the ratings
of their trusted neighbors, so as to incorporate more users for recommendation.
However, it performs badly for cold-start users, which is the main concern of
this work. Another recent work using the trust network is proposed by Ray
and Mahanti [8]. They improve the prediction accuracy by reconstructing the
trust network. More specifically, they remove the trust links between two users
if their correlation is lower than a threshold. Empirical results show that good
performance is achieved at the cost of poor coverage.

In addition, although many trust-aware recommender systems have been pro-
posed to exploit explicit trust for effective recommendations, most of them are
evaluated on only one data set. These approaches often achieve improvements
in either accuracy or coverage, but not both. More importantly, the cold-start
problem has not been well addressed yet. Therefore, how to incorporate trust
information for effective recommendations remains a big challenge [10]. The pur-
pose of our work is to take a step further in addressing this challenge by proposing
a simple but effective method to incorporate trusted neighbors in TARSs.

3 The Merge Method

Our Merge method incorporates trusted neighbors of an active user for recom-
mendations by taking the following three steps: 1) merging the ratings of trusted
neighbors to represent the preference of the active user; 2) finding similar users
according to the merged rating set; and 3) predicting the ratings of items for the
active user based on the ratings for the items provided by the similar users and
trusted neighbors. The detailed and formal description as well as the insights of
the Merge method are given in the subsequent sections.

3.1 Merging the Ratings of Trusted Neighbors

Let U and I denote the sets of all users and items in the system, respectively.
Let rv,i be the rating of an item i ∈ I provided by a user v. For an active user
u ∈ U who has not rated an item j ∈ I, the task is to predict a rating for the
item j that the active user u will likely provide, denoted by r̂u,j .

In the system, the active user u has identified a set of trusted neighbors
TNu. For a trusted neighbor v ∈ TNu, user u also specifies a trust value tu,v
indicating the degree to which user u trusts user v. We assume that the active
user u should fully trust herself because the ratings of items provided by herself
should accurately represent her own preference on the rated items. Thus, user u
herself is also included in the set TNu of her trusted neighbors, and tu,u = 1 if
the highest possible degree of trust is 1.

For an item i ∈ I that is rated by at least one trusted neighbor in TNu, we
merge the ratings of item i provided by the trusted neighbor(s). More specifically,
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we average the ratings according to the trust values of the trusted neighbors
specified by the active user u, as follows:

r̃u,i =

∑
v∈TNu

tu,vrv,i∑
v∈TNu

tu,v
(1)

where r̃u,i is the merged rating for the active user u on item i, according to the
ratings of her trusted neighborhood TNu (including herself).

We perform the process of merging ratings for every item in I that is rated
by at least one trusted neighbor in TNu. We denote the set of such items as Ĩu.
In the end, we have a set of merged ratings, each of which is for an item in Ĩu.
This merged rating set is used to represent the preference of the active user u.

3.2 Incorporating with Collaborative Filtering

Given the merged rating set on the items in Ĩu, which represents the preference
of the active user u, we then apply the collaborative filtering technique to predict
the rating of the item j that is not rated by u. More specifically, we first find a
set of similar users (i.e. a set of nearest neighbors denoted as NNu) for the active
user u based on the merged rating set. The rating of item j is then predicted
by aggregating the ratings for the item j provided by the nearest neighbors in
NNu and the trusted neighbors in TNu.

For finding a set of similar users for the active user u, we adopt the popular
Pearson Correlation Coefficient (PCC) to compute the similarity between user
u and another user v who is not in TNu, as follows:

su,v =

∑
i∈Iu,v

(r̃u,i − r̄u)(rv,i − r̄v)√∑
i∈Iu,v

(r̃u,i − r̄u)2
√∑

i∈Iu,v
(rv,i − r̄v)2

(2)

where Iu,v ⊆ Ĩu is the set of the items in Ĩu that are also rated by user v, r̃u,i
is the merged rating for the active user u on item i calculated using Equation 1,
r̄u is the average of the merged ratings for the active user u on the items in Ĩu,
and r̄v is the average of the ratings of all the items rated by user v.

A group of similar users, or nearest neighbors, is then selected as follows:

NNu = {v|su,v > θ, v ∈ U} (3)

where θ is a predefined similarity threshold, and NNu denotes the nearest neigh-
borhood of the active user u.

Finally, the predicted rating r̂u,j of item j for the active user u is generated
by aggregating the ratings of item j provided by the nearest neighbors in NNu

and the trusted neighbors in TNu weighted by their similarity values and trust
values respectively, as follows:

r̂u,j =

∑
v∈NNu

su,vrv,j +
∑

v∈TNu
tu,vrv,j∑

v∈NNu
su,v +

∑
v∈TNu

tu,v
(4)

The neighbors who have larger similarity with the active user u or are trusted
more by user u will have higher impact on the predicted rating.
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3.3 The Insights of the Merge Method

One common characteristic of the data sparsity and cold-start problems is that
the small number of commonly rated items between users makes it difficult to
accurately compute user similarity and hence difficult to find effective nearest
neighbors for the active users. In many cases, there is even no commonly rated
items between two users because of data sparsity, causing their similarity not
computable. In our method, we merge the ratings of the active user u’s trusted
neighbors to represent the preference of user u. Since the merged rating set
usually covers a larger number of items than the active user u’s own rating set
(i.e. |Ĩu| > |Iu|), the number of the items in Ĩu that are also rated by another user
v, which is |Iu,v|, is also likely to be larger. This is especially true for cold-start
users who have not rated many items yet. As a result, the similarity between
a larger number of users can be computed accurately. In this way, our method
mitigates the data sparsity and cold-start problems.

Many trust-based approaches (for example, the MoleTrust algorithm in [5] and
the approach proposed in [8]) predict ratings for items based only on the ratings
provided by the trusted neighbors. In contrast, our Merge method not only
makes use of the ratings provided by the trusted neighbors, but also considers
the ratings of similar users (NNu) found based on the merged rating set of
trusted neighbors (see Equation 4). Thus, the number of neighbors used for
rating prediction is certainly larger in our method, resulting in the improvement
in both accuracy and coverage of rating prediction that will be confirmed by the
experimental results in Section 4.3.

Due to relying only on the ratings provided by the trusted neighbors for
rating prediction, the trust-based approaches may also suffer from the similar
cold-start problem where some users may only specify a small number of other
users as their trusted neighbors. This issue could be a common case for many
social systems, especially when users are lack of incentives to be pro-active.
Thus, the performance is limited since only a few neighbors can be incorporated
for recommendation. Our Merge method addresses this problem by also making
use of the ratings of the active user u herself if any. In particular, the active
user u is considered as a fully trustworthy neighbor to herself when merging the
ratings of trusted neighbors. When user u has no trusted neighbors but rated
a certain number of items, the merged rating set will be the same as her own
rating set because the only trusted neighbor is herself. The whole procedure will
be exactly the same as the traditional collaborative filtering technique. In this
way, our method is competent to mitigate the cold-start problem.

To cope with the cold-start problem for trusted neighbors, some work (e.g. [6])
also proposes approaches to infer implicit trust from users’ rating profiles. How-
ever, implicit trust is not as accurate as explicit trust that is directly specified
by users. Trust propagation [5] has also been widely used to cope with the cold-
start problem by inferring the trust between two users based on the trust network
formed by any available trusted neighborhood relationships. However, it has sev-
eral shortcomings: 1) the best propagation length is difficult to be determined
for different networks; 2) trust propagation makes it possible to incorporate less
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valuable users, especially when the propagation length is long, and hence may
decrease the prediction accuracy; 3) it is often costly and time-consuming to
propagate trust, especially when the trust network is dense. Our method makes
use of only direct trusted neighbors. We will also show in Section 4.3 that trust
propagation does not bring any benefit to our method.

4 Experimental Validation

In order to verify the effectiveness of the Merge method, we conduct experiments
on three real data sets. We aim to find out: 1) how the performance of our
Merge method is in comparison with other approaches; 2) whether it is effective
to propagate trust for our method; and 3) how the performance changes when
tuning the similarity threshold θ in Equation 3.

4.1 Data Acquisition

Three real data sets are used in our experiments, including FilmTrust1, Flixster2

and Epinions3. FilmTrust is a trust-based social site in which users can rate and
review movies. Since there is no publicly downloadable data set, we crawled one
in June 2011, collecting 1,986 users, 2,071 movies and 35,497 ratings (scaled from
0.5 to 4.0 with step 0.5). Besides, it also contains 1,853 trust ratings that are
issued by 609 users. The trust ratings in FilmTrust are binary where 1 means
“trust” and 0 otherwise. Flixster is also a social movie site in which users can
make friends and share their movie ratings. The original data set4 is very large.
For the simplicity, we sample a subset by randomly choosing 53K users who
issued 410K item ratings (scaled from 0.5 to 4.0 with step 0.5) and 655K trust
ratings. The trust ratings in Flixster are scaled from 1 to 10 but not available
in the data set. We assign the trust value 1 to a user who is identified as a
trusted neighbor, and 0 otherwise. Epinions is a website in which consumers can
express their opinions by assigning numerical ratings to items. The data set5 is
generated by Massa and Avesani [5], consisting of 49K users who issued 664K
ratings (scaled from 1 to 5 with step 1) over 139K different items and 478K trust
ratings. The trust ratings in Epinions are also binary (either 1 or 0).

4.2 Experimental Settings

In our experiments, we compare Merge with the following approaches:

– TrustAll simply trusts every user and predicts a rating for an item by
averaging all ratings of those who have rated the item.

1 http://trust.mindswap.org/FilmTrust/
2 http://www.flixster.com/
3 http://www.epinions.com/
4 http://www.cs.sfu.ca/~sja25/personal/datasets/
5 http://www.trustlet.org/datasets/downloaded_epinions

http://trust.mindswap.org/FilmTrust/
http://www.flixster.com/
http://www.epinions.com/
http://www.cs.sfu.ca/~sja25/personal/datasets/
http://www.trustlet.org/datasets/downloaded_epinions
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– CF computes user similarity using the PCC measure, selects the users whose
similarity is above the threshold θ, and uses their ratings for prediction.

– MTx (x = 1, 2, 3) are the implementations of the MoleTrust algorithm [5]
in which trust is propagated in the trust network with the length x. Only
trusted neighbors are used to predict ratings for items.

– RN denotes the approach proposed in [8] that predicts item ratings by re-
constructing trust network. We adopt their best performance settings where
the correlation threshold is 0.5, propagation length is 1, and the top 5 users
with highest correlations are selected for rating prediction.

– TCF2 denotes the approach proposed in [1] that enhances CF by predicting
the ratings of the similar users who did not rate the items according to
the ratings of the similar users’ trusted neighbors, so as to incorporate more
users for recommendation. In [1], the best performance is achieved when trust
propagation length is 2. We adopt the same setting in our experiments.

– Merge2 is a variation of the Merge method where the trust propagation
length is 2, to also incorporate the trusted neighbors of the trusted neighbors.
The purpose is to investigate the impact of trust propagation.

In addition, we split each data set into different views in the light of user-related
or item-related properties as defined in [5]:

– All represents the whole data set.
– Cold Users are those who rated no more than 5 items.
– Heavy Users are those who rated more than 10 items.
– Opinionated Users are those who rated more than 4 ratings, and the

standard deviation of the ratings is greater than 1.5.
– Black Sheep rated more than 4 ratings, and the average difference between

their average rating and the mean rating of each item is greater than 1.
– Controversial Items are those which received ratings with standard devi-

ation greater than 1.5.
– Niche Items are those which received less than 5 ratings.

We focus on the performance in the views of All andCold Users, which indicate
the effectiveness to mitigate the data sparsity and cold-start problems.

The evaluation is proceeded by applying the leave-one-out technique [5] on
every user rating. The results are analyzed according to the performance in terms
of accuracy and coverage. In particular, the predictive accuracy is evaluated using
Mean Absolute Error (MAE), the degree to which a predicted rating is close to
the ground truth. Rating coverage (RC) is measured as the percentage of all
items that are predictable.

4.3 The Performance of the Merge Method

In this set of experiments, we evaluate the performance of our Merge method,
in comparison with the other approaches presented in the previous section. We
fix the similarity threshold θ to be 0. Tables 1, 2 and 3 summarize the results
on the FilmTrust, Flixster and Epinions data sets, respectively.
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We obtain very close results on the Epinions data set in Table 3 as those in [5]
and [1]. The similar trends of results are also obtained on the other two data
sets, as shown in Tables 1 and 2. From all these results, we can see that our
Merge method achieves consistent and better performance both in accuracy and
coverage whereas other approaches expose their limitations in either accuracy
or coverage. More specifically, CF results in benchmark performance and large
diversity across three data sets, which can be explained by [7] that its effective-
ness is heavily associated with the distributions of ratings of similar users. The
trust-based approaches (MTx) are able to increase rating coverage to a large ex-
tent, but the accuracy is quite low. The RN method accomplishes good accuracy
but covers the smallest portion of items since only the ratings of the users who
have a large number of trusted neighbors and high rating correlation with oth-
ers are possible to be predicted. Although TCF2 achieves relatively good results
and improves both accuracy and coverage over CF, RN and MTx, its perfor-
mance varies on different data sets. Comparing with TCF2, the accuracy of our
Merge method is similar on Epinions but much better on FilmTrust and Flixster,
and the coverage of our method is much better on Flixster but worse on Epin-
ions. Therefore, we can conclude that in general our Merge method outperforms
the other approaches. It consistently achieves high accuracy and large coverage,
demonstrating its effectiveness in mitigating the data sparsity problem.

Table 1. The Performance on FilmTrust

MAE/RC

Views
Approaches

CF MT1 MT2 MT3 TrustAll RN TCF2 Merge Merge2

All
0.703 0.852 0.795 0.771 0.726 0.571 0.683 0.612 0.624
93.83% 21.20% 27.95% 30.38% 98.17% 0.74% 96.85% 95.36% 95.52%

Cold 0.744 0.853 0.880 0.819 0.753 NaN 0.740 0.604 0.634
Users 39.64% 17.11% 23.19% 23.85% 98.19% 0.00% 41.12% 68.91% 69.90%

Heavy 0.705 0.854 0.797 0.772 0.728 0.571 0.684 0.617 0.628
Users 94.95% 21.53% 28.25% 30.75% 98.13% 0.80% 98.06% 95.82% 95.97%

Opin. 1.469 1.268 1.156 1.194 1.105 NaN 1.405 1.210 1.213
Users 87.63% 14.43% 15.46% 15.46% 94.85% 0.00% 91.75% 93.81% 93.81%

Black 1.237 1.228 1.243 1.269 1.255 NaN 1.244 1.130 1.140
Sheep 90.63% 19.94% 24.82% 26.13% 99.86% 0.00% 92.22% 90.94% 90.98%

Contr. 2.106 2.358 2.418 2.265 2.380 0.500 1.482 1.947 2.056
Items 62.58% 16.04% 21.38% 27.36% 100.0% 0.31% 89.31% 66.35% 71.38%

Niche 0.986 1.031 1.011 0.962 1.009 0.485 0.574 0.915 0.940
Items 53.92% 14.04% 19.35% 25.36% 79.51% 0.66% 85.17% 61.67% 63.44%

More importantly, none of previous approaches works well in the view of Cold
Users. CF covers very limited percentage of items (around 3% in Flixster and
Epinions) with very poor accuracy. MTx methods can alleviate this problem
relative to CF in these two data sets. However, it performs worse than CF in
FilmTrust because the performance of MTx depends on the number of trusted
neighbors and this value is very small in FilmTrust (around 3 trusted neighbors
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Table 2. The Performance on Flixster

MAE/RC

Views
Approaches

CF MT1 MT2 MT3 TrustAll RN TCF2 Merge Merge2

All
0.928 1.060 0.932 0.862 0.855 0.858 0.811 0.664 0.776
68.56% 12.36% 71.37% 90.71% 98.11% 0.38% 86.82% 94.19% 95.86%

Cold 1.153 1.127 1.005 0.934 0.918 NaN 0.930 0.723 0.784
Users 3.27% 8.11% 52.69% 79.55% 99.03% 0.00% 21.42% 82.73% 88.75%

Heavy 0.913 1.046 0.917 0.846 0.839 0.858 0.797 0.654 0.776
Users 85.59% 13.29% 75.55% 93.29% 97.70% 0.52% 98.74% 95.92% 96.83%

Opin. 1.494 1.574 1.487 1.457 1.447 1.095 1.419 1.098 1.272
Users 74.80% 12.65% 72.37% 92.50% 99.23% 0.55% 98.61% 98.03% 98.65%

Black 1.320 1.300 1.288 1.273 1.279 1.258 1.248 0.977 1.145
Sheep 76.21% 13.59% 75.53% 93.46% 99.42% 0.23% 94.64% 97.92% 98.47%

Contr. 1.830 1.847 1.833 1.873 1.951 1.167 1.373 1.549 1.709
Items 30.64% 2.33% 27.63% 76.94% 100.0% 0.10% 85.00% 68.68% 82.15%

Niche 1.068 1.195 1.021 1.057 1.073 1.400 0.409 1.016 1.029
Items 11.77% 0.66% 11.23% 43.73% 61.60% 0.02% 81.42% 35.01% 46.10%

Table 3. The Performance on Epinions

MAE/RC

Views
Approaches

CF MT1 MT2 MT3 TrustAll RN TCF2 Merge Merge2

All
0.876 0.845 0.852 0.832 0.821 0.673 0.691 0.708 0.775
51.24% 26.34% 57.64% 71.68% 88.20% 9.87% 87.46% 77.94% 81.87%

Cold 1.032 0.756 0.916 0.890 0.857 NaN 0.936 0.670 0.738
Users 3.22% 6.57% 22.06% 41.73% 92.92% 0.00% 10.52% 47.22% 57.56%

Heavy 0.873 0.847 0.848 0.827 0.818 0.673 0.677 0.713 0.780
Users 57.41% 29.28% 62.40% 75.36% 87.50% 11.48% 95.24% 80.95% 84.07%

Opin. 1.120 1.060 1.124 1.110 1.105 0.774 1.022 0.879 0.990
Users 49.99% 19.99% 52.02% 68.79% 92.80% 5.34% 86.79% 80.77% 85.09%

Black 1.246 1.199 1.259 1.252 1.255 0.852 1.205 0.989 1.123
Sheep 55.72% 20.06% 53.73% 70.98% 97.03% 4.50% 89.85% 85.67% 89.57%

Contr. 1.598 1.481 1.646 1.707 1.741 0.953 1.389 1.326 1.553
Items 45.40% 22.87% 57.81% 78.19% 100.0% 7.47% 86.15% 81.19% 88.91%

Niche 0.835 0.743 0.811 0.829 0.829 0.598 0.282 0.775 0.802
Items 12.16% 7.84% 23.65% 39.37% 55.39% 2.14% 79.81% 37.42% 46.17%

per user on average). The MAE value of the RN method is NaN (not-a-number),
meaning that it is unable to predict any rating. This is because only the users
who have at least 4 commonly rated items with others will be kept in the trust
network [8]. This is conflicting with the setting for cold users. TCF2 also cov-
ers only a limited range of items because it depends on the number of similar
users, which is very small for cold users. This limitation also causes low accu-
racy. These results confirm that the cold-start problem remains a big challenge
for recommender systems. Both CF and previous trust-aware methods cannot
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achieve good accuracy or coverage and even perform worse than TrustAll. On
the contrary, our Merge method is especially effective for the cold users. The
improvement in accuracy reaches up to 18.82%, 37.29% and 35.08% relative to
CF, and 18.38%, 22.26% and 28.42% relative to TCF2 according to the results
in Tables 1, 2 and 3, respectively. The amount of increment in coverage is even
larger. This is because after merging, even the rating set of the cold users could
cover a large number of items, hence they can find many similar users.

We also compare the Merge method with its variation Merge2 where the trust
propagation length is 2. We find that the increment in coverage is very limited
but the accuracy is much worse. The reason is that although propagating trust
is able to incorporate more neighbors to represent user’s preference, it does
not guarantee that the merged rating set will cover more items than the one
without propagation, especially when the active users initially have many trusted
neighbors. In addition, propagation will increase the possibility to incorporate
less valuable users which may decrease the accuracy. Furthermore, the Merge
method has already covered a good range of items hence it is not necessary to
propagate trust. Overall, trust propagation is not necessary for our method.

4.4 The Effect of the Similarity Threshold θ

The similarity threshold θ plays an important role in CF-based methods. It is
used to select a group of similar users as recommenders for rating prediction
(see Equation 3). Intuitively, when the similarity threshold is set high, a smaller
number of less similar users (unreliable recommenders) will be selected. The
prediction accuracy should be better, but the coverage may decrease. Therefore,
to explore the effect of the similarity threshold, we tune the θ value from 0 to
0.9 with step 0.1. The results are illustrated in Figures 1, 2 and 3.

Surprisingly, the results show that the accuracy of CF does not increase as
expected, rather, it becomes worse with the increment of θ. We attribute this
counter-intuitive phenomenon to the overestimation problem of the PCC sim-
ilarity measure. That is, when the number of commonly rated items between
users is small, the computed PCC value tends to be high, which makes it diffi-
cult to distinguish reliable users from unreliable ones via the similarity threshold.
Although RN achieves good accuracy when θ ≥ 0.6 on FilmTrust and Epinions,
the results are not representative because it covers too few items (less than 10%).
The performance of TCF2 is not much affected by the similarity threshold.

Our method works in the way as expected. With the increment of θ, the
accuracy first goes up and then drops down. More specifically, the best accuracy
for our method can be achieved when the similarity threshold is set to be 0.4, 0.6
and 0.8 for FilmTrust, Flixster and Epinions, respectively. Besides, the amount of
increment in accuracy is around 4.81%, 2.61% and 8.33% for cold users for three
data sets, respectively, comparing with the case where the similarity threshold
is 0. In general, when the similarity threshold θ is set to be 0.4 ∼ 0.8, better
performance can be achieved for our method, and at the same time, its coverage
does not decrease much. In addition, by tuning the similarity threshold, the
Merge method significantly outperforms TCF2 on all data sets.
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Fig. 1. The Effect of Similarity Threshold on FilmTrust
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Fig. 3. The Effect of Similarity Threshold on Epinions

5 Conclusion and Future Work

Aiming to overcome the data sparsity and cold-start problems for recommender
systems, we proposed a simple but effective method to incorporate trusted neigh-
bors that are directly specified by users. The ratings of trusted neighbors are
merged to represent the preference of the active user, based on which we then
find similar users and generate recommendations. We conducted experiments on
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three real data sets and the results show significant improvement against other
methods both in accuracy and coverage. We also demonstrated that it is not
necessary for our method to propagate trust since incorporating direct trusted
neighbors works well enough. Furthermore, by tuning the similarity threshold,
better performance can be achieved for our method.

Our Merge method merges the ratings of trusted neighbors by a weighted
average strategy (see Equation 1), which is shown effective in the scenario of
sparse distribution of ratings. However, for the items that receive many ratings
from trusted neighbors, the majority strategy that assigns the majority as the
merged rating may work better, especially when the ratings are diverse (i.e.
the standard deviation is large). For future work, we will investigate how the
majority strategy can possibly improve the performance of our method.
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Abstract. This paper explores the value of eye-tracking data to assess user 
learning with interactive simulations (IS). Our long-term goal is to use this data 
in user models that can generate adaptive support for students who do not learn 
well with these types of unstructured learning environments. We collected gaze 
data from users interacting with the CSP applet, an IS for constraint satisfaction 
problems. Two classifiers built upon this data achieved good accuracy in dis-
criminating between students who learn well from the CSP applet and students 
who do not, providing evidence that gaze data can be a valuable source of in-
formation for building user modes for IS. 

Keywords: Eye-tacking, Eye Movement Data, Interactive Simulation Envi-
ronments, User Classification, User Modeling. 

1 Introduction 

In recent years, there has been increasing interest in using interactive simulations (IS) 
for education and training. The idea underlying these environments is to foster expe-
riential learning by giving students the opportunity to proactively experiment with 
concrete examples of concepts and processes they have learned in theory. One possi-
ble drawback of IS is that not all students learn well from this rather unstructured and 
open-ended form of interaction (e.g., [1]). These students may benefit from having 
additional guidance when they interact with an IS. The long-term goal of our research 
is to devise mechanisms to provide this guidance in real-time during interaction, per-
sonalized to the needs of each individual student. Detecting these needs, however, is 
challenging because there is still limited knowledge of which behaviours are indica-
tive of effective vs. non-effective interactions with an IS. In previous work [2], we 
showed that it is possible to build user models that can classify successful vs. unsuc-
cessful learners in a IS using logs of user interface actions. In this paper, we investi-
gate student gaze data as an additional source of information to give to a user model 
for assessing how well a user learns with an IS. Initial results on the value of eye-
tracking data in user-modeling for IS were presented in [3] and [4]. They looked at 
gaze information related to the occurrence of a simple gaze pattern defined a priori as 
being relevant for learning with an IS for mathematical functions. We extend this 
work by looking at a much broader range of general eye-tracking features, in the con-
text of a different IS. This is an important contribution to research in user modeling 
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for IS, because pre-defining gaze patterns that indicate learning (as was done in [4, 3]) 
may not always be easy or possible, due to the often unstructured and open-ended 
nature of the interaction that IS support. Furthermore, such pre-defined patterns are 
task specific, and may not directly transfer to a different IS. In contrast, our approach 
is more general and can be applied to a variety of IS. It relies on giving to a classifier 
user model a broad range of standard eye-gaze features that are either task indepen-
dent or based solely on identifying the main components of the target IS interface. 
Then, it is left to the classifier to identify patterns that are indicative of users’ learning 
with that IS. An additional difference of our work from [4, 3] is that, in [4, 3], gaze 
data was integrated with information on action logs, whereas we look at gaze data 
only, to directly evaluate its value in assessing learning in IS. We discuss the perfor-
mance of two gaze-based classifiers for modeling users who interact with the CSP 
applet, an IS that demonstrates the workings of an algorithm for constraint satisfaction 
problems (CSP). We show that these classifiers achieve good accuracy in discriminat-
ing between students who learn well from the CSP applet and students who do not, 
thus providing further evidence of the value of gaze data for user modeling in IS.  

In the rest of the paper, we first discuss related work. Next, we describe the CSP 
applet, and the study we ran to collect the necessary eye-tracking data. After discuss-
ing data pre-processing, we illustrate the performance of two different classifiers built 
on this data. We conclude with a discussion of the future work.  

2 Related Work  

Using eye tracking to understand cognitive constructs such as intentions, plans or 
behaviour has received a lot of attention in psychology (e.g., [5, 6]). Researchers in 
human computer interaction and intelligent interfaces also started looking at gaze data 
as a source of information to model relevant cognitive processes of users during spe-
cific interaction tasks. For instance, gaze data has been investigated to capture users’ 
decision making processes during information search tasks (e.g., [7, 8]), for activity 
recognition during working with a user interface (e.g., [9]), to predict word relevance 
in a reading task [10], to predict how well users process a given information visualiza-
tion (e.g., [11]), and to estimate mental workload in relation to evaluating users’ inter-
ruptibility (e.g., [12]). Muldner et al. [13] looked at pupil dilation to detect relevant 
user affective states and meta-cognitive processes during the interaction with a learn-
ing environment that supports analogical problem solving. Knoepfle et al. [14] used 
eye-tracking data for comparing existing theories of how users learn to play strategies 
in normal-form games. The theories were compared in terms of how they could pre-
dict users’ moves and attention to relevant information during interaction with a com-
puter card game, with all theories showing limited predictive power. 

In our work, we are interested in investigating whether a user’s gaze patterns dur-
ing interaction with an IS can be used to assess if the student is learning. We were 
inspired by existing research showing that it is possible to identify distinctive patterns 
in the gaze data of successful vs. unsuccessful users during simple problem solving 
and question answering tasks (e.g., [15–18]). In this body of work, the attention pat-
terns analyzed related mainly to processing the problem description [15] or supporting 
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The CSP applet provides several mechanisms for the interactive execution of the 
AC-3 algorithm on a set of available CSP problems. These mechanisms are accessible 
through the toolbar shown at the top of Fig. 1 or through direct manipulation of graph 
elements. The user can, for instance: (i) use the Fine Step button to see how AC-3 
goes through its three basic steps (selecting an arc, testing it for consistency, remov-
ing domain values to make the arc consistent); (ii) automatically fine step through the 
completion of the problem (Auto Arc Consistency button); (iii) pause auto arc consis-
tency (Stop button); (iv) select a variable to split on, and specify a subset of its values 
for further application of AC-3 (see popup box in the left side of Fig. 1). Alternative 
sub-networks can be recovered by clicking on the Backtrack button on the toolbar. As 
a student steps through a problem, the message panel above the graph panel reports a 
description of each step. Another message panel situated below the graph panel re-
ports the history of domain spitting decisions made by the user, i.e., which value-
variable assignment has been selected at each domain splitting point.  

The CSP applet currently does not provide any explicit support to help students 
learn at best from the mechanisms described above. Research however, shows that 
students may benefit from this support, since unaided exploration of interactive simu-
lations often fails to help students learn [1]. The purpose of the study described in the 
next section was to collect data to investigate whether a user’s attention patterns can 
be indicators of effective vs. non-effective learning with the CSP applet, to be even-
tually used in a user model that can drive personalized support when needed. 

4 User Study 

Fifty computer science students participated in the study. The data for 5 users was not 
usable due to technical issues, reducing the dataset to 45 users. All participants were 
required to have taken a set of courses ensuring that they would have the prerequisites 
to study Constraint Satisfaction Problems as discussed below. Participants were run 
one at the time, and each experimental session was structured as follows. First, partic-
ipants were asked to study a text book chapter on Constraint Satisfaction Problems 
and the AC3 algorithm. This part was allotted 45 minutes and all the participants re-
ported finishing the material in the given time. Then, participants wrote a pre-test 
designed to evaluate their understanding of the CSP concepts covered in the chapter 
they had studied. Next, participants were shown a video that explained the functional-
ities of the CSP applet. 

The main part of the experiment was run on a Pentium 4, 3.2GHz, with 2GB of 
RAM with a Tobii T120 eye-tracker as the main display. Tobii T120 is a remote eye-
tracker embedded in a 17” display, providing unobtrusive eye-tracking (as opposed to 
what head-mounted devices do). In addition to the user’s gaze data, Tobii also records 
video data of the user’s face. After undergoing a calibration phase for the eye-tracker, 
the participants started working with the applet to solve two CSP problems: first an 
easier problem involving 3 variables, 3 constraints and at most 2 domain splitting 
actions to find its unique answer; next, a more difficult problem involving 5 variables, 
7 constraints and a minimum of 5 domain splitting actions to find its two solutions. 
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We determined the threshold by plotting the percentage of segments that get dis-
carded for different threshold values. The threshold value of 85% was selected, be-
cause it is where the percentage of discarded segments starts to rise sharply (Fig. 3). 
Fig. 4 shows the percentage of samples left after discarding the invalid segments 
based on the 85% threshold. For all users except one, more than 90 percent of the 
samples were kept. The average duration of each user’s interaction with the CSP app-
let only changed from 16.7 (SD = 9.0) to 16.3 (SD = 8.8) minutes. Next, we will ex-
plain the eye gaze features calculated for each user. 

 

Fig. 3. Percentage of segments discarded for 
different threshold values 

Fig. 4. Histogram of users with different 
percentage of segments left after removing 
the invalid segments 

6 Eye Gaze Features 

An eye-tracker provides eye-gaze information in terms of fixations (i.e., maintaining 
eye-gaze at one point on the screen) and saccades (i.e., a quick movement of gaze 
from one fixation point to another), which are analyzed to derive a viewer’s attention 
patterns. As mentioned in the related work section, previous research on using gaze 
information for assessing learning in IS relied on tracking one specific attention pat-
tern, predefined a priori [4, 3]. In contrast, in our analysis we use a large set of basic 
eye-tracking features, described by [21] as the building blocks for comprehensive 
eye-data processing. These features are built by calculating a variety of statistics upon 
the basic eye-tracking measures described in Table 1. Of these measures, Fixation 
rate, Number of Fixations and Fixation Duration are widely used (e.g., [11, 15–17]); 
we also included Saccade Length (e.g., distance d in Fig. 5), Relative Saccades Angle 
(e.g., angle y in Fig. 5) and Absolute Saccade Angle (e.g., angle x in Fig. 5), as sug-
gested in [21], because these measures are useful to summarize trends in user atten-
tion patterns within a specific interaction window (e.g., if the user’s gaze seems to 
follow a planned sequence as opposed to being scattered). Statistics such as sum, 
average and standard deviation can be calculated over these measures with respect to: 
(i) the full CSP applet window, to get a sense of a user’s overall attention; (ii) specific 
areas of interest (AOI from now on) identifying parts of the interface that are of spe-
cific relevance for understanding a user’s attention processes. 
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the AOIs we did not compute saccade-based features, which are less commonly used 
than fixation-based features in eye-tracking research. In total, we included 67 fea-
tures, 11 for the full CSP window, and 56 for AOI. 

7 Classifying Learners Based on Gaze Data 

To ascertain whether a user’s success in learning with the CSP applet can be identi-
fied using his/her eye movement data, we built two different classifiers using this 
data. The first classifier uses the eye-tracking features described in section 6, com-
puted over the complete interaction of a student with the CSP applet (Whole Interac-
tion dataset from now on). Thus, this classifier relies on features that describe a user’s 
overall attention patterns during the study task. The second classifier uses features 
that reflect the changes in the user’s attention patterns between solving the first and 
the second problem (Interaction Evolution dataset). Each classifier is built to discri-
minate between two classes of users, High Achievers (HA) and Low Achievers (LA), 
defined based on the median split of Proportional Learning Gain (PLG) from pre-test 
to post-test. PLG is defined as the ratio of a student’s actual learning from pre-test to 
pos-test, over the student’s maximum possible learning (in percent). Thus, PLG pro-
vide a better way to compare learning between students with high and low pre-test 
scores than absolute learning gains do.  

The median PLG is 45.83, resulting 23 LA and 22 HA. The average PLG overall is 
41.25 (SD = 35.31). It is 68.27 (SD = 12.39) for the HA and 15.40 (SD = 30.29) for 
the LA group. In the next two sections, we discuss each classifier and its performance 
results. 

7.1 User classification Based on the Whole Interaction Dataset  

This classifier aims to predict a user’s class label (HA vs. LA) using the Whole Inte-
raction dataset, i.e., the 67 features that describe a user’s overall attention patterns 
during the study task. We tried 6 different classifiers from the different classifier 
types available in the Weka data mining toolkit (Decision Tree based, Support Vector 
Machine, Linear Ridge Regression, Binary Logistic Regression and Multilayer Per-
ceptron), using feature-selection and leave-one-out cross-validation. The classifier 
with the highest accuracy is a Decision Tree based Classifier generated using the C4.5 
algorithm (DTC from now on). The accuracy of the DTC for each class and overall is 
shown in Fig. 6 (we will discuss the RRC classifier shown in the picture in the next 
section). The figure also reports the accuracy of a baseline classifier that always se-
lects the most likely class (LA in our case), thus failing in all cases of the other class. 
The DTC achieves 71.1% overall accuracy, which is significantly higher than baseline 
(χ2 (1) = 16.01, p < 0.001). DTC does not have very high accuracy (63.3% ) for the 
HA class, but achieves 78.3% accuracy for the LA class, showing that it can recog-
nize those students who may need help to better learn with the CSP applet. These 
results clearly show the potential of using eye movement data as a source of informa-
tion to classify learning performance.  
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The structure of the decision tree, shown in Fig. 7, indicates which features contri-
bute to discriminate between high and low achievers with the CSP applet. In Fig. 7, 
each node represents a feature with a partitioning value that DTC uses to separate 
users into two groups, one with values higher than the partitioning value (right branch 
of the node) and one with values that are lower (left branch of that node). The num-
bers next to each branch specify how many HA and LA datapoints are found in the 
corresponding subgroup. The leaves of the tree assign a class label to all the users in 
the corresponding subgroups. For simplicity, we will only look at the top three nodes 
of the tree The partition of datapoints created by the root node 
(prop_Total_fixations_Bottom in Fig. 7) shows that LA tend to have a higher propor-
tion of fixations in the Bottom AOI than HA. The Bottom panel is only used for dis-
playing domain splitting information, which becomes relevant only when a CSP 
graph has been made arch consistent. Thus, showing a higher proportion of fixations 
in this panel may be an indication that LA are looking at irrelevant information due to 
confusion or not knowing which action to perform next. Interestingly, the partition 
created by the left child of the root node, (Bottom_fixation_rate in Fig. 7), shows that 
most HA in this branch have higher fixation rate in the Bottom AOI, suggesting that, 
although HA look at the bottom panel less often than LA, when they do look they 
seem to pay more attention. 

  

Fig. 6. The classifier performance 
(percent) for each class and overall 

Fig. 7. The Decision Tree Classifier 

Thus, it appears that HA know the value of the information displayed in the Bot-
tom panel and only use it when it is relevant. These results are consistent with the 
findings in problem solving research indicating that successful problem solvers show 
selective attention to relevant information, while unsuccessful problem solvers tend to 
get distracted by irrelevant information [17, 18]. The right child of the root node 
(num_Top_to_Graph) generates a partition based on the number of transitions be-
tween Top and Graph AOIs, and it appears twice in the right subtree. At the second 
level of the tree it identifies a subgroup of LA who show a high number of transitions, 
while at the third level it identifies a subgroup of HA who show this pattern. Since the 
Top panel is used for displaying the outcome of any action related to stepping through 
the AC-3 algorithm, for the HA sub-group the high number of transitions between the 
two AOIs could be a sign of focused attention to the workings of the algorithm, which 
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helped them learn from the interaction. For LA, on the other hand, the high number of 
transitions from top to graph panel, may be another indication of confusion, for in-
stance if they happened in a few clusters as opposed to regularly after every action. A 
more detailed gaze-data analysis at the level of user actions would be necessary to 
gain further insights on what is happening with this group of LA.  

7.2 User classification Based on the Interaction Evolution Dataset 

For our second classifier, we wanted to explore whether changes in the user’s atten-
tion patterns from the first to the second problem (P1 and P2 from now on) could be 
predictors of learning. We calculated the 67 features described in section 6 for each of 
the two periods during which the user was interacting with P1 and P2, respectively, 
and then we compared the values obtained to verify whether any difference actually 
existed. A battery of paired t-tests on the values for each feature in P1 and P2 resulted 
in 44 features that are significantly different, indicating that users’ attention patterns 
do change to some extent when solving these two problems.  

We used these 44 features, with values assigned to be the difference between their 
corresponding values for P1 and P2 (Interaction Evolution dataset), to train a second 
classifier of LA vs. HA. As with the previous dataset, we tried 6 different classifiers, 
with the classifier using Ridge Regression (RRC from now on), obtaining the highest 
accuracy. The RRC’s performance of for each class and overall, is shown in Fig. 6. 
The RRC achieves 77.8% accuracy overall, which is significantly higher than baseline 
(χ2 (1) = 29.17, p < 0.001). The overall accuracy of the RRC is also higher than 
DTC’s, but the difference is not significant. It should be noted, however, the RRC 
achieves significantly higher accuracy than DTC on the HA class (χ2 (1) = 8.408, p = 
0.004), thus yielding a much better balance between the accuracy of the HA and LA 
classes (77.3% and 78.3% respectively). These results indicate that changes in a us-
er’s gaze patterns as the interaction with the CSP proceeds and the user attempts more 
difficult problems can be even more informative than overall attention patterns for 
predicting learning with this IS.  

Table 4. Regression features with non-zero coefficients 

Feature 
Change 
(P1 to P2) 

Stand. 
Coef. 

Feature 
Change   
(P1 to P2) 

Stand. 
Coef. 

Bottom_num_fixations Increase 1.3837 Total_num_fixations Increase -0.2487 

num_Toolbar_to_Toolbar Increase 0.6519 Top_longest_fixation Decrease -0.3498 

prop_Graph_to_Graph Increase 0.5857 num_Graph_to_Toolbar Increase -0.4110 

num_Toolbar_to_Top Decrease 0.3441 num_Graph_to_Top Decrease -0.5729 

Top_fixationrate Increase 0.3177 num_Graph_to_Bottom Increase -0.8279 

 SD_absolute_saccade_angles Decrease -0.8783 

As we did with the classifier described in the previous section, we now discuss 
some of the features that contribute to distinguish LA from HA in our second classifi-
er. The complete set of features with non-zero coefficients in the regression model is 
shown in Table 4. The table also reports, for each feature, the direction of change 
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between P1 and P2, as well as its standardized coefficient. Here we discuss some of 
the most intuitive features with high impact in the regression (as measured by the 
standardized coefficients). The strongest positive indicator of learning in Table 4 is an 
increase in the number of fixations on the Bottom AOI (Bottom_num_fixations) from 
P1 to P2. As discussed in the previous section, the Bottom panel shows domain split-
ting information. Domain splitting is required more often in P2 than in P1, so the 
trend found shows that HA change the amount of attention they devote to the bottom 
panel accordingly while LA fail to do so. Table 4 also shows that one of the highest 
negative predictors of learning is an increase in the number of transitions between 
Graph and Bottom panels from P1 to P2 (num_Graph_to_Bottom), i.e., the number of 
transitions from the Graph to the Bottom panel increases from P1 to P2 for LA. How-
ever, except for the times when domain splitting is performed, there is no new infor-
mation presented in the bottom panel, so these results could be further evidence that 
LA tend to look at the bottom panel when it is not relevant, as indicated by the results 
discussed in the previous section. Another strong negative indicator of learning is an 
increase in the number of transitions from the Graph to the Toolbar AOI 
(num_Graph_to_Toolbar). As users gain more experience with the interface, it is 
expected that they would shift their attention less often between the Graph and Tool-
bar. Thus, an increase in number of transitions can be interpreted as a sign that, during 
the interaction with the second more complex problem, LA were more often at loss 
about what action to perform next and looked frequently at the Toolbar for inspira-
tion. In contrast, Table 4 shows that the number of gaze shifts staying in the Toolbar 
buttons area (num_Toolbar_to_Toolbar) is positively associated with learning. This 
feature shows the process of making decisions about which action to perform next. A 
likely reason for HA to go back and forth between the items on the toolbar more often 
during P2 than during P1 is that more actions are relevant at the same time for solving 
P2 (e.g., continuing to step through the solution of a sub-case resulting from domain 
splitting vs. deciding to backtrack to an alternative sub-case because the current one 
does not look promising) and HA are carefully considering the available options. 

    To summarize, the good classification performance on the Interaction Evolu-
tion dataset shows that taking into account temporal information on how attention 
patterns evolve during logical units of interactions (e.g., different problems in our 
case) can further improve the potential of eye-tracking data for user modeling for IS.  

8 Conclusion and Future Work  

We presented results on using eye-tracking data to assess user learning with an inter-
active simulation for constraint satisfaction problems (the CSP applet). We showed 
that a classifier using solely information on a user’s overall attention patterns during a 
complete session with the CSP applet can achieve good accuracy in distinguishing 
students who learned well from students who did not. Adding information on how 
students’ attention patterns changed while solving two different problems of increas-
ing difficulty further improved classification accuracy.  
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Classification in this work was done after the interaction, as a proof of concept for 
the value of eye-tracking data in user modeling for IS. As a next step, we want to 
leverage the results discussed here to increase the accuracy of an online classifier of 
user learning we previously developed based solely on interface actions [2]. The goal 
is to have a user model for the CSP applet that integrates both gaze and action data to 
classify users during the interaction. We also plan to investigate techniques to further 
exploit the temporal nature of attention patterns, such as clustering of scanpaths (se-
quences of consecutive saccades). Finally, we are investigating how to design adap-
tive interventions for the CSP applet, to be provided to users when the user model 
detects that they are not learning well from the interaction.  
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Abstract. The ageing of the world population is leading to an increased number
of elderly people remaining in their homes, requiring different levels of care. MIA
is a user-centric project aimed at monitoring elderly people in order to help them
remain safely in their homes, where the design of the system is informed by the
requirements of the stakeholders. In this paper, we present the results of two user
studies that ascertain the views of elderly people and their informal carers regard-
ing the acceptability and benefits of in-home monitoring technologies: (1) con-
cept mapping coupled with brainstorming sessions, and (2) questionnaires. We
then discuss how these requirements affect the design of our monitoring system.

1 Introduction

The proportion of people aged over 60 worldwide will increase from 10% in 2000
to 20% in 2050 [12]. This shift, together with current trends in health-care services,
underscores the need for solutions that support older adults in their own homes [6].
Furthermore, older adults prefer to remain in their homes, living as independently as
possible, even when faced with conditions that challenge their independence [4,5,15].
In fact, there is already an increase in the number of older people living in their homes,
with restrictions in daily living activities, reduced independence, and curtailed partic-
ipation in meaningful activities and social networks [1]. This situation is exacerbated
by vision impairment – a common disability associated with ageing, which affects 185
million people over the age of 50 worldwide [9].

These issues have motivated a plethora of projects that focus on providing computer-
based assistance for different aspects of the ageing process (e. g., specific medical con-
ditions or general safety) [12]. Many of these projects consist of in-home monitoring
systems, which are equipped with sensors that monitor the residents, and share the col-
lected information with the residents or their caregivers, e. g., [2,8,13]. These systems

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 139–150, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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may include “heavy” options, such as sensor gloves [11], which detect fine-grained
activities (e. g., slicing bread), or “lightweight” options, which detect coarse-grained
activities (e. g., presence in the kitchen) [8].1 Although research shows that technolog-
ical aids are discarded when they do not meet users’ needs and preferences [2], only a
few of the current projects have adopted a user-centric approach, and only for particular
aspects (e. g., Agnes for communication, http://agnes-aal.eu/, and Bedmond
for the early detection of Alzheimer’s disease, http://www.bedmond.eu).

The MIA project (Monitoring, Interacting and Assisting) proposes to develop sensor-
based systems that will help elderly people remain safely in their homes. A central
objective of our project is to ascertain our stakeholders’ requirements in order to develop
systems that are useful and well received. Although the envisaged system is expected
to be useful to elderly people in general, in this project we focus on vision-impaired
people for two reasons: (1) as indicated above, visual impairment is common in elderly
people, and (2) focusing on a specific population enables us to develop more targeted
models, which can later be tailored to different populations.

In this paper, we present the results of the first stage of our project, which com-
prises two user studies that consider the requirements of different stakeholder groups
(older adults, informal carers and health-care professionals), and canvass (1) the stake-
holders’ views regarding benefits of in-home monitoring systems, (2) their concerns
about these systems, and (3) their opinion about the acceptability and importance of
actions performed by these systems. Our first study, which consists of concept mapping
coupled with brainstorming sessions, yielded general characteristics of a monitoring
system that are of interest to the stakeholders. Our second study, in the form of detailed
questionnaires, revealed attitudes towards specific aspects of the system. The obtained
information, which guides the design of our system (Sect. 6), will be validated against
actual acceptance as the system is developed.

This paper is structured as follows. Section 2 discusses related research. Sections 3, 4
and 5 describe our user studies, analysis methodology and results respectively. Section 6
discusses the impact of our results on system design and concludes the paper.

2 Related Research

Many projects explore smart-home technologies for the elderly, e. g., [4,8,11,12,15].
However, most are developed from a technological point of view, often overlooking the
needs and preferences of the target users [12]. This is problematic, since the adoption of
a system relies on its acceptance by the target users [2]. For example, Courtney et al. [2]
found that surveyed residents of a continuing care retirement community deemed cer-
tain in-home monitoring technologies to be inappropriate (e. g., image-based technolo-
gies) or redundant (e. g., a stove sensor), which negatively affected their willingness to
adopt these technologies. Further, Fisk et al. [5] noted that age-related factors that pose
additional challenges to people’s use of technology (such as cognitive, mobility and
sensory impairments) must be taken into account during system design.

1 A list of current European projects appears in
http://www.aal-europe.eu/projects

http://agnes-aal.eu/
http://www.bedmond.eu
http://www.aal-europe.eu/projects
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Recently, researchers have begun to assess the attitudes of users towards smart-home
technologies, focusing on user attitudes towards specific technologies, factors influenc-
ing the adoption of smart-home technologies, and user concerns, e. g., [4,6,7,13,15,16].
Overall, older adults have been found to have a positive attitude towards smart-home
technologies [4,6], and reported maintaining independence, detecting cognitive decline,
sharing information and monitoring health [15], and having an increased sense of safety
and security [13] as some of the benefits of this technology. At the same time, they indi-
cated that smart-home technology must be user friendly, reliable, non-intrusive, afford-
able, must be able to detect a range of emergency situations, and must require minimal
action on the part of the user [4,7].

Despite the wealth of knowledge provided by these studies, they variously suffer
from the following limitations: small sample sizes [2], exploring the views of one user
group only (generally the older adult) [6], obtaining the views of individuals who may
not be in need of this technology (e. g., young people) [16], consulting users after the
product is finished [7], or assessing user views on specific aspects of the technology
(preventing them from openly expressing their views about other aspects) [6]. The
TigerPlace project [3,4] overcomes some of these limitations, demonstrating to some
extent how multiple stakeholders (i. e., the older adult, family members and health-care
professionals) may be involved in all aspects of system design.

Following [3,4], we consider these three stakeholder groups in order to obtain a broad
range of views about in-home monitoring systems,2 while focusing on older adults with
vision impairment, which supports the development of targeted models. From a method-
ological perspective, in addition to classical questionnaires, we employ concept map-
ping coupled with group-based brainstorming sessions [14], which enable participants
to express their ideas freely about any aspect of the technology.

3 User Studies

Our studies assess the views of older people with vision impairment (hereafter called
‘patients’), informal caregivers and health-care professionals regarding in-home mon-
itoring systems. To this effect, we employed two methodologies: (1) concept mapping
(Sect. 4.1) coupled with brainstorming sessions, and (2) questionnaires. The former was
used to find themes that are relevant to the envisaged system, and to determine their im-
portance to the stakeholders. During the brainstorming sessions, the participants offered
statements that reflected their views about in-home monitoring systems. They then as-
sessed the relative importance of these statements, and sorted them into conceptually
homogeneous categories, yielding general themes that describe the main characteristics
of a monitoring system from the point of view of the participants. The questionnaires
provide a structured way to canvass the views of larger groups of people regarding
specific system-related questions.

3.1 Study Population and Recruitment

Owing to our focus on vision-impaired elderly people, we recruited patients aged 60
years or older who presented with a visual acuity of less than half the nominal acuity

2 Our questionnaire is yet to be completed by enough health-care professionals.
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Table 1. Participants in the user study

Patient Caregiver Professional Total
Brainstorming 16 8 7 31
Sorting & Rating 10 7 7 24
Questionnaire 78 25 5 108
Total 78 25 12 115

(i. e., 6/12 in metres or 20/40 in feet) in the better eye. Informal caregivers and health-
care professionals were aged 18 years or older, where a caregiver was identified as the
person the patient ‘usually turns to for help’.

Eligible patients and caregivers were recruited from eye clinics of the Royal
Victorian Eye and Ear Hospital (Victoria, Australia). Health-care professionals were
recruited from Able Australia (an organisation that offers community-based support
services to people with a vision or hearing impairment) and the Centre for Eye Research
Australia (CERA). Staff included service coordinators, team managers and orthoptists.
All concept-mapping sessions were conducted at CERA, but participants had the option
of completing the questionnaire at CERA or over the telephone.

In total, 115 participants were recruited for this study: 78 patients, 25 caregivers and
12 health-care professionals. Table 1 shows a breakdown of the number of participants
who completed the three tasks associated with the study: (1) brainstorming, (2) sorting
and rating, and (3) questionnaire. Brainstorming sessions were attended by 31 partici-
pants, of which 15 also completed the sorting/rating task; 9 additional participants were
recruited for this task (yielding a total of 24). The questionnaire was completed by 108
participants (of whom 11 had participated in the brainstorming sessions only, 9 in the
sorting/rating task only, and 15 in both activities).

3.2 Brainstorming Sessions and Statement Assessment

The brainstorming sessions and sorting/rating tasks generate the input for the concept-
mapping component. Four brainstorming sessions were conducted for patients and care-
givers, and a fifth session was held for health-care professionals. All five sessions were
attended by 5-7 participants, each session taking approximately 1.5 hours. Four addi-
tional participants (one patient, one caregiver and two health-care professionals) who
could not attend any of the sessions were interviewed separately.

At the beginning of each brainstorming session, a facilitator gave a detailed expla-
nation of the study, showed sample sensors, and presented a short film (made in-house)
demonstrating the proposed technology.3 Participants were then invited to generate
statements in response to the following two seeding prompts: (1) How can an in-home
monitoring system be used to enhance quality of life in people with low vision?, and
(2) Concerns people may have related to the use of such technologies include . . . .

3 Prior to these trials, we conducted a pilot study where participants were given the same detailed
explanation and shown the sensors, but no film was shown. The subsequent brainstorming
session revealed that the participants had failed to understand the functionality of the proposed
system. To overcome this problem, we made a film, whose screening significantly improved
understanding. The results from the pilot study are excluded from this paper.
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In total, 376 statements were generated from the brainstorming sessions and indi-
vidual interviews (between 50-69 statements per group in total). The statements were
reviewed by two researchers, who (by consensus) removed unclear or irrelevant state-
ments (e. g., “The kitchen is a dangerous place”), and combined repetitive or overlap-
ping statements into single statements. 293 statements were removed in this manner,
of which 204 (70%) were repetitions. This amount of repetition indicates that the data
from the brainstorming sessions have reached saturation. When necessary, the remain-
ing 83 statements were rephrased to express requirements, e. g., “I am worried that
maintenance will be too expensive” was rephrased as “maintenance costs should be
low”. This was done so that the participants would consider only one sentence style
when performing the sorting/rating task.

To ascertain the stakeholders’ views regarding the importance of the resultant state-
ments and their perceptions about the relationship between the statements, participants
were recruited for the sorting/rating task (15 had participated in the brainstorming ses-
sions, and 9 were new). In the sorting task, each participant was asked to group the state-
ments into categories (in any way the participant thought made sense), and to give the
categories titles that best describe their contents. This grouping information is the basis
for the distance metric used in the clustering process of concept mapping (Sect. 4.1). In
the rating task, each participant rated the relative importance of each statement (for sup-
porting independent living of older people with vision impairment) on a 5-point Likert
scale (1 = “relatively unimportant” and 5 = “extremely important”).

3.3 Questionnaires

We developed three formative, semi-structured questionnaires (which include multiple-
choice and open-ended questions) for patients, caregivers and health-care profession-
als to assess their perceptions regarding the envisaged technology, and their needs and
preferences.4 Specifically, we sought to ascertain the stakeholders’ views regarding
(1) features of in-home monitoring systems, (2) reasons for accepting/rejecting a sys-
tem, (3) usefulness and appropriateness of reporting different types of information, and
(4) who should have access to the obtained information (i. e., particular people or agen-
cies); and (5) their concerns regarding the envisaged system (e. g., privacy). We also
obtained personal information, such as living arrangements, familiarity with technol-
ogy, socio-demographic characteristics, and clinical and personal circumstances.

4 Methodology

We employed two main techniques to process the gathered information: concept map-
ping and traditional statistical analysis.

4.1 Concept Mapping

Originally, concept maps were graphical visualisation tools for organising and repre-
senting information [14]. These tools have been developed into a methodology which

4 The questionnaires differ in aspects that are relevant to particular groups, e. g., “What is your
relationship with the older adult you care for?” is relevant only to caregivers.
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combines information gathering and statistical analysis. The information-gathering part
combines brainstorming sessions with a sorting/rating exercise (Sect. 3.2). During sta-
tistical analysis, multi-dimensional scaling (MDS) is applied to position the partici-
pants’ statements on a point map, followed by hierarchical cluster analysis to clus-
ter these statements. This was done with the Concept Systems (CS) software package
(http://www.conceptsystems.com/). The distance metric used for MDS is
based on the frequency with which two statements were sorted into the same category
by the participants (the higher the frequency, the shorter the distance). For instance,
statement 64 (“Maintenance costs should be low”) and 46 (“The cost of the sensors,
computer and installation of these devices should be affordable for pensioners”) were
assigned to the same category by 23 users. Hence, they were positioned closer together
than statements 64 and 1 (“Safety should be monitored in all rooms of the house, includ-
ing hallways”), which were never assigned to the same category. Although in principle,
the statements may be grouped manually, clustering the statements by the frequency
with which participants assign them to the same category reduces researcher bias [14].

4.2 Questionnaires

We mainly applied simple descriptive statistics (proportions and means) to gain insights
regarding the views of patients and caregivers about the benefits and acceptability of in-
home monitoring systems, and their concerns about these systems. Significance tests
were performed and correlations calculated for specific observations.

5 Results

We report on the clustering and rating results followed by the questionnaire results.

5.1 Clustering

The CS package was set to generate 14 cluster configurations, ranging from 2 to 15
clusters (this setting is configurable). Two researchers, who jointly reviewed these con-
figurations, selected a 9-cluster solution, which has a stress value of 0.22 (a favourable
stress value is considered to be < 0.35).5 Table 2 lists the nine clusters, and shows
two highly-ranked statements within each cluster.6 The first column shows the clus-
ter/statement number, the second column contains the title (and the number of state-
ments in a cluster), and the third column shows the average importance rating for all
participants on a scale from 1 to 5 (1 = “relatively unimportant” and 5 = “extremely im-
portant”). Figure 1 shows the grouping of the 83 statements into these clusters, where
each dot represents a statement, and the relative position of two statements reflects how
often they were assigned to the same category during the sorting task (Sect. 3.2). Each

5 Stress represents the amount of variance in the raw data (results of individual sorting tasks)
which is unexplained by the multidimensional scaling solution – a small amount of unex-
plained variance yields a low stress value [10].

6 It is worth noting that a few statements did not have a good conceptual fit with their cluster,
e. g., “Safety is monitored in all rooms of the house, including hallways” was assigned to C9.

http://www.conceptsystems.com/
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Table 2. Nine clusters and two highly-ranked statements per cluster

# Statement Avg.
Rating

C1 Affordability (7 statements) 4.31
46 The costs of the sensors, computer and installation of these devices should be afford-

able for pensioners.
4.63

47 Financial support should be provided to users of this system for the purchasing,
installation and running of the system.

4.46

C2 Implications of the users’ reliance on the system (4 statements) 4.13
9 The limitations of the system should be clearly communicated to the older adult. 4.46

60 The older adult and/or caregiver should be given clear instructions about what to do
if the system should stop working.

4.38

C3 Simplicity of installing, operating and maintaining the system (8 statements) 4.09
13 The system should be easy to operate. 4.46
57 The battery life of the sensors should be long. 4.33
C4 System integrity and reliability (11 statements) 4.09
40 The system should continue to work during blackouts. 4.63
2 The system should be able to reliably tell the difference between emergency and

non-emergency situations
4.42

C5 Detecting falls and monitoring safe movement in the home (8 statements) 4.08
35 The system can detect if the older adult has a fall in the home. 4.54
39 The system can monitor the older adults’ safety in the bathroom and toilet. 4.42
C6 User customisation (5 statements) 4.07
32 The older adult should nominate how they would like alerts issued in their home

(i. e., audio, visual, vibration).
4.17

24 The system should monitor activities and safety concerns that are specific to the
older adult.

4.13

C7 User preferences regarding information delivery to caregivers (12 statements) 4.00
48 A follow-up alert should be issued to a second caregiver when the primary caregiver

does not respond.
4.46

19 Information about the older adult should be secure, kept private and shared only with
people it is intended for.

4.33

C8 Caregiver alerts based on abnormal length of stay (7 statements) 3.70
10 The system can let the caregiver know when the older adult has been locked out of

the house.
4.00

51 The system can let the caregiver know when the older adult has stayed too long in
the bathroom or toilet.

3.92

C9 Personal alerts and notifications for the older adult (21 statements) 3.33
80 The system allows for a personal safety device that the older adult can press in an

emergency.
4.54

68 The system can let the older adult know if they leave the stove or gas on for too long. 4.38

bounded area represents a cluster of similar statements, and is accompanied by its title
and average importance rating. Similar themes are located close to each other within the
map (the absolute positions of the statements are not important, i. e., the graphic may
be turned in any direction). These results highlight the key features that, according to
our participants, are required for a monitoring system to be acceptable and beneficial.
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Fig. 1. Clusters produced by concept mapping

5.2 Rating

As seen in Table 2 and Fig. 1, overall, Affordability (C1) was considered the most impor-
tant cluster, and Personal alerts and notifications for the older adult (C9) the least im-
portant. We computed the Pearson correlation between the average ratings of the three
pairs of groups regarding statement importance, which is strong between patients and
caregivers (r = 0.86) and between patients and health-care professionals (r = 0.78),
but only moderate between caregivers and professionals (r = 0.60). Figure 2 shows the
association between the views of the three stakeholder groups about cluster importance.
All three groups agreed that C9 is the least important cluster, but there are discrepant
cluster ratings which reflect the concerns of each stakeholder group. Specifically,

– patients and caregivers considered Affordability (C1) to be of the highest impor-
tance, compared to professionals, who gave it a medium rating;

– patients rated Simplicity of installing, operating and maintaining the system (C3)
higher than caregivers and professionals;

– caregivers rated Caregiver alerts based on abnormal length of stay (C8) higher than
patients and professionals; and

– professionals rated User customisation (C6) and Implications of the users reliance
on the system (C2) higher than patients and caregivers.

5.3 Questionnaires

Below we present the main insights obtained from the patients’ and carers’ responses
to the questionnaires, broken down by the topics presented in Sect. 3.3. Most of the
results indicate percentages (statistical significance, computed with Fisher’s exact test,
is noted when present). It is worth mentioning that caregivers use technology more than
patients (statistically significant, p = 0.002) and are more comfortable with technology
(p = 0.006). This makes intuitive sense, as the patients are older and vision impaired.
However, we found no statistically significant difference in perceptions regarding in-
home monitoring systems when we compared different usages of technology.
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(a) Patients & caregivers (b) Patients & professionals (c) Caregivers & professionals

Fig. 2. Associations between importance ratings of patients and caregivers, patients and health-
care professionals, and caregivers and health-care professionals

In-Home Monitoring Systems. All the caregivers thought that a monitoring system
would be of benefit (now or in the future), while 14% of the patients deemed it to be of
no benefit. Further, 72% of the caregivers felt that the system would enable them to take
better care of the patients, while only 58% of the patients felt that this was the case. At
the same time, about 70% of the patients and carers felt that the system would enable
patients to lead a safer life and live independently for longer, and 76% of the carers felt
the system would give them peace of mind. Both patients and caregivers felt that the
decision to install the system should be made by the patients alone (32%) or by patients
and caregivers together (40%), and both groups were willing to be trained in the use of
the system (but the patients were slightly less enthusiastic: 70% versus 80%).

Reasons for Accepting/Rejecting an In-Home Monitoring System. Carers mainly
had safety concerns: the most frequent reasons for accepting the system were detecting
falls and dangerous situations (96%) and safety (91%), which correspond to cluster C5.
These reasons were also ranked as the most important by patients and carers. 85% of
the patients shared the carers’ concern for falls and dangerous situations, but the reason
nominated most frequently by the patients (87%) was maintaining independence, which
was mentioned by only 57% of the carers (statistically significant, p = 0.05).

Over half the caregivers found no reason to reject the system, while only 28% of
the patients agreed with this view. The most often cited reasons for rejection were cost
(carers and patients) and the system being unnecessary at this stage (patients). Further,
76% of the patients and 88% of the carers deemed cost to be “important” to “critical”,
which agrees with the high priority of the Affordability cluster (C1).
Usefulness and Appropriateness of Reporting Different Types of Information. When
asked about specific activities, about 2/3 of the patients found it acceptable to have their
presence at home, movements around the house and use of the bathroom monitored,
while only 1/3 agreed with their use of the toilet and the telephone being monitored.
The main point of disagreement between patients and carers pertained to the patients’
use of the toilet (which about half the carers found acceptable to monitor). Interestingly,
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when asked an open-ended question about activities or places that are not acceptable to
monitor, all the caregivers replied that everything would be acceptable, while 17% of
the patients nominated some unacceptable locations, mainly toilet and bedroom.

In line with the reasons for accepting a monitoring system, both patients and care-
givers agreed that the most useful notifications pertain to alarms regarding falls and
to safety issues. None of the carers found such alarms useless, while 12 (15%) of the
patients indicated that they would not be useful. In addition, both patients and care-
givers thought it was “important” or “very important” for them to be able to select what
is being monitored and when (70% and 80% respectively for patients and carers). In-
terestingly, this point was never explicitly raised in the brainstorming sessions, which
highlights the advantages of adopting a mixed-method approach for our user study.

Who Should Have Access to the Obtained Information. 96% of the caregivers thought
that they should have access to the information about the patient. This largely matched
the patients’ views, who mainly nominated their spouse or adult child (comprising 89%
of the primary caregivers) to receive this information.

Concerns Regarding the Envisaged System. As one would expect, patients expressed
a greater concern than caregivers about the privacy and security of the information about
themselves, while caregivers were substantially more concerned about the equipment
making mistakes. Additionally, 76% of the patients and 68% of the carers thought that
it was “important” to “very important” for the need for action to be minimal, which
agrees with the Simplicity of installing, operating and maintaining cluster (C3).

Summary. The participants’ replies regarding access to information, privacy and secu-
rity confirm the results obtained from concept mapping, while their views on in-home
monitoring systems and their reasons for acceptance/rejection provide further insights
into their expectations from such systems. The answers to questions about usefulness
and appropriateness of reporting different types of information add detail to the results
obtained from concept mapping, highlight the importance of the patients being able
to control the activities being monitored, and bring to the fore disagreements between
patients and caregivers regarding these activities.

6 Discussion

In-home monitoring systems aim to identify situations that require the intervention of
a remotely located caregiver. In principle, all activities can be monitored to any useful
level of precision. However, in practice there are significant limitations on the sensors
used in these systems in terms of acceptability to the patient and cost effectiveness.

We used a mixed-methods approach to ascertain the views of three stakeholder
groups about the acceptability of in-home monitoring systems for the elderly. We found
that the majority of older adults, caregivers and health-care professionals have a posi-
tive attitude towards such systems, and feel that these systems could help older adults
maintain independence in the home, and ensure the detection of, and response to, im-
mediate needs, especially falls. Several of our specific findings corroborate those in the
literature. Like [4,7], we found that users view smart-home technology as beneficial
and acceptable when it is affordable (C1), reliable (C4), non-intrusive (questionnaire),
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is able to detect a range of emergencies (C5), and requires minimal action from the user
(C3). Like [6,7], we found that the two main barriers to the adoption of an in-home mon-
itoring system are cost and self-perception of need. However, contrary to [15], which
reports a mixed response to family members receiving monitoring information, a large
proportion of our patients nominated their spouses and adult children as recipients.

Our results also yield novel insights regarding implications of an in-home monitor-
ing system on patients’ lives (C2), and older adults’ ability to customise the system
(C6), producing specific findings regarding activities to be monitored (questionnaire)
and methods for delivering information and alerts about the patients (C7-C9). Overall,
our results suggest that in-home monitoring systems must be evaluated on an on-going
basis and include all stakeholders during design and implementation.

Below we describe how our user studies affect the design of our system.
Most of the system’s hardware is based on burglar-alarm system components for the

following reasons. Firstly, the burglar alarm market is large with economies of scale,
and alarm components are designed for economical power usage, thus addressing the
affordability theme (C1). Second, burglar-alarm systems are designed for ease of instal-
lation, operation and maintenance (C3), and do not require special actions on the part
of the users, although skilled installers are still needed. Thirdly, burglar-alarm hardware
has high integrity and reliability (C4); specifically burglar-alarm sensors are reliable,
rugged and usually battery powered, incorporating battery monitoring. This level of
integrity and reliability must be matched by the monitoring software.

On the grounds of acceptability, it is important for the system to be non-intrusive
(questionnaire). A system without image-based technologies or wearable devices may
monitor safe movement (C5) and detect abnormal length of stay (C8) through standard
sensors of burglar-alarm systems. For example, motion sensors can detect a user getting
out of bed or going into the bathroom (and staying for a while). Fall detection (C5) is
more indirect, as it involves detecting the absence of expected motion. Clearly, a more
precise identification of falls is technically possible, but this affects cost and (sensor)
intrusiveness, which conflicts with high-priority patient requirements.

User preferences regarding information delivery to caregivers (C7) and many of the
caregiver (C8) and personal (C9) alerts can be addressed through decision procedures
implemented in the software on the basis of input from existing sensors (e. g., the pa-
tient has stayed too long in the bathroom (C8) or the fridge door has been left open
(C9)). However, some alerts nominated under C8 (e. g., the patient remaining too long
in bed, which could still trigger a motion sensor) or C9 (e. g., the cook-top being left
on) require additional types of sensors, thus affecting cost and intrusiveness. User cus-
tomisation (C6) and the selection of activities to be monitored (questionnaire) require a
combination of software and hardware, e. g., to allow the patient to disable the monitor-
ing of certain locations at will, and to issue an alert when the monitoring of an essential
activity has been disabled for too long. Finally, implications of the users’ reliance on
the system (C2) will be addressed through user studies while the system is being trialed.

At present, a trial sensor network is deployed and gathering data in the home of one
of the authors. Next, we will obtain additional questionnaire results from professional
health-care providers, and we will proceed to build models of users’ behaviour on the
basis of data gathered at the author’s home and other sites.
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Abstract. Social tagging systems (STS) model three types of entities
(i.e. tag-user-item) and relationships between them are encoded into a
3-order tensor. Latent relationships and patterns can be discovered by
applying tensor factorization techniques like Higher Order Singular Value
Decomposition (HOSVD), Canonical Decomposition etc. STS accumu-
late large amount of sparse data that restricts factorization techniques
to detect latent relations and also significantly slows down the process
of a factorization. We propose to reduce tag space by exploiting clus-
tering techniques so that the quality of the recommendations and exe-
cution time are improved and memory requirements are decreased. The
clustering is motivated by the fact that many tags in a tag space are
semantically similar thus the tags can be grouped. Finally, promising
experimental results are presented.

Keywords: tensor factorization, HOSVD, clustering.

1 Introduction

The state of the art tag-based recommenders are based on tensor factorizations
[9, 11] which are a concern of this study. Tensor based recommenders build 3-
dimensional matrix (tensor) by reflecting relationships between all users, items
and tags from STS. Afterwards, a factorization technique is performed on the con-
structed tensor. The tensor approximationusually reveals latent relations between
the involved objects. They outperform other tag-aware state-of-the-art recom-
mendation algorithms as was shown in [9, 11]. They generate recommendations of
items, tags or users from the same approximated tensor [11] – a factorization needs
to be computed only once for all types of recommendations. However, there are
many practical difficulties that restrict usage of tensor based recommenders in real
world applications. Following significant problems are addressed in this paper: A
factorization is computationally demanding process and most of the tensor based
recommenders [9, 11] calculate tensor approximation in the offline mode. When
new users, items or taggings are inserted into a system there is a need to recom-
pute factorization so the appropriate recommendations are generated.Moreover, a
sparse STS data restricts factorization technique to detect latent relations hence a
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recommender is not always able to generate appropriate recommendations. A par-
ticular topic in STS is represented with various tags assigned by different users.
Therefore, user preferences can be too specific due to the nature of tags diversity.
In consequence, a factorization technique cannot correctly detect important inter-
ests of a user as these preferences can be defined differently by other users. Also
a factorization has excessive memory demands when large datasets are used. In
order to generate accurate recommendations there is a need for a tuning process
of factorization parameters which is time-consuming.

Our approach addresses above mentioned problems with exploitation of the
clustering techniques that reduce the size of a tag space. We follow the assump-
tion that majority of the STS contain a lot of related tags which can be grouped
(clustered). The cluster representative is then used instead of a number of tags
which is the reason why the tag space is reduced. To find out which techniques
performs the best under the aformentioned assumptions, we explore 4 different
clustering techniques and evaluate various similarity and distance measures. We
also introduce a heuristic method to speed-up parameters tuning process for
HOSVD recommenders. The main contribution of this paper is twofold:

– Precision of recommendations is improved by ∼ 11% for Bibsonomy and
∼ 1% for Movielens dataset.

– Execution time of a tensor approximation is significantly decreased. The
approach speeds up time performance by ∼ 66% for Bibsonomy and ∼ 64%
for Movielens.

In consequence, memory requirements are significantly decreased. Also, the fac-
torization can be recomputed more often and recommendations will embrace the
new entered objects. To the best of our knowledge, we are the first who introduce
clustering of tag space to reduce a dimension of the tensor to improve precision
and execution time of the factorization for recommender systems.

2 Related Work

Tensor Based Recommenders. Symenonidis et al. [11] introduce a recommender
based on HOSVD where each tagging activity for a given item from a particular
user is represented by value 1 in the initial tensor, all other cases are represented
with 0. The HOSVD factorization of a tensor results into an approximated tensor
which reveals the latent relationships and patterns of the users. The initial tensor
is split into three mode matrices by applying different perspectives to the initial
tensor. The Singular Value Decomposition (SVD) is the factorization method
used for all the three mode matrices. The approximated tensor is computed by
multiplying the results from SVD of the mode matrices. The recommendations
are obtained from the approximated tensor by inspecting the entries that belong
to a given user, item and tag. We utilize this recommendation system and use
it as a baseline for the comparison of precision and time performance with our
proposed techniques. [9] presents different factorization technique that can be
also extended with clustered tag space.
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Parameters Tuning for HOSVDRecommenders. ForHOSVDbased recommenders,
there must be provided a number of preserved top singular values for each mode
matrix. Symeonidis et. al [11] analyze the impact of the parameters on the preci-
sion of the recommendations. According to their empirical results, a 70% of origi-
nal diagonal matrices provides the best quality of recommendations. Rendle et. al
[9] also describe that HOSVD is sensitive to small changes of the parameters. In
both works, the parameters are manually tuned and this naive approach searches
through a defined parameters space that requires executing 3 inner loops as there
is no correlation between the parameters. We utilize genetic algorithm (GA) to
speed up the selection of the optimal parameters as it can explore faster the pa-
rameters search space.

Clustering Techniques. They are commonly utilized within recommendation and
personalization algorithms.Begelman et al.[1] group tags into clusters to improve
search, exploration and subscription of content.The technique builds similar-
ity matrix where an affinity between two tags is based on their co-occurrence
(amount of items that were annotated with given tag pair). Afterwards, the spec-
tral clustering is performed. Our method similarly computes affinities between
tag pairs however, we exploit different similarity measures (Dice coefficient, Jac-
card and Cosine similarities).In [3], tags are expressed as feature vectors and
in such way a tag space is clustered. Each tag is encoded as a vector over the
set of items and a tag frequency for the particular item is used as a weight on
the corresponding position in the vector. Clustering techniques Mean Shift and
K-means also utilize the same approach. There exist also linguistic approaches
(stemming, lemmatization) that cluster tag space based on linguistic resources
such are dictionaries or ontologies. The drawback of linguistic techniques is their
expensiveness and language dependency. [10] expresses each tag with a tag sig-
nature that is a vector with the frequencies of the terms from the documents of
the given tag. Such approach is unfeasible in this work because of the utilized
datasets i.e movies from Movielens dataset do not have textual description and
electronic articles from Bibsonomy would be expensive to process.

3 Clustered Tag Space and GA

We propose to utilize a cluster analysis on the tag space to group similar tags
into clusters. Clustered tag space overcomes tags diversity, reduces sparsity and
better expresses users’ preferences in STS. As consequence, it improves a pre-
cision of the recommendations. Moreover, a reduced tag space causes smaller
initial tensor thus time performance is improved while lower memory demands
are achieved. Before describing technical details of our method, we provide mo-
tivation for clustering and describe our approach with the illustrative example.

3.1 Motivation

The majority of tags used within the social tagging systems are assigned and
used rarely. In [6] authors have shown that around 30% of all distinct tags were
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used only once within the Delicious system. The analysis shows that synonyms,
acronyms and spelling variations occur frequently among tags. Many tags differ
only in the spelling variations – upper or lower case initial letters of tags, singu-
lars or plurals, spelling mistakes. Majority of the rare tags can be grouped with
the more frequent ones because of the mentioned reasons.

To better understand the issue, let us present the following motivational ex-
ample with the 4 users (u1, u2, u3, u4 ), 4 web items (cars.com, bmw.com,
automobile.de, java.com) and 4 distinct tags (car, cars, bmw, programming).
The tagging posts of the users assigned to the web items are depicted in the
Table 1. Obviously, the tags car, cars, bmw are semantically related and our

Table 1. Tagging posts of the motivational example and results of the factorization
(only new relations are presented) with the revealed associations between user u2 and
web items cars.com, automobile.de

User Web item Tag Weight

u1 cars.com car 1.0
u2 bmw.com bmw 1.0
u1 automobile.de car 1.0
u3 automobile.de cars 1.0
u3 cars.com cars 1.0
u4 java.com programming 1.0

User Web item Tag Weight

u1 bmw.com car cluster 0.0116
u1 bmw.com car cluster 0.9287
u2 cars.com car cluster 0.0116
u2 automobile.de car cluster 0.0551
u3 bmw.com car cluster 1.0

approach groups them into one cluster car cluster = {car, cars, bmw}. Grouping
the similar tags into the cluster provides new relations such that all the weights
related to tags from car cluster are agregated and represented only by one value
(i.e., user u1 annotated resource cars.com with tag car from car cluster and
it is represented with weight 1; for the user u2 and the resource bmw.com and
tags from car cluster is also set weight to 1 as only one tag was assigned by the
given user). Before the HOSVD factorization is computed, we find the number of
preserved top singular values for each mode matrix with GA method. Once the
tensor is approximated, the scores in Table 1 are obtained for the given triplets.

HOSVD factorization reveals latent relations between the user u2 and the
web items automobile.de, cars.com. Therefore, the system recommends item au-
tomobile.de and cars.com to the user u2. The clustering of similar tags improves
a precision of the recommendations as obtained clusters represent latent topics
expressed by tags in the STS. Without grouping similar tags web items automo-
bile.de and cars.com would not be recommended to the user u2. Such clusters
consist of various semantically related tags assigned by different users and it al-
lows to overcome tags diversity. Therefore, it better represents preferences of the
users accross the STS. Moreover, our approach removes 2 slices of the tensor and
in consequence it improves time performance of the factorization and decreases
memory requirements.
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3.2 Higher-Order Singular Value Decomposition (HOSVD)

HOSVD is an extended version of the SVD [7] applied to the multi-dimensional
matrices. HOSVD of 3rd order tensor is defined as:

A′ = S ×1 U
1
c1 ×2 U

2
c2 ×3 U

3
c3 (1)

where U1
c1, U

2
c2 and U3

c3 are matrices with the top ci left singular vectors from the
SVD of 1, 2, 3 mode matrices respectively [7]. Core tensor S is obtained according
to:

S = A×1 (U
(1)
c1 )T ×2 (U

(2)
c2 )T ×3 (U

(3)
c3 )T (2)

The factorized tensor A′ is the approximation of the initial tensor A.
The usage data of a recommender are represented by 3rd order tensor – A

where for a particular user with a selected information item and an assigned tag
is stated a weight 1 and for all other cases where is not created relation a weight
is 0. From the approximated tensor A′, the recommendation system is able to
suggest tags or information items with the highest weights to a given user.

3.3 Cluster Analysis of Tags

We exploit and evaluate 4 different clustering techniques that are adjusted to
group similar tags into clusters. The general proposed approach consists of the
following steps:

1. Perform cluster analysis of a tag space with the selected clustering method
from the 4 proposed techniques.

2. Build an initial tensor where a tag dimension has the same size as the amount
of obtained clusters. A tagging performed by a user u to a item i with a tag t
is a triplet (u, i, t). All such triplets are encoded to corresponding positions
in the initial tensor with the initial weight 1 and a tag t is mapped to the
matching cluster. When two or more triplets share the same item and user
– differ only in tags and these tags belong to the same one cluster a final
weight in the tensor is the amount of such triplets, e.g. given two triplets: (u,
i, t1), (u, i, t2) and tags t1, t2 belong to the same tag cluster, then an initial
tensor will contain weight 2 at the position (a row for a user u, a column for
a item i and slice corresponding to tag cluster with tags t1, t2).

3. Find the optimal parameters for the recommender with the proposed GA
based heuristic method.

4. Compute tensor factorization for the constructed initial tensor. Finally, items
recommendations are generated according to the sorted weights from the
factorized tensor for the given user and all not observed items.

In the following sections, we describe 4 different clustering techniques which were
selected to inspect advantages of expressing tags relations with 2 different mod-
els. The former one (Correlated Feature Hashing, Spectral K-means clustering)
clusters tags according to their co-occurrence based similarities. The latter one
(K-means and Mean shift algorithms) considers each tag from a tag space as
feature vector.
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Correlated Feature Hashing. We propose to reduce a tag space with hashing
function. The idea is to share and group tags with the similar meaning. We sort
the tags used within the system according to the frequency of usage such that t1
is the most frequent tag and tT is the least frequent. For each tag ti ∈ 1, . . . , T
is calculated DICE coefficient with respect to each tag tj ∈ 1, . . . ,K among the
top K most frequent tags. The DICE coefficient is defined as:

DICE(ti, tj) =
2.cocr(ti, tj)

ocr(ti) + ocr(tj)
(3)

where cocr(ti, tj) denotes the number of co-occurrences for tags ti and tj , ocr(ti)
and ocr(tj) is the total number of tag ti, tj assignments respectively. For each
tag ti, we sort the K scores in descending order such that Sp(ti) ∈ 1, . . . ,K rep-
resents the tag of the p-th largest DICE score DICE(ti, Sp(ti)). We can then use
hash kernel approximation as defined in [7] The described approach is replacing
each tag ti with the tag S1(ti). Obviously, we have reduced tag space from all T
tags to the K most frequent tags.

Spectral K-means Clustering. In the second approach we utilize Spectral K-
means clustering technique. Firstly, we encode tag relations into the affinity
matrix W , such that wi,j entry represents affinity between tag ti and tag tj .
The similarity matrix can be also interpreted as undirected weighted graph G
where tags represent nodes and weights are expressed as similarities between
given tags. We exploit Jaccard (4) and Cosine (4) similarity measures denoted
as JAC(ti, tj) and COS(ti, tj).

JAC(ti, tj) =
cocr(ti, tj)

ocr(ti) + ocr(tj)− cocr(ti, tj)
COS(ti, tj) =

cocr(ti, tj)√
ocr(ti)× ocr(tj)

(4)

where cocr(ti, tj) is the sum of all co-occurrences for tags ti and tj , ocr(ti) and
ocr(tj) is the total number of tag ti, tj occurrences respectively. DICE similarity
(3) is also explored. Once the similarity matrix W is created, we then proceed
to find (sub) clusters of tags that address the same topic. To obtain clusters, we
rely on a spectral clustering algorithm which input is the undirected weighted
graph G. The spectral clustering algorithm (more described in [7]) partitions
the graph G based on its spectral decomposition into sub graphs. We obtained
disjoint groups of similar and related tags and we are able to build initial tensor
with the reduced tag dimension and then proceed with the factorization.

K-means. The K-means is a simple well known clustering technique that groups
objects from a given set into k clusters (given a priori). The algorithm starts with
generating k random centroids. Then for each object from a dataset, i.e., for a
tag from T , the nearest centroid is found. Thus the given tag is associated with a
particular centroid. When all tags are processed, centroids have to be recomputed
such that new centroid is the mean value of the vectors for the given cluster. Again
for all objects the nearest centroids are identified and objects are clustered with
them. This process repeats until locations of centroids do not change.

More formally, we denote T = {t1, t2 . . . , t|T |} as the set of all distinct tags that
are clustered and R = {res1, res2 . . . resn} the set of all items that are tagged
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with tags from T . Let f(t, resi) be equal to a frequency of a tag t assignments
to item resi otherwise it is equal to 0. Then, the feature vector representation
of tag t is:

t = (f(t, res1), f(t, res2), . . . , f(t, resn)) (5)

Once, tags from T are expressed as n-dimensional vectors, we proceed with the
cluster analysis.

We obtained k disjoint clusters of tags so we can proceed with the tensor
factorization. The results of K-means algorithm depend on used distance measure
- we exploit Cosine, Manhattan, Euclidean and Jaccard distances.

Mean Shift Clustering. The Mean shift [2] is a nonparametric clustering as it
does not require a prior definition of the number of clusters.

In the context of tags clustering, for each tag that is expressed as d-dimensional
vector a window is placed around a given tag such that a window size is con-
ditioned with parameter h and a given point is centroid of that window. Mean
shift computes mean for all tags within the given window (mean shift vector
points to the computed mean). Centroid of the window is moved to the obtained
mean and this repeats until window position stabilize. The main advantage of
this technique is to automatically determine the number of clusters, however this
depends on the window size which is given by bandwidth parameter h and it
has to be tuned. The smaller parameter is set more final clusters are obtained.
The drawbacks are computational expensiveness and when a feature space with
large amount of dimensions is considered it is demanding to identify points that
belong within the particular window.

3.4 GA - Tuning Tensor Based Recommenders

We propose a method based on Genetic Algorithm (GA) [8] that identifies the
optimal parameters for HOSVD based recommenders so that the best possi-
ble accuracy is attained. GA is adapted to our search problem in the following
way: The parameters c1, c2, c3 are genes that are together encoded in a chro-
mosome. A population of possible solutions consists of k different chromosomes.
Fitness function is the average precision for considered users and for the pro-
vided chromosome (parameters c1, c2, c3). Once the searching process is finished,
GA returns a chromosome with the best average precision (result of the fitness
function). The given chromosome contains the optimal parameters c1, c2, c3 that
are used in the Formulas 1,2.

4 Experiments

We investigate the prediction quality and time performance of the techniques
and compare it with the baseline results of the HOSVD recommender [11]. The
proposed techniques are evaluated on the BibSonomy dataset and the snapshot
of MovieLens dataset. Similarly, as in [11] the datasets are preprocessed with
p-core filtering so that data are more dense. P -core constraints data such that
each user, item and tag has to appear at least p times in the dataset. For the
Bibsonomy a p-core value was set to 5 and the dataset contains 116 distinct
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users, 361 items and 412 tags. The total number of tagging posts is 10148. The
snapshot of Movielens dataset contains 250 most active users and 326 unique
tags and 382 movies assigned by selected users that satisfy p-core filtering with
the p-core value set to 50. The total number of tagging posts is 11144. All
the experiments are conducted on Ubuntu Server 11.10 64-bit operating system
running on Intel Xeon X3460 CPU 2.8GHz with 8 GB RAM. The HOSVD and
clustering techniques are implemented in Java 6 and source code and all results
are available on our website1. The same methodology is followed as in [11] in
order to compare the enhancements of our approaches. For a test user we split
his tagging posts into training and evaluation set in the ratio 50%:50%. The
task of the recommender is to predict the items that correspond to the tagging
posts in the evaluation set. The models are trained on the training set and the
recommendations quality is measured on the test set. The prediction quality is
evaluated according to the following common evaluation metrics. Precision PN is
the ratio of the number of recommended relevant items (we consider only items
that correspond to the tagging posts in the evaluation part of the data set -
denoted as rel items) from the top-N list of entries to N . Recall RN is the ratio
of the number of recommended items from the top-N list of entries to the total
number of items for a given user from the evaluation part of data set.

PN =
|{rel items} ∩ {top-N items}|

|{top-N items}| RN =
|{rel items} ∩ {top-N items}|

|{rel items}| (6)

We measure precision and recall for different top-N lists (N is between [1..10]).

4.1 Baseline

We conduct experiments using the HOSVD recommender without clustering.
The results are used as the baseline for the comparison with our proposed tech-
niques. For the BibSonomy dataset the average precision P5 for all 116 users is
0.2827 and the average recall R5 is 0.114. We achieve the similar precision for the
BibSonomy dataset as is reported in [11], however the achieved recall is worse,
because the BibSonomy dataset contains significantly more items (+115) and
the amount of users is similar. The splitting into training and evaluation set is
performed with ratio 50% : 50%, therefore the evaluation set of a test user con-
tains many items and in consequence the recall is lower. The average precision P5

for MovieLens dataset is 0.18, and the average recall R5 is 0.064. The quality of
recommendations is lower for Movielens in comparison with Bibsonomy because
considered users have posted a few tags to the items constrained by p-core. The
average execution time of HOSVD factorization for BibSonomy is 224 s and 378
s for MovieLens.The recommendations were generated when top (60, 105, 225)
singular values and corresponding left singular vectors were preserved for the
1st, 2nd and 3rd mode matrices respectively for the BibSonomy dataset. For the
MovieLens dataset the following top singular values were used (73, 86, 211).

1 http://people.cs.aau.dk/$\sim$mleginus/umap2012/

http://people.cs.aau.dk/$\sim $mleginus/umap2012/
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4.2 Clustered Tag Space

We evaluate the quality of the recommendations and the execution time of the
factorization when a tag space is clustered and the sets of users and items have
the original size. HOSVD is applied on such compressed tensor where tags di-
mension is reduced from the original size to the certain number of clusters. The
goal is to find the best trade-off between the accuracy of recommendations and
time performance.
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Fig. 1. Comparison of distance and similarity measures and their impact on the rec-
ommendations quality when number of clusters is set to 50% of the original tag space
for Bibsonomy

Distance and Similarity Measures. Before performing clustering, a tag space has
to be preprocessed so that tags are expressed either as feature vectors (K-means,
Mean Shift) or in the affinity matrix where each entry represents similarity
between two tags (Spectral Clustering, Correlated Feature Hashing).

When a tag space is clustered with K-means algorithm and Mean Shift, we
explore and compare Cosine, Euclidean, Manhattan and Jaccard distance mea-
sures on Bibsonomy dataset. The impact of a given distance measure on the
quality of recommendations is depicted in the Figure 1.

The cosine distance produces the best recommendations results. Many tags
are placed into one large cluster when Euclidean and Manhattan distances are
used thus the quality is decreased. The observation is similar to the [5] as authors
identify Cosine similarity as the most suitable. It is sensitive to the small vari-
ations in more elements. Euclidean and Manhattan distances are more sensitive
to significant changes in a few elements of feature vectors. Therefore, we use the
Cosine similarity for all K-means clustering computations.

Euclidean and Manhattan distances perform better than Cosine and Jaccard
measures for Mean Shift clustering. Kernel density estimation approximate prob-
ability density function better when distances between tag vectors belong to the
larger interval. Results of Cosine and Jaccard distance measures are always in
the interval [0, 1]. Therefore, we have decreased the window size to obtain better
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Fig. 2. Precision comparison of clustering techniques for Bibsonomy

estimated probability density function but the quality of recommendations was
not improved significantly. Due to the mentioned facts, Euclidean distance is
utilized in all Mean shift computations.

For the spectral K-means clustering and Correlated feature hashing, a co-
ocurrence similarity has to be computed for each tag pair in the original tag
space. We evaluate Dice (3), Jaccard (4) and Cosine (4) similarity measures. For
both clustering techniques the highest precision is achieved when Dice coefficient
is utilized then follows Jaccard and the worst is Cosine similarity. Dice and
Jaccard similarity measures reflect the ratio of tag pair co-occurrences to the
sum or union of tags occurrences. Dice similarity more emphasizes tag pairs
co-occurrences which better distinguishes between semantically related tags and
those which are not similar enough. The denominator of Cosine similarity is the
square root of multiplicated tags occurrences. It restricts clustering techniques to
differentiate similar tags from not related as changes in tags occurrences are not
reflected enough. Therefore, we utilize only Dice similarity for both clustering
techniques.

Results. For each technique, the number of clusters is iteratively changed: start-
ing from the 40% of the original tag space size, after each iteration amount
of clusters is increased by 10% until 80%. We plot the precision value versus
amount of clusters in Figure 2. The spectral K-means outperforms Correlated
feature hashing, K-means and also Mean Shift almost in all cases. Correlated fea-
ture hashing and Mean Shift have similar results however, the latter technique
requires time-consuming and sensitive tuning of window size parameter. The K-
means attains the worst precision for all number of clusters as the distribution
of tags in clusters is not uniform.

All clustering techniques improve precision in comparison with baseline tech-
nique. Generated clusters aggregate tags with similar meanings. Appropriate
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Fig. 3. Execution time of tensor factorization for Bibsonomy and precision comparison
of clustering techniques for Movielens

clusters represent character and nature of documents in more general way. In-
stead of concrete tags, documents are represented with clusters that have partic-
ular topics. Also preferences and interests of users are more generalized. These
facts enable a factorization technique to better reveal and propagate important
patterns in STS’s data which are by nature very sparse. A sparse data of STS
restricts factorization technique to detect latent relations in data. Therefore, a
recommender is not always able to generate appropriate recommendations. Our
results show that clustering reduces sparsity of data and in consequence also with
reasonably generated clusters improves the quality of recommendations. The en-
hancement of precision is also caused by finding reduction coefficients with GA
as a factorization process is highly sensitive to correctly set parameters.

We also measure improvement of time performance. The execution time of
the factorization is decreased as is showed in the following Figure 3. The best
trade-off between accuracy and execution time is reached when the number of
clusters is 40% of the original tag space. In such case the average precision for
all users is increased with ∼ 0.13 for Spectral k-means, ∼ 0.11 for Correlated
feature hashing and ∼ 0.09 for Mean Shift. The execution time is decreased
about ∼ 66%.

Based on these findings, we evaluate only the most applicable clustering
method – Correlated feature hashing on the Movielens dataset (Figure 3). The
quality of recommendations is slightly improved in comparison to the baseline.
The precision is not enhanced so significantly as the considered tag space con-
tains very frequent tags which are semantically diverse. Another reason is the
nature of this dataset, there are many tags with general meaning like: movie to
see, own, want... Such tags can belong to semantically different clusters of tags.
The best performance is attained when the tags dimension is equal to 50% of
the original tag space. The precision is improved with ∼ 0.01 and the execution
time is decreased about ∼ 64%.

Discussion and Limitations. One could argue that applying clustering to re-
duce tag dimension before computing the tensor factorization is unnecessary as
HOSVD is also dimensional reduction technique. However, the low rank approx-
imation [4] is not reducing tag dimension in the same sense as clustering. The
low rank SVD is only removing noisy data, so that approximated tensor better
reflects the patterns in the data. The importance of clustering is to shrink tag
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space in such way that an initial tensor contains less slices and the factoriza-
tion is faster. Once the tag space is clustered each mode matrix is smaller. In
case only the low rank SVD is applied user and item mode matrices reflect the
original tag space and only the tag mode matrix is reduced.

GA improves a process of estimating appropriate parameters for HOSVD fac-
torization. In all cases of clustered tag space the quality of recommendations
was improved. However, this search heuristic sometimes only reaches a local
maximum in the search space and it negatively affects final precision of recom-
mendations. Such case can be observed for Bibsonomy dataset when the number
of clusters is set to 50 % and the precision is lower than for 60% and 40% clus-
tered tag space. The same case occurs for Movielens dataset when a tag space
is reduced to 70% of the original tag space. To avoid this, GA should be exe-
cuted in more independent iterations when initial genes are seeded with various
random values but this requires additional computational time.

5 Conclusion and Future Work

In this work, we propose to utilize clustering techniques for reducing tag space
that improves the quality of recommendations and also the execution time of the
factorization and decreases the memory demands. Two approaches of computing
tags similarities are investigated. The former one utilizes tag pair co-occurrence
similarity measures. The latter expresses tags as feature vectors and uses stan-
dard distance measures. Techniques that employ co-occurrence tag pair similar-
ity perform better than methods based on feature vectors. The best prediction
quality is achieved with the Spectral K-means however, due to the time com-
plexity we consider Correlated feature hashing as the most applicable technique.
The best trade-off between prediction accuracy and execution time is when the
number of clusters equals to 40% for Bibsonomy or 50% for Movielens of the
original tag space size. Such reduced tag space improves time performance of a
factorization and the prediction quality is enhanced. As a future work, we in-
tend to extend the clustering techniques with ability to detect tags with multiple
meanings (polysemy).
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Abstract. Our research goal is to provide a better understanding of how
users engage with online services, and how to measure this engagement.
We should not speak of one main approach to measure user engagement
– e.g. through one fixed set of metrics – because engagement depends
on the online services at hand. Instead, we should be talking of models
of user engagement. As a first step, we analysed a number of online
services, and show that it is possible to derive effectively simple models
of user engagement, for example, accounting for user types and temporal
aspects. This paper provides initial insights into engagement patterns,
allowing for a better understanding of the important characteristics of
how users repeatedly interact with a service or group of services.

Keywords: diversity of user engagement, models, user type, temporal
aspect.

1 Introduction

User engagement is the quality of the user experience that emphasises the posi-
tive aspects of the interaction, and in particular the phenomena associated with
being captivated by a web application, and so being motivated to use it. Suc-
cessful web applications are not just used, they are engaged with; users invest
time, attention, and emotion into them. In a world full of choice where the
fleeting attention of the user becomes a prime resource, it is essential that tech-
nology providers design engaging experiences. So-called engagement metrics are
commonly used to measure web user engagement. These include, for example,
number of unique users, click-through rates, page views, and time spent on a web
site. Although these metrics actually measure web usage, they are commonly em-
ployed as proxy for online user engagement: the higher and the more frequent
the usage, the more engaged the user. Major web sites and online services are
compared using these and other similar engagement metrics.

User engagement possesses different characteristics depending on the web ap-
plication; e.g. how users engage with a mail tool or a news portal is very different.

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 164–175, 2012.
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However, the same engagement metrics are typically used for all types of web
application, ignoring the diversity of experiences. In addition, discussion on the
“right” engagement metrics is still going on, without any consensus on which
metrics to be used to measure which types of engagement. The aim of this paper
is to demonstrate the diversity of user engagement, through the identification
and the study of models of user engagement. To this end, we analysed a large
number of online sites, of various types (ranging from news to e-commerce to so-
cial media). We first show the diversity of engagement for these sites. To identify
models of engagement, we cluster all sites using various criteria (dimensions) of
engagement (e.g. user types, temporal aspects). Our results are two-fold. First,
we can effectively derive models of user engagement, for which we can associate
characteristics of the type of engagement. Second, by using various criteria, we
gain different but complementary insights into the types of engagement.

The paper is organised as follows. Section 2 provides related work. Section 3
describes the data and engagement metrics used. Section 4 demonstrates the
diversity of user engagement. Section 5 presents the methodology adopted to
identify models of user engagement, and the outcomes. Section 6 looks at rela-
tionships between models, providing further insights into types of engagement.
We finish with our conclusions and thoughts for future work.

2 Related Work

Approaches to measure user engagement can be divided into three main groups:
self-reported engagement, cognitive engagement, and online behaviour metrics.
In the former group, questionnaires and interviews (e.g. [7,4]) are used to elicit
user engagement attributes or to create user reports and to evaluate engagement.
They can be carried out within a lab setting, or via on-line mechanisms (including
crowd-sourcing). However, these methods have known drawbacks, e.g. reliance
on user subjectivity. The second approach uses task-based methods (e.g. dual-
task [8], follow-on task), and physiological measures to evaluate the cognitive
engagement (e.g. facial expressions, vocal tone, heart rate) using tools such as
eye tracking, heart rate monitoring, and mouse tracking [3].

Measures in the second group, although objective, are suitable for measuring
only a small number of interaction episodes at close quarters. In contrast, the
web-analytics community has been studying user engagement through online be-
haviour metrics that assess users’ depth of engagement with a site. For instance,
[5] describes engagement metrics that indicate whether or not users consume
content slowly and methodically, return to a site, or subscribe to feeds. Widely
used metrics include click-through rates, number of page views, time spend on
a site, how often users return to a site, number of users, and so on. Only online
behaviour metrics are able to collect data from millions of users. Although these
metrics cannot explicitly explain why users engage with a service, they act as
proxy for online user engagement: the higher and the more frequent the usage,
the more engaged the user. Indeed, two millions of users accessing a service daily
is a strong indication of a high engagement with that service. Furthermore, by



166 J. Lehmann et al.

Table 1. Engagement metrics used in this paper

Metrics Description

Popularity (for a given time frame)

#Users Number of distinct users.
#Visits Number of visits.
#Clicks Number of clicks (page views).

Activity

ClickDepth Average number of page views per visit.
DwellTimeA Average time per visit (dwell time).

Loyalty (for a given time frame)

ActiveDays Number of days a user visited the site.
ReturnRate Number of times a user visited the site.
DwellTimeL Average time a user spend on the site.

varying specific aspects of the service, e.g. navigation structure, content, func-
tionality, and measuring the effect on engagement metrics can provide implicit
understanding on why users engage with the service. Finally, although this group
of measures is really accounting for “site engagement”, we retain the terminology
“user engagement” as it is commonly used by the online industries. We look at
models of user engagement based on this third group of metrics.

3 Metrics and Interaction Data

Engagement Metrics. The metrics used in this paper are listed in Table 1.
As our aim is to identify models of user engagement, we restrict ourselves to
a small set of widely reported metrics. We consider three types of engage-
ment metrics, reflecting, popularity, activity, and loyalty. Popularity metrics
measure how much a site is used, e.g. total number of users. The higher
the number, the more popular the corresponding site. How a site is used is
measured with activity metrics, e.g. average number of clicks per visit across
all users. Loyalty metrics are concerned with how often users return to a site.
An example is the return rate, i.e. average number of times users visited a
site1. Loyalty and popularity metrics depend on the considered time interval,
e.g. number of weeks considered. A highly engaging site is one with a high
number of visits (popular), where users spend lots of time (active), and return
frequently (loyal). It is however the case, as demonstrated next, that not
all sites, whether popular or not, have both active and loyal users, or vice
versa. It does not mean that user engagement on such sites is lower; it is sim-
ply different. Our conjuncture is that user engagement depends on the site itself.

1 A user can return several times on a site during the same day, hence this metric is
different to the number of active days.
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Interaction Data. This study required a large number of sites, and a record of
user interactions within them. We collected data during July 2011 from a sample
of approximately 2M users who gave their consent to provide browsing data
through the Yahoo! toolbar. These data are represented as tuples (timestamp,
bcookie, url). We restrict ourselves to sites with at least 100 distinct users per
month, and within the US. The latter is because studying the engagement of sites
across the world requires to account for geographical and cultural differences,
which is beyond the scope of the paper. This resulted in 80 sites, encompassing
a diverse set of sites and services such as news, weather, movies, mail, etc.

4 Diversity in Engagement

Sites. Figure 1 reports the normalized engagement values for the eight metrics
and the 80 sites under study. All original values vi of metric v are translated
into an ordinal scale and then normalized (μv is the mean of the ordinal vi
values, and σv is the corresponding standard deviation value): v′i = (vi−μv)/σv.
The average value (ordinal) of an engagement metric becomes then zero. The
y-axes in Figure 1 order the sites in terms of number of users (#Users). Finally,
MergeUE is the linear combination of #Users, DwellTimeA, and ActiveDays.

We can see that sites differ widely in terms of their engagement. Some
sites are very popular (e.g. news sites) whereas others are visited by small
groups of users (e.g. specific interest sites). Visit activity also depends on
the sites, e.g. search sites tend to have a much shorter dwell time than sites
related to entertainment (e.g. games). Loyalty per site differs as well. Media
(news, magazines) and communication (e.g. messenger, mail) have many users
returning to them much more regularly, than sites containing information
of temporary interests (e.g. buying a car). Loyalty is also influenced by the
frequency in which new content is published (e.g. some sites produce new
content once per week). Finally, using one metric combining the three types
metrics (MergeUE ) also shows that engagement varies across sites.

Metrics. To show that engagement metrics capture different aspects of a site en-
gagement, we calculate the pair-wise metrics correlations using Kendall tau (τ)
rank correlation on the ordinal values. The resulting average intra-group cor-
relation is τ = 0.61, i.e. metrics of the same groups mostly correlate; whereas
the average inter-group correlation is τ = 0.23, i.e. metrics from different groups
correlate weakly or not at all. This shows that the intuition we followed when
we grouped the metrics is confirmed in practice.

The three popularity engagement metrics show similar engagement type for
all sites, i.e. high number of users implies high number of visits (τ = 0.82),
and vice versa. For the loyalty metrics, high dwell time per user comes from
users having more active days (τ = 0.66), and returning regularly on the site
(τ = 0.62). The correlation between the two activity metrics is lower (τ = 0.33).
There are no correlation between activity and, popularity or loyalty metrics.
High popularity does not entail high activity (τ = 0.09). Many site have many
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Fig. 1. Normalized engagement values per site (y-axes order sites by #Users)
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Fig. 2. User groups (Tourists, Interested, Average, Active, VIP)

users spending little time on them; e.g. a search site is one where users come,
submit a query, get the result, and if satisfied, leave the site. This results in
a low dwell time even though user expectations were entirely met. The same
argument hold for a site on Q&A, or a weather site. What matters for such
sites is their popularity. Finally, we observe a moderate correlation (τ = 0.49)
between loyalty and popularity metrics. This is because popular sites are those
to which users return regularly. The same reasoning applies for the other metrics
of these two groups.

Users. Studies have shown that users may arrive in a site by accident or through
exploration, and simply never return. Other users may visit a site once a month,
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for example a credit card site to check their balance. On the other hand, sites
such as mail may be accessed by many users on a daily basis. We thus looked at
how active users are within a month, per site. The number of days a user visited
a site over a month is used for this purpose. We create five types of user groups2:

Group Number of days with a visit

Tourists : 1 day
Interested : 2-4 days
Average : 5-8 days
Active : 9-15 days

VIP : ≥ 16 days

The proportion of the user groups for each site is calculated, then sites with
similar proportion of user groups are clustered using k-means. Four cluster
were detected and the cluster centers calculated. Figure 2 displays the four
cluster centers, i.e. the proportion of user groups per cluster. The types of sites
in each cluster are shown, as illustration. We observe that the proportion of
tourist users is high for all sites. The top cluster has the highest proportion
of tourist users; typical sites include special events (e.g. the oscars) or those
related to configuration. The second from the top cluster includes sites related
to specific information that are occasionally needed; as such they are not
visited regularly within a month. The third cluster includes sites related to
e-commerce, media, which are used on a regular basis, albeit not daily. Finally,
the bottom cluster contains navigation sites (e.g. landing page) and commu-
nication sites (e.g. messenger). For these sites, the proportion of VIP users is
higher than the proportion of active and average users. The above indicates
that the type of users, e.g. tourist vs. VIP, matters when measuring engagement.

Time. Here, we show that depending on the selected time span different types
of engagement can be observed. We use #Users to show this. Using the inter-
action data spanning from February to July 2011, we normalized the number of
users per site (#Users) with the total number of users that visited any of the
sites on that day. The time series for each site was decomposed into three tem-
poral components: periodic, trend and peak, using local polynomial regression
fitting [1]. To detect periodic behaviour we calculated the correlation between
the extracted periodic component and the residual between the original time
series and the trend component. To detect peaks, the periodic component was
removed from the time series and peaks were detected using a running median.

Figure 3 shows graphically the outcomes for four sites (under examples). Possi-
ble reasons for a periodic or peak behaviours are given (under influence). Finally,
sites for which neither periodic behaviour nor peak were found are given (under
counter-example). The engagement pattern can be influenced by external and
internal factors. Communication, navigation and social media sites tend to be
more “periodically used” than media sites. Access to media sites tends to be

2 The terminology and the range of days is based on our experience in how user
engagement is studied in the online industry. For instance, a VIP user is one that
comes on average 4 days per week, so we chose the value 16 days within a month.
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Fig. 3. Engagement over time using #Users (February – July 2011)

influenced by external factors (important news) or the frequency of publishing
new information. Interesting is the fact that sites with a periodic behaviour tend
to have no peaks and sites with peaks tend not to be periodic. Thus accounting
for time is likely to bring important insights when measuring site engagement.

5 Models of User Engagement

The previous section showed differences in site engagement. We study now these
differences to identify patterns (models) of user engagement. The base for all
studies is a matrix containing data from the 80 sites under study. Each site is
represented by eight engagement metrics. A metric can be further split into sev-
eral dimensions based on user and time combinations. The values of each metric
are transformed into an ordinal scale to overcome scaling issues. We clustered the
sites using the kernel k-means algorithm [2], with a Kendall tau rank correlation
kernel [6]. The number of clusters are chosen based on the eigenvalue distribution
of the kernel matrix. After clustering, each cluster centroid is computed using
the average rank of cluster members (for each metric). To describe the centroids
(the models), we refer to the subset of metrics selected based on the correlations
between them and the Kruskal-Wallis test with Bonferonni correction, which
identifies values of metrics that are statistically significantly different for at least
one cluster (compared to the other clusters).

Three sets of models are presented, based on the eight engagement metrics
(general), accounting for user groups (user-based), and capturing temporal as-
pects (time-based). Although all dimensions could be used together to derive one
set of models (e.g. using dimensionality reduction to elicit the important charac-
teristics of each model), generating the three sets separately provides clear and
focused insights into engagement patterns. When presenting each model, we give
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Fig. 4. General models of engagement – Top panels display the cluster (model) centers.
Bottom panels provide the corresponding model descriptions.

illustrative examples of the types of sites belonging to them. It is not our aim to
explain why each site belongs to which model, and the associated implications.

5.1 General Models

We look at models of user engagement, without accounting for user type or tem-
poral aspect. We refer to them as “general models”. Our eight metrics generate
six “general” models of user engagement, visualized in Figure 4. As the three
popularity metrics exhibit the same effect, only #Users is reported. The same
applies for the loyalty metrics, i.e. only ActiveDays is reported. The two activity
metrics yield different behaviours, hence are both shown.

In model mg1, high popularity is the main factor; by contrast, low popularity
characterizes model mg6. Media sites providing daily news and search sites
follow model mg1; whereas model mg6 captures interest-specific sites. The
main factor for model mg2 is a high number of clicks per visit. This model
contains e-commerce and configuration (e.g. profile updating) sites, where the
main activity is to click. By contrast, model mg3 describes the engagement of
users spending time on the site, but with few click and with low loyalty. The
model is followed by domain-specific media sites of periodic nature, which are
therefore not often accessed. However when accessed, users spend more time to
consume their content3. Next, model mg4 is characterized by highly loyal users,
who spend little time and perform few actions. Navigational sites (e.g. front
pages) belong to model mg4; their role is to direct users to interesting content
in other sites, and what matters is that users come regularly to them. Finally,
model mg5 captures sites with no specific engagement patterns.

3 Looking further into this, it seems that the design of such sites (compared to main-
stream media sites) leads to such type of engagement, since new content is typically
published on their front page. Thus users are not enticed to reach (if any) additional
content in these sites. This is the sort of reasoning that becomes possible by looking
at models of user engagement, as investigated in this paper.
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Fig. 5. User-based models of engagement – Top panels display the cluster (model)
centers. Bottom panels provide the corresponding model descriptions.

5.2 User-Based Models

We investigate now models of user engagement that account for the five user
groups elicited in Section 4. The eight metrics were split, each into five dimen-
sions, one for each user group, i.e. VIP to Tourists. This gives 40 engagement
values per site. A site without a particular user group get 0 values for all met-
rics for that group. We obtain seven “user-based” models (clusters), visualized
in Figure 5. We only report the results for one metric of each group (#Users,
DwellTimeA and ReturnRate), as these are sufficient for our discussion.

The first two models, model mu1 and model mu2 are characterised by high
popularity across all user groups. Activity is high across all user groups for
model mu2, whereas it increases from Tourist to VIP users for model mu1.
Finally, both models are characterised by an increase in loyalty from Tourist to
VIP users. Popular media sites belong to these models. The next two models,
model mu3 and model mu4, exhibit the same increase in popularity from
Tourist to VIP users. High loyalty across all groups and an increase in activity
from Tourist to VIP users further characterise model mu3. Sites falling in this
model include navigation pages (e.g. front pages). High activity across all user
groups apart for VIP and an increasing loyalty from Tourists to Active users is
an important feature of model mu4, which typically include game and sport
sites. Interestingly, model mu4 is characterised by a low number of VIP users,
compared to the three previous models.
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Fig. 6. Time-based models of engagement – Top panels display the cluster (model)
centers. Bottom panels provide the corresponding model descriptions.

Third, model mu5 model caters for the engagement of Tourist, Interested
and Average users. Loyalty increases going from Tourist to Average users, which
makes sense as loyalty is used to determine the user groups. More interestingly
is that activity augments the same way, whereas popularity decreases. Shopping
and social media sites belong to this model. Finally,model mu6 andmodel mu7

are concerned with the low engagement (popularity) of Interested and Tourist
users, and only Tourist users, respectively. They correspond to sites on very
particular interests or of a temporary nature; as such popularity for these two
groups of users is low compared to other models. Moreover,model mu7 indicates
that when on site, the activity of Tourist users is not negligible. By contrast,
model mu6 highlights a higher activity of Interested users than Tourist users.

5.3 Time-Based Models

We look now at models of user engagement that account for the temporal aspect.
For simplicity, we consider two time dimensions, weekdays and weekends. Each
site becomes associated with fourteen metrics; seven of our engagement metrics
are split into these two time dimensions (ActiveDays is not used, as it has a dif-
ferent time span). To elicit the differences in engagement on weekdays vs. week-
ends, we transformed the absolute engagement values into proportional ones,
e.g. the proportional ReturnRate is ReturnRateweekdays / (ReturnRateweekdays

+ ReturnRateweekend). The same methodology as that used for the other types
of models was then applied. This led to the identification of five “time-based”
models of engagement (clusters), shown in Figure 6.

We can see that model mt1 and model mt2 describe sites with high pop-
ularity on weekends; loyalty is also high on weekends for model mt1, whereas
it is high on weekdays for model mt2. Both models characterize sites related
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to entertainment, weather, shopping and social media. The loyalty in model
mt2 is more significant on weekdays, because it contains sites for daily use,
whereas model mt1 contains sites relating to hobbies and special interests.
Second, model mt3 characterizes sites that are highly active, and to which users
return frequently on weekends. Sites following this model include event related
media sites (e.g. sport), search and personal data management (e.g. calendar,
address book). Finally, model mt4 and model mt5 are similar as they both are
characterised with high popularity during weekdays, and model mt4 is further
characterised by high activity during weekdays. The models are followed by sites
related to daily and particular news and software; model mt4 exhibits higher
activity because it contains sites used for work issues.

6 Relationship between Models

We checked whether the three groups of models describe different engagement
aspects of the same set of sites or that they are largely unrelated. We calculate
the similarity between the three groups using the Variance of Information. The
outcome is shown in Table 2 (5.61 is the maximal difference). We observe the
highest (albeit low) similarity between the general and user-based models. The
user- and time-based models differ mostly. Overall, all groups of models are
independent i.e. they characterize different if not orthogonal aspects of user
engagement, even though the matrices used to generate them are related.

We cannot show here all the relationships between each model of each group.
Instead, we discuss two cases. For model mg1, a general model characterizing
popular sites, 38% of its sites belong tomodel mu1 (high popularity and increas-
ing activity and loyalty from tourists to VIP users), and 31% follow model mu5

(no VIP users, decreasing popularity and increasing activity and loyalty from
tourists to active users). We now look at the user-based model mu2 character-
izing sites with high popularity and activity in all user groups and an increasing
loyalty from Tourists to VIP users. Sites following this model are split into two
time-based models, model mt2 (50%) (high popularity on weekends and high
loyalty on weekdays), and model mt3 (50%) (high activity and loyalty on week-
ends). This comparison provides different angles into user engagement, allowing
to zoom into particular areas of interests, e.g. further differentiating the “high
loyalty” associated with model mu2 into weekdays vs. weekends.

Table 2. Intersections of the models – cluster similarities

General User Time (Range [0,5.61])

General 0.00 3.50 4.23
User 3.50 0.00 4.25
Time 4.23 4.25 0.00
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7 Conclusions and Future Work

Our aim was to identify models of user engagement. We analysed a large sample
of user interaction data on 80 online sites. We characterised user engagement
in terms of three families of commonly adopted metrics that reflect different as-
pects of engagement: popularity, activity and loyalty. We further divided users
according to how often they visit a site. Finally, we investigated temporal be-
havioural differences in engagement. Then using simple approaches (e.g. k-means
clustering), we generated three groups of models of user engagement: general,
user-based and time-based. This provided us different but complementary in-
sights on user engagement and its diversity. This research constitutes a first step
towards a methodology for deriving a taxonomy of models of user engagement.

This paper did not study why a site follows one engagement model. However,
while analysing our results, we observed that sites of the same type (e.g. main-
stream media) do not necessarily belong to the same model(s) of engagement.
It would be interesting to understand the reasons for this, e.g. is it the type
of content, the structure of the site, etc? Furthermore, other aspects of user
engagement should be considered. Accounting for user demographics (e.g. gen-
der, age) and finer-grained temporal aspects (e.g. time of the day) are likely to
bring additional and further insights into modelling engagement. Incorporating
geographical location will bring perspectives related to culture and language.
Finally, we must revisit engagement metrics. Indeed, the description of models
often referred to only some of the metrics employed. A major next step will be
to map the most appropriate metrics to each model of engagement.

Acknowledgements. Janette Lehmann acknowledges support from the Span-
ish Ministry of Science through the project TIN2009- 14560-C03-01.
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Abstract. Conversational recommender systems allow users to learn
and adapt their preferences according to concrete examples. Critiquing
systems support such a conversational interaction style. Especially unit
critiques offer a low cost feedback strategy for users in terms of the
needed cognitive effort. In this paper we present an extension of the
experience-based unit critiquing algorithm. The development of our new
approach, which we call nearest neighbor compatibility critiquing, was
aimed at increasing the efficiency of unit critiquing. We combine our new
approach with existing critiquing strategies to ensemble-based variations
and present the results of an empirical study that aimed at comparing the
recommendation efficiency (in terms of the number of critiquing cycles)
of ensemble-based solutions with individual critiquing algorithms.

Keywords: Recommender Systems, Conversational Recommendation,
Critiquing Systems.

1 Introduction

Critiquing-based recommender systems belong to the group of conversational
recommender – users of such systems provide feedback by critiquing attributes of
recommended items in a directional way [1]. A major advantage of this feedback
strategy is that the user can constrain a particular product attribute without
providing a specific value [13]. For example, a user of a holiday recommender
might express that she wants to see a holiday package that is cheaper than the
actual recommendation by critiquing the corresponding price attribute. Research
on human decision making has shown that users are rarely able to provide com-
plete and accurate preferences at the beginning of a recommendation session but
become aware of latent preferences when recommended products violate them
– therefore the feedback can be inconsistent and contradictory [2]. This fact is
typically integrated in the incremental refinement of the user preference model
(see e. g. [3]).

There exist different approaches to integrate critiquing in a decision support
tool. Unit critiques operate on a single product attribute in each critiquing cycle
and typically facilitate a ”more”, ”less”, or ”other” type of feedback. Compound
critiques provide the possibility to critique multiple product attributes during
each critiquing cycle [1]. Different knowledge sources are exploited to calculate

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 176–187, 2012.
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such critiques. Static compound critiques are generated according to the sys-
tem’s knowledge of the product domain (see e. g. [4]) – the items are equipped
with a fixed set of critiques. An example of such a compound critique is the
sportier critique in the Car Navigator system [4], which implies several changes
to the feature set: engine size, acceleration and price are all increased. Dynamic
compound critiques are generated according to the system’s knowledge of the re-
maining items (see e. g. [5]). Such critiques are a selection of individual feature
critiques that represents the differences between the actual recommendation and
the remaining items [5]. For example, a user in the PC domain can express that
she is interested in a product that is cheaper and equipped with a faster CPU
compared to the current recommendation by selecting the corresponding lower
price, faster CPU compound critique. Incremental critiquing [3] extends the
dynamic critiquing approach by exploiting previous user critiques to influence
future recommendations. Zhang and Pu [6] have introduced an approach where
compound critiques are generated according to the system’s knowledge of the
user’s preferences. The calculation of such compound critiques is based on the
multi-attribute utility theory (MAUT) [16]. An in-depth discussion of critiquing
techniques can be found in [17].

In this paper we focus on improving the efficiency (in terms of critiquing cy-
cles) of unit critiquing. We introduce an extension of the experience-based unit
critiquing approach developed by McCarthy, Salem, and Smyth [7]. The basic
idea of experience-based critiquing is that successful critiquing experiences – cri-
tiquing sessions which led to a purchase decision – may imply critiquing patterns
that are similar to the current user’s critiquing session and therefore might help
to short-cut the critiquing process for the current user [7]. Experience-based
critiquing systems search for the user with the most similar critiquing history
compared to the current user (nearest neighbor) and use the corresponding ac-
cepted final item as new recommendation. We adopt this idea and recommend
that item in nearest neighbor’s critiquing history that best matches the current
user’s requirements. The new recommendation represents an item that has been
presented to a past user with a similar critiquing history but not necessarily the
final purchase decision. We call this new approach nearest neighbor compatibility
critiquing. To further reduce the number of interaction cycles needed to success-
fully complete a critiquing session, we combine this approach with conventional
and experience-based critiquing to corresponding ensemble-based variations.

2 Unit Critiquing Based Recommendation

Research has shown that unit critiques result in significant lower cognitive costs
for users compared to compound critiques. The reason for this is that it is more
difficult to evaluate and understand compound critiques [1]. Although the usage
of compound critiques can result in shorter critiquing sessions users are more
willing to apply unit critiques [1]. In the following we will present basic concepts
of existing approaches to unit critiquing.
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2.1 Conventional Critiquing – Tweaking

One of the earliest systems that deployed the conventional critiquing approach,
were the FindMe Systems [12]. In such systems the user critiques are handled
as a ”show me more like this, but...” type of feedback. When the user applies
a critique ci to a recommended item ri the applied recommendation strategy is
to find an item which is compatible with the current user critique ci and which
is maximally similar to the critiqued item ri. Algorithm 1 shows a simplified
version of conventional critiquing. First the algorithm filters out those items
that are incompatible with the current user critique and then selects the next
recommendation from the remaining cases.

Algorithm 1. Conventional Critiquing

Input:

– cu current user’s critique
– CB item catalog
– ri actual recommendation

CB′ ← {r ∈ CB | satisfies(r, cu)}
CB′ ← sort cases in CB′ in decreasing order of their similarity to ri
ri ← most similar item in CB′

return ri

2.2 Experience-Based Critiquing

The experience-based critiquing approach [7] is based on the idea of determining
recommendations by exploiting information from the critiquing sessions of past
users. A user’s critiquing session su can be defined as a sequence of recommen-
dation critique pairs pi (see Formulae 1, 2).

su = {pi, ..., pn} (1)

pi = (ri, ci) (2)

ri represents the recommended item in critiquing cycle i and ci represents the
critique that was applied to that item. A critique can be defined as a triple that
is composed of the item’s attribute fi that is the focus of the critique, the value
vi of that attribute, and the type of the applied critique (typically <, >, =, <>,
accept, where accept marks the item as final decision) (see Formula 3).

ci = (fi, vi, type) (3)

If the user applies a new critique to a recommended item the system typically
checks this critique against the critiquing session of the user. If the new cri-
tique contradicts or refines an old critique, the old critique is deleted from the
critiquing history before the new critique is added [7].
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The experience-based critiquing approach [7] exploits information about cri-
tiquing experiences of past system users to calculate recommendations for the
current user. The algorithm first extracts those previous sessions where the ac-
cepted final item is compatible with the current user’s critique (see Algorithm 2).
These previous user sessions are then ranked according to the similarity of their
critiquing history to the (partial) critiquing history of the current user. The ses-
sion of the top ranked candidate (nearest neighbor) is then used to recommend
the corresponding accepted final item to the current user.

Algorithm 2. Experience Based Critiquing

Input:

– cu current user’s critique
– su current user’s critiquing session
– SP previous users’ critiquing sessions
– ri actual recommendation
– rp,final accepted final item in session p
– t threshold for number of overlapping critiques

SP ′ ← {sp ∈ SP | satisfies(rp,final, cu)}
SP ′ ← sort cases in SP ′ in decreasing order of their similarity to su

si ← session with highest similarity in SP ′ > t
ri ← rp,final in si
return ri

After this introduction to the basic unit critiquing strategies, we will now
focus on our new approach – nearest neighbor compatibility critiquing.

3 Algorithm: Nearest Neighbor Compatibility Critiquing

The incremental critiquing approach [3] extends the ideas of conventional cri-
tiquing. The algorithm focuses on finding an item that is compatible with the
current user critique and satisfies most of the user’s previous critiques in the
critiquing history. We combine this approach with the ideas of experience-based
critiquing [7] and exploit previous users’ critiquing experiences to find that item
in nearest neighbor’s critiquing history that best matches the current user re-
quirements. For each item that was critiqued in the nearest neighbor’s critiquing
session we calculate a compatibility score for the user’s critiquing history. That
item in the nearest neighbor’s critiquing history that satisfies the actual user
critique and that has the highest compatibility score will serve as recommen-
dation to the current user. We denote this new approach Nearest Neighbor
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Compatibility Critiquing. In Algorithm 3 the basic steps of this critiquing ap-
proach are shown1. Note that in the case that there is no relevant item to rec-
ommend, then we revert to conventional critiquing.

Algorithm 3. Nearest Neighbor Compatibility Critiquing

Input:

– cu current user’s critique
– su current user’s critiquing session
– SP previous users’ critiquing sessions
– CS compatibility scores for items
– ri actual recommendation
– t threshold for number of overlapping critiques

SP ′ ← sort cases in SP in decreasing order of their similarity to su

si ← session with highest similarity in SP ′ > t
for each critique ci in su do

for each recommendation ri in si do
if satisfies(ri, ci) then

CS ← updateCompatibilityScore(CS, ri)
end if

end for
end for
CS′ ← {r ∈ CS | satisfies(ri, cu)}
ri ← item with highest compatibility score in CS′

return ri

A simple example for the application of nearest neighbor compatibility cri-
tiquing is the following. Table 1 contains six products (digital cameras). Ta-
ble 2 contains three successful critiquing sessions s1, s2, and s3 from previous
users. Let us assume that the current user has already applied the critiques
su={c0:manufacturer !=HP, c1:price>160, c2:MPix<12}. The nearest neighbor
compatibility critiquing approach will identify session s2 as the nearest neighbor
session for this combination of critiques (the critiques on the attributes manu-
facturer and MPix are identical to the critiques in su). The next step is to find
the item in the critiquing history of the nearest neighbor session that best satis-
fies the current user’s critiques. In the nearest neighbor session s2 products p1,
p2, p3, and p4 were critiqued (see Table 2). p1, p3, and p4 satisfies the currents
user’s critique on the manufacturer attribute (c0:manufacturer !=HP), p1, p2,
and p4 satisfies the critique on price (c1:price>160 ), and p1 and p3 satisfies the
critique on the MPix attribute (c2:MPix<12 ). Therefore the nearest neighbor
compatibility critiquing approach will present p1 as recommendation since it
best satisfies the current user’s critiques.

1 Note that in our implementation we used a simple similarity approach, where only
direct matches of critiques are considered as similar.



Improving the Performance of Unit Critiquing 181

Table 1. Available digital cameras in working example

price manufacturer MPix

p1 170 Canon 10

p2 250 HP 12

p3 150 Canon 8

p4 190 Nikon 12

p5 280 HP 16

p6 160 Nikon 10

4 Ensemble-Based Variation

The basic idea of ensemble-based methods is to combine the results of several rec-
ommendation algorithms to improve the overall prediction quality [8]. Research
has shown that this approach has the potential to outperform corresponding
individual strategies – some of the top-ranked teams in the Netflix competition
applied an ensemble based approach [9,10,11].
In the following we will describe our approach to combine different unit cri-
tiquing algorithms to an ensemble-based solution in order to reduce the number
of critiquing cycles.

Table 2. Example: successful critiquing sessions from previous users

user session critiqued product critique

s1 p3 c0=(price, 150, >)

p1 c1=(manufacturer, Canon, !=)

p4 c2=(MPix, 12, =)

p2 c3=accept

s2 p2 c0=(manufacturer, HP, !=)

p4 c1=(MPix, 12, <)

p1 c2=(price, 170, <)

p3 c3=accept

s3 p6 c0=(price, 160, >)

p4 c1=(manufacturer, Nikon, !=)

p2 c2=(MPix, 12, >)

p5 c3=accept

su p5 c0=(manufacturer, HP, !=)

p6 c1=(price, 160, >)

p4 c2=(MPix, 12, <)

Identifying an Ensemble-Based Solution. In order to calculate an ensemble-
based recommendation we combine nearest neighbor compatibility critiquing with
conventional critiquing [12] and experience-based critiquing [7]. We select the k
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best-ranked items of each algorithm and weight them according to their ranking
positions in the individual algorithm rankings (see Formula 4).

ensemblerankingai =
n∑

i=1

k∑
j=1

itemranking(aij) ∗ rankingweight(j) (4)

In Formula 4, itemranking(aij) specifies the item which is ranked on position j
by algorithm i (see Table 3), and rankingweight(j) defines the weight of a specific
ranking position j in the result list (see Table 4). E.g., itemranking(2,1) is p3
since p3 has been ranked on position 1 by experience based critiquing, and the
weight of ranking position 1 is 100.

Let us assume that the current user su has applied the following critique
to product p4 in the current critiquing cycle: ca={MPix<12} (see Table 2).
Conventional critiquing will rank product p6 on the first position (see Table 3)
since p6 satisfies the user’s critique and it is most similar to the critiqued product
p4. Experience-based critiquing will select product p3 as top-ranked since in
session s2 (session with the critiquing history most similar to the current session
su) p3 has been selected (e.g., purchased) by the user (see Table 2). Nearest
neighbor compatibility critiquing will calculate p1 as best recommendation since
it is that item in nearest neighbor session s2 that best matches the current user’s
critiques.

As shown in Table 5, the product with the highest ensemble-based ranking is
product p3 which will be used as next recommendation to the current user.

Table 3. Product ranking of individual critiquing algorithms

ranking
algorithm 1 2 3

conventional critiquing p6 p1 p3

experience-based critiquing p3 - -

nearest neighbor compatibility critiquing p1 p3 -

Table 4. Weights of ranking positions

ranking position 1 2 3

weight of ranking 100 10 1

For our evaluation we combine the individual algorithms to 3 ensemble-based
variations (see Table 6): variation 1 assembles conventional with experience-
based critiquing, variation 2 assembles conventional with nearest neighbor com-
patibility critiquing, and variation 3 includes all three algorithms.
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Table 5. Ensemble-based ranking of possible recommendations in the next critiquing
cycle

product overall rating

p1 1*100+1*10 + 0*1= 110

p2 0*100+0*10 + 0*1= 0

p3 1*100+1*10 + 1*1= 111

p4 0*100+0*10 + 0*1= 0

p5 0*100+0*10 + 0*1= 0

p6 1*100+0*10 + 0*1= 100

Table 6. Ensemble based variations

conventional experience-based nearest neighbor compatibility

Variation 1 x x

Variation 2 x x

Variation 3 x x x

5 Evaluation

In our evaluation we compare the ensemble-based solutions with the performance
of the individual critiquing algorithms. We will use the well-knownTravel dataset
(available from http://www.ai-cbr.org/), that consists of over 1000 vacation
cases. Each case is described in terms of 9 features – 6 nominal, and 3 numeric
features – including Price, Region, Transportation, Hotel. On the basis of this
dataset, we performed an offline experiment which follows the leave-one-out ap-
proach described by e.g. McCarthy, Salem, and Smyth [7]. In this evaluation
method each case in the item case base (the Travel dataset) is temporarily re-
moved and used as target of a critiquing session. A critiquing session consists of
two steps: In the first step the target case is extracted from the dataset and a
random subset of five of the target item’s features are taken to form the initial
query that represents the user requirements. This query is used to find the first
recommendation among the remaining cases in the case base – that item that
best matches the user requirements. In the second step the target item is in-
cluded in the case base again. In order to simulate a user critique we randomly
select one of the nine features of the vacation cases that serves as focus attribute
to critique. For each recommended case a critique is generated that is compatible
with the target item. For example, if the current recommended holiday has a
duration of 7 days and the target holiday has a duration of 14 days, a ”more”
critique is applied. The critiquing session terminates when the target item is se-
lected as recommendation. Therefore the number of critiquing cycles that were
needed until the target item was recommended serves as performance measure
to compare the different critiquing strategies.

Experience-based critiquing as well as nearest neighbor compatibility critiquing
reuse past critiquing sessions to calculate recommendations for the current user.

http://www.ai-cbr.org/
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For this purpose we use the critiquing sessions generated with the conventional
critiquing algorithm. We generated three different initial queries for the 1024
travel cases in the dataset and applied the resulting critiquing sessions as a
session case base for the experience-based and nearest neighbor compatibility
critiquing techniques.

6 Results

For our evaluation we recorded the number of critiquing cycles (session length)
needed until the target item was recommended and averaged these results for
each algorithm. Therefore the key performance measure is the average number
of critiquing cycles (see Figures 1, and 2).

An average critiquing session where the conventional critiquing algorithm is
used requires 42 critiquing cycles to recommend the target item (see Figure 1).
As mentioned by McCarthy, Salem, and Smyth [7] for the experience-based ap-
proach the impact of the threshold value t (specifies the minimum amount of
overlapping critiques) has a strong impact on the performance results of the al-
gorithm. In our setting we found that the experience-based approach performed
best with t=8 (critiquing sessions must have at least three overlapping critiques).
This agrees with the findings of McCarthy, Salem, and Smyth who indicate that
thresholds of 8 and greater can lead to shorter average session lengths compared
to conventional critiquing [7]. Correspondingly, the performance of the nearest
neighbor compatibility approach also depends on the selection of an appropri-
ate threshold. Figure 1 exemplifies the results with threshold values 8 for the
experience-based and the nearest neighbor compatibility approaches. With the
experience-based algorithm 33 cycles, and with the nearest neighbor compat-
ibility approach 28 cycles are needed on average. Our strategy to recommend
that item that was of interest for the nearest neighbor user but not necessarily
the user’s final purchase decision can lead to better recommendations for the
current user. Since our results are based on artificially generated data they have
to be considered as preliminary and need to be verified in an online experiment
with real users. But as McCarthy, Salem, and Smyth [7] point out, exploiting
the information of past users’ critiquing history can be promising in the field of
critiquing systems, leading to less effort for users to find their target item.

The results of the ensemble-based variations are illustrated in Figure 2. If two
algorithms are combined to calculate an ensemble-based recommendation the
number of critiquing cycles can be reduced – variation 1, where conventional
critiquing is combined with experience based critiquing, shows a similar per-
formance as our nearest neighbor compatibility approach (28 cycles are needed
on average until the target item is recommended). Variation 2 – the combina-
tion of conventional and nearest neighbor compatibility critiquing – shows the
best performance of the ensemble-based variations (25 cycles are needed on av-
erage until the target item is recommended). Variation 3 – the combination of
all three individual algorithms – cannot take advantage of the item candidates
recommended by the individual algorithms. This variation requires on average
31 critiquing cycles to recommend the target item.



Improving the Performance of Unit Critiquing 185

An in-depth analysis of these results, to see how the individual algorithms
move towards the target item and therefore influences the ensemble-based solu-
tion, lies within future work.

7 Related Work

Conversational recommender systems help users to quickly navigate to suitable
products in the product space by supporting an incremental construction of
user preferences [12],[4]. Different strategies for capturing user feedback on rec-
ommended items have been explored, which can be categorized in four types:
value elicitation, tweaking/critiquing, preference-based, and ratings-based feed-
back (see e.g. [14]). We set the focus of our paper on critiquing-based recom-
mender systems. In such systems users provide feedback by critiquing particular
product attributes of a presented recommendation in a directional way.

The simplest form of critiquing is unit critiquing, where users can constrain one
single product attribute in each recommendation cycle. In the first systems that
implemented this approach (e.g. the FindMe systems [12]) the response to a user
critique was to recommend a new item, that is compatible with the actual critique
and that is maximally similar to the critiqued item.While this approachworkswell
in domains that are reasonably sparse it can lead to protracted critiquing sessions
in domains that are dense since critiques lead to relatively minor changes in the
quantity of item attributes, whichmeans that new recommendations are not really
very different from the critiqued product [15]. To overcome this problem, and to
make larger jumps in the product space, the concept of compound critiques has
been introduced, that provides the possibility to critique multiple features within
a single critiquing cycle (see e. g. [4],[5],[6]). Research has shown that compound

Fig. 1. Evaluation results for the individual algorithms – average session lenghts (#
critiquing cycles) recorded for each of the algorithms
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Fig. 2. Evaluation results for the ensemble-based variations – average session lengths
(# critiquing cycles) recorded for each of the algorithms

critiques have the potential to outperform the unit critiquing technique in terms
of less critiquing cycles, but the application of compound critiques significantly
increases the cognitive load for the user [1].

McCarthy, Salem, and Smyth [7] introduced a new approach to improve the
efficiency of unit critiquing. They exploit critiquing experiences of past system
users to calculate recommendations for the current user (experience-based unit
critiquing). We adopted the idea of McCarthy et al. [7] and introduced a new
approach (nearest neighbor compatibility critiquing) to item selection which can
potentially reduce critiquing session length. In addition, we introduced the con-
cept of ensemble-based critiquing which has to potential to further reduce the
number of needed critiquing cycles.

8 Conclusion

In this paper we introduced a new unit critiquing based approach which ex-
ploits the information of successfully completed critiquing sessions to identify
an item from a nearest neighbor critiquing history that best matches the current
user’s critiques. We combined our nearest neighbor compatibility approach with
the conventional critiquing algorithm [12] and the experience-based approach [7]
to ensemble-based critiquing variations and conducted an offline experiment to
compare the performance of the different critiquing algorithms. The results of
our experiment indicate that our new nearest neighbor compatibility critiquing
approach as well as ensemble-based variations thereof have the potential to re-
duce the number of critiquing cycles in critiquing sessions.

Acknowledgments. The work presented in this paper has been conducted
within the scope of the research projects IntelliReq(829626) and Casa Vecchia
(825889) funded by the Austrian Research Promotion Agency.
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Abstract. Personalized electronic program guides help users overcome
information overload in the TV and video domain by exploiting recom-
mender systems that automatically compile lists of novel and diverse
video assets, based on implicitly or explicitly defined user preferences. In
this context, we assume that user preferences can be specified by program
genres (documentary, sports, . . . ) and that an asset can be labeled by
one or more program genres, thus allowing an initial and coarse prese-
lection of potentially interesting assets. As these assets may come from
various sources, program genre labels may not be consistent among these
sources, or not even be given at all, while we assume that each asset has
a possibly short textual description. In this paper, we tackle this problem
by considering whether those textual descriptions can be effectively used
to automatically retrieve the most related TV shows for a specific pro-
gram genre. More specifically, we compare a statistical approach called
logistic regression with an enhanced version of the commonly used vec-
tor space model, called random indexing, where the latter is extended by
means of a negation operator based on quantum logic. We also apply a
new feature generation technique based on explicit semantic analysis for
enriching the textual description associated to a TV show with additional
features extracted from Wikipedia.

Keywords: Personalized Electronic Program Guides, Explicit Semantic
Analysis, Vector Space Model, Random Indexing, Logistic Regression.

1 Introduction

The world of television has changed dramatically in the last few years. People
used to have access to a few tens of television channels. Then, with the advent of
digital satellite receivers, these few tens channels became a few hundred channels.
More recently, the number of channels has become practically unlimited if we
count the billions of videos that websites such as YouTube offer. We have never
seen so many options for finding and accessing videos. While having some options
is more desirable than having no choice, it is known that having too many choices
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leads eventually to dissatisfaction [12]. One possible solution to this overload
problem is represented by personalized electronic program guides (epgs).

Personalized epgs help users find relevant (TV and Web) video content by
using recommender systems. A possible approach for realizing a personalized
epg [19] is to divide the task into two steps. A first step consisting of a coarse
filtering of the available assets in predefined categories, followed by a ranking
step based on the application of a recommender system employing a learned
user profile specific for each category. For the first filtering step, it is common
practice to classify TV shows by labeling them with one or more program genre
labels, such as documentary, sports, etc.

This two-step approach also helps overcoming scalability issues that arise if we
want to consider the suitability of each individual asset for each individual user.
More specifically, if N is the number of available videos and M is the number of
users, we want to avoid that we have to consider each of the N ·M combinations
in looking for matches.

As digital video asset originate from various sources (e.g. YouTube, broadcast
TV, video-on-demand libraries) we may not expect that assets are consistently
labelled with one or more program genres. While some sources may not even
provide labels, we do expect that each video asset has associated a title and a
possibly short textual description.

We believe it makes sense to use program genres as intermediate specification
medium to make a first, coarse preselection of potentially interesting assets. In
this paper we focus on the problem of automatically mapping the textual de-
scriptions of video assets to program genres. We compare two machine learning
methods used to compile a ranked list of TV shows for each program genre.
We also investigate how to enrich short textual descriptions with more infor-
mative keywords using knowledge automatically extracted from Wikipedia. Our
experimental results are obtained on a large collection of TV-show descriptions.

2 Motivating Scenario

This research is carried out in the context of APRICO Solutions, a software
company that is part of Philips Electronics (see www.aprico.tv), which develops
video recommender and targeting technology, primarily for the broadcast and
Internet industries. The epg data used in this research is provided by Axel
Springer (see www.axelspringer.de), a strategic partner of APRICO Solutions.

One of the concepts developed at APRICO Solutions is the concept of personal
channels. A user can create a personal channel by selecting a TV show or an
Internet video asset as seed. Based on the seed attributes, similar TV shows and
Internet videos are automatically selected and aggregated into a playlist that
can be viewed as a linear channel next to the traditional broadcast TV channels.
The order of the videos in the playlist of a channel is typically based on time of
broadcast or relevance of the content to the channel. Users can add and delete
programs from the playlist at will. The basic architecture of a personal channel
is shown in Figure 1. Each channel has a boolean filter that preselects TV shows
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and Internet videos based on the characteristics of the video seed used to create
the channel. The shows that pass the filter are prioritized by a recommender that
learns from the interaction of the user with the channel and through explicit
ratings. Note that in this concept, users are not explicitly modeled, but their
multiple interests and preferences are captured by the multiple personal channels,
each having a dedicated recommender.

Fig. 1. The personal channel concept

An important attribute used by the boolean filters to preselect shows for a
personal channel is the program genre. Examples of program genres are movie,
sports, documentary, and TV series. Given that many video assets do not have
associated an explicit program genre (e.g. videos from Internet video portals),
the problem addressed in this paper is: given a program genre, automatically
retrieve a ranked list of TV shows and Internet videos that match the given
program genre. More formally, we define the problem as follows:
TV-show ranked retrieval task. Given S = {s1, . . . , sn} a set of TV-show
descriptions, and given a program genre p ∈ P = {p1, . . . , pm}, where P is a set
of program genres, return a ranked list of k TV-show descriptions from S that
best match program genre p.

3 TV-Show Representation Using Explicit Semantic
Analysis

A simple and convenient way to represent textual descriptions of TV shows is
called bag of words (bow), in which each item is represented by the set of words
in the text, together with their number of occurrences. In this work we com-
pare the classical bow representation with an enhanced one (e-bow) built by
enriching the classical bow model with additional features automatically ex-
tracted from Wikipedia. To this purpose we exploited a technique called explicit
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semantic analysis (esa) [11] that allows to represent terms and documents using
Wikipedia pages (concepts). In order to describe how esa works, we assume that
each article in Wikipedia is a concept. Given a set of concepts C1, C2, ..., Cn and
a set of associated documents d1, d2..., dn (the Wikipedia articles themselves),
we construct a sparse matrix T , called esa-matrix, where each of the n columns
corresponds to a concept, and each row corresponds to a term (word). The cell
T [i, j] of the matrix represents the tfidf value of term ti in document dj .

After building the esa-matrix, for each term we are able to extract its se-
mantic interpretation vector that is the corresponding row in the esa-matrix.
A semantic interpretation vector for a text fragment (i.e. a sentence, a bow,
an entire document) is obtained by computing the centroid (average vector) of
all the semantic interpretation vectors related to the terms occurring in that
specific text fragment.

esa is exploited to generate the e-bow by adding new features to the original
TV-show textual descriptions. As the TV-show descriptions in our dataset are in
German, we processed the German Wikipedia dump released on October 13th,
2010 (approximately 7.5 GB). After the processing step and the application of
the heuristics described in [11] in order to narrow the number of terms and
Wikipedia articles in the esa-matrix, we obtained a matrix with 814,013 rows
(terms) and 484,218 columns (Wikipedia articles). The input of the feature gen-
eration step is the whole bow considered as a unique text fragment. We adopt
this strategy because TV-show descriptions are quite short, and it is difficult to
split the text in several fragments (i.e sentence, paragraph, etc.). For each term
in the bow, the corresponding vector from the esa-matrix is extracted, and the
centroid of all those vectors is computed. The final step consists in selecting
the most important Wikipedia concepts from the centroid vector (those with a
higher weight) for adding to the original bow. The new e-bow is composed by
the keywords in the bow and the new generated features (Wikipedia concepts)
extracted by the centroid vector.

Figure 2 provides an example of a set of features generated for a TV show
belonging to the sports program genre titled Rad an Rad - Die besten Duelle
der MotoGP (Wheel to wheel - The best duels in the MotoGP). We can observe
that new concepts related to MotoGP motorcyclists (Valentino Rossi, Max Bi-
aggi, Shin’ya Nakano, Loris Capirossi), MotoGP competitions (großer preis von
italien - Italian motorcycle Grand Prix, großer preis von malaysia - Malaysia
motorclycle Grand Prix, etc.), and other generic concepts such as motogp have
been introduced. Hence, the idea behind the feature generation process is to
introduce new concepts allowing an easier identification of the right program
genre for a specific TV show. In a recommendation scenario, that representa-
tion has several advantages. First of all, representing user interests in terms of
(comprehensible) Wikipedia articles allows obtaining a more transparent user
profile. Furthermore, serendipitous (unexpected) recommendations may also be
produced: in the previous example the Wikipedia concept scuderia ferrari is
not directly related to the analyzed TV show (see Figure 2), but it might be
interesting for the user.
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Fig. 2. An example of enrichment by ESA

4 TV-Show Ranked Retrieval

We investigate the application of two different machine learning approaches for
the task of TV-show ranked retrieval. The first approach is random indexing
(ri), a strategy which has been shown to be more effective than the classical
vector space model (vsm) [17] in a recommendation scenario, while the second
approach is logistic regression (lr), a gold standard in text classification, which
has been adapted for the ranked retrieval task.

Random Indexing. ri is an efficient, scalable and incremental technique for
dimensionality reduction. It belongs to the class of so-called distributional mod-
els, which state that the meaning of a word can be inferred by analyzing its
use (that is to say, its distribution) within a corpus of textual data. By following
this approach, we can represent terms and documents as points in a vector space
with a considerable reduction of features to describe them. Through this model
we can obtain results comparable to other well-known dimensionality reduction
methods (such as singular value decomposition, applied in lsa [7]), but with
a substantial saving of computational resources. The goal of ri is to shift the
classical vsm representation based on a n-dimensional term-document matrix
towards a k -dimensional term-context matrix that is more compact and flexible,
since the number of contexts (i.e. the dimension of the matrix ) is not fixed and
could be adapted to the requirements of the specific application domain. The
context of a term could be a sliding window of a couple of terms that surround
it on the left and on the right, a whole sentence, a paragraph, or the whole doc-
ument. In this work we exploit the simplest formulation we can provide, namely
the context of a term is defined as the whole document in which it occurs.

The first step consists of reducing the vector space through the ri algorithm.
As in the Rocchio classification algorithm [21], a prototype vector is built for
each program genre by summing up all the TV-show vectors belonging to that
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program genre. Given a prototype vector, we compute the cosine similarity with
all TV shows to get the list of the best matching TV-show descriptions for a
specific program genre. ri has been extended by means of the quantum negation
operator in order to model also the negative evidences for program genres, the
terms that typically do not occur in descriptions of a given program genre. The
negation operator is useful to get the subspace that will contain the items as close
as possible to the positive preference (liked program genre) vector and as far as
possible from negative one. It has been already shown that the introduction of
the negation operator allows obtaining better results [17].

Logistic Regression. lr is a supervised learning method able to analyze data
and recognize patterns. It can be applied in cases where the dependent variable
we want to predict can have as value 0 or 1 (i.e., a TV show belongs or does not
belong to a specific program genre). The learned model represents the examples
as points in a multidimensional space and a logistic function is learned for each
class. A logistic function is represented by a sigmoid curve. lr is used for text
classification tasks, achieving similar results to support vector machines (svm)
[26]. lr has a good accuracy, is robust, and fully automatic, eliminating the
problem of manually tuning parameters. lr produces probabilities as output and
is preferred over svm in those scenarios where this aspect has a high relevance. In
this work we use the liblinear library [10], an open-source library for large-scale
linear classification (for datasets with a huge number of features and instances)
that supports lr and svm. Given a program genre p, the TV shows are ranked
based on their probability to belong to p and are returned in a ranked list.
It is possible that the same TV show belongs to the retrieved list of different
program genres, but with a different probability value, and a different position
in the ranked list. For example, if we have a documentary about horses and
equestrian disciplines, it could belong to the retrieved list of “documentary” as
well as “sports”.

5 Experimental Evaluation

We carried out two distinct experimental sessions: the goal of the first one is to
measure the effectiveness of ri and lr in the ranked retrieval task, while the goal
of the second session is to investigate the effectiveness of the feature generation
process. The dataset used in the experiments contained a set of 133,579 TV-
show descriptions, from a set of 47 broadcast channels in the German language.
TV shows have been broadcast between April 2009 and April 2011. We assumed
that one program genre is specified for each TV show. A TV-show description
has an average length of approximately 42 word occurrences.

We run the whole experimental evaluation through a k-fold cross validation,
with k=10. The dataset has been partitioned into 10 subsets of equal size and
10 different runs have been evaluated, each using a different subset for testing
and the rest for training.

In Figure 3 the distribution of the TV shows among all the categories is
plotted. The dataset is very unbalanced towards some program genres such as
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Fig. 3. Distribution of the training examples among the 17 program genres

TV series, movies and documentary in comparison to other program genres with
a very small number of instances, such as Weather.

We used the precision at n% with n = {5, 10, 25, 50, 75, 100}, as metric for
evaluating the effectiveness of the proposed model. For a given program genre
p, let L(p) be the ranked list of TV shows that are retrieved for program genre
p. Let L(p, n) be the top-n percent of L(p). Note that the length of L(p) is given
by the number of items that actually have program genre p in the given test set.
Furthermore, let C(p, n) denote the subset of correctly classified descriptions in
L(p, n). Then, the precision at n%, denoted by P@n% is given by:

P@n% =
|C(p, n)|
|L(p, n)| . (1)

5.1 Experiment 1: Evaluation of the Ranked Retrieval Task

The goal of this experiment is to compare the ri and lr performance for the
ranked retrieval task. For ri, we evaluated the performance using different sizes
of context vectors (the k parameter in Section 4). More specifically, we evaluated
the effect of reducing the dimensionality of vectors representing the TV shows.
Indeed, the original size of feature vectors representing TV-show descriptions is
133, 579. In our experiment we considerably reduced the size of those vectors to
500, 1, 000, 1, 500 and 2, 000.
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Table 1. Results of ri and lr algorithms on the ranked retrieval task (P@n%)

Approach k P@5% P@10% P@25% P@50% P@75% P@100%

RI 500 0.842 0.791 0.709 0.632 0.578 0.528

RI 1000 0.850 0.802 0.722 0.648 0.591 0.543

RI 1500 0.855 0.806 0.732 0.653 0.599 0.548

RI 2000 0.851 0.810 0.732 0.656 0.600 0.551

LR 0.920 0.903 0.884 0.864 0.820 0.747

Results are depicted in Table 1. It is worth to note that the different size of the
context vectors does not affect the performance of the ri algorithm. The most
important result is that lr outperforms ri: the larger the number of retrieved
items, the larger the gap between the performance of ri and lr. This results
confirms that ri is more effective on the retrieving TV shows ranked in the
first positions of the list. This is confirmed by observing the loss of performance
of ri with an increasing number of retrieved items, as well. On the contrary,
lr preserved its accuracy also by considering the whole retrieved list of items
(P@100%). We can conclude that lr achieves the best performance, even in the
case of large retrieved lists.

5.2 Experiment 2: Evaluation of the Feature Generation Process

In the second experiment we evaluated the impact of the feature generation
process described in Section 3 on the performance of the retrieval algorithm.
Since lr achieved the best performance in the first evaluation, we decided to
run the second evaluation using that algorithm. For each bow associated to a
TV show, we used the esa-matrix to extract the 20, 40 and 60 most related
Wikipedia concepts, that we added as new features for enriching the original
bow. Table 2 depicts results of the experiment. It is worth noting that all the
configurations using the e-bow representation outperform the bow baseline,
even though differences between results using 40 or 60 concepts seem to be not
statistically significant.

Table 2. Comparison between bow and enriched bow (P@n%)

Metric BOW E-BOW+20 E-BOW+40 E-BOW+60

P@5% 0.920 0.921 0.941 0.943

P@10% 0.903 0.912 0.935 0.937

P@25% 0.884 0.902 0.924 0.927

P@50% 0.864 0.880 0.901 0.903

P@75% 0.820 0.838 0.864 0.867

P@100% 0.747 0.764 0.785 0.786
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Hence, we run the Mann-Whitney Test [20] that, given two sets of observations
(obtained by two different approaches) and a single ordering of those results, is
able to decide whether the ranked list is achieved by chance or not. We performed
the test for each of the following pairs of results by comparing the data points
that were obtained in the 10-fold cross validation:

– bow vs e-bow+20

– bow vs e-bow+40

– bow vs e-bow+60

For each level of precision all the results are statistically significant (p < 0.05)
except the difference between bow and e-bow+20 in terms of Pr@5%. We
can thus conclude that the esa-based feature generation process allows a better
ranking of the most relevant items for each program genre, and this is a very
interesting result since in a recommendation scenario a limited number of TV
shows is generally suggested.

6 Related Work

The literature in the area of TV recommendation dates back to the 1990s [9].
One of the first attempt in the area of personalized TV that exploits information
filtering techniques is presented in [14]. The authors produce a personalized list
of TV news according to duration constraint, and solve the problem by an op-
timization model. Two prototypes were proposed: a category-based system and
a keyword-based one. The main differences with respect to our model is that
categories are manually assigned to each news, and content was not subjected to
any enrichment process. Also in [23], the proposed hybrid personalization tech-
niques produce suggestions according to the program categories a target user has
enjoyed in past. In that work a combination of content-based and collaborative
recommendation strategies was proposed. However, a problem emerged in that
research was the weak diversity of content-based recommendations. The authors
proposed a hybrid model for this purpose. To overcome that limitation, in our
model we infuse new Wikipedia-based knowledge in the TV-show descriptions.

A collection of research reports on the development of personalized services for
Interactive TV is provided in [1], while a thorough overview of current research
and trends in the field of personalized TV applications is in [6].

Regarding the dimensionality reduction problem, Berry et al. [4] pointed out
the need for dimensionality reduction techniques as a mean to improve the ef-
fectiveness and the scalability of vsm. In this context effective techniques for
dimensionality reduction such as ri [22] emerged. Semantic vectors1 is one of the
first package [25] implementing a ri algorithm and defining a negation operator
based on quantum logic [24]. Some initial investigations about the effectiveness
of semantic vectors for retrieval and filtering tasks are reported in [3] and [16],
respectively.

1 http://code.google.com/p/semanticvectors/

http://code.google.com/p/semanticvectors/
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The use of a semantic representation for TV programs is presented in [5]. The
authors propose a hybrid recommender system based on semantic web technolo-
gies for addressing the classical problems of both content-based and collabora-
tive approaches. The definition of a semantic similarity between TV shows is
an interesting aspect of that work. Structured knowledge represented by means
of ontologies was exploited. Conversely, encyclopedic knowledge is used in our
research.

Another interesting approach to add semantics to text is proposed in the
Wikify! system [15], which has the ability to identify important concepts in a
text (keyword extraction), in order to link these concepts to the corresponding
Wikipedia pages. The annotations produced by the Wikify! system can be used
to automatically enrich documents with references to semantically related infor-
mation. The Wikify! approach is similar to that implemented by esa that we used
in our work, even though the latter has been effectively used for several tasks,
such as text categorization, semantic relatedness and information retrieval. The
most recent result is the esa-based retrieval algorithm, called MORAG, which
enriches documents and queries with Wikipedia concepts [8]. The authors proved
that a feature selection process has a strong impact on the effectiveness of the
algorithm. Recently, esa has been used for automatic music genre classification,
in order to represent music samples through a semantic space model [2], while
a preliminary work related to the application of esa in an information filtering
scenario is presented in [18].

Recent advances concerning the future of TV are proposed in the NoTube
project [13], which aims to demonstrate how semantic web technologies can be
used as a tool to connect TV content and the Web through linked open data, as
part of the wider trend of TV and Web convergence. Semantic representation of
digital content is intended to create more intelligent, responsive and personalised
applications, in order to filter interesting programmes and advertising. In that
project epg data are linked to semantic entities in the Linked Open Data cloud.
As in our work, for a given TV program a set of related Wikipedia concepts are
identified. However, the exploited knowledge source is DBpedia, the structured
version of Wikipedia.

7 Conclusions and Future Work

In this work we investigated state-of-the-art machine learning methods in the
scenario of TV-show retrieval. We compared a statistical method called logistic
regression, with an incremental and effective technique for dimensionality reduc-
tion based on random indexing. The motivation behind the choice of these two
approaches is that the former is a gold standard in the text categorization area,
and the latter is an effective technique for addressing the scalability problem.
We also evaluated the impact of a negation operator based on quantum logic
that can model in an effective way negative evidence. We investigated the im-
pact of a knowledge-based feature generation process in order to enhance the
classical bow representation and improve the list of interesting items in a per-
sonalization scenario. The best learning method in terms of accuracy was lr.
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This shows that lr for information retrieval is also effective in situations where
text descriptions are very short and where classes may have only few training
examples. Furthermore, the Wikipedia-based enrichment process improved the
ranking of the retrieved list of TV shows. These results might be efficiently inte-
grated in the platform presented in Section 2, obtaining more accurate personal
channels.

In future work, we will investigate the impact of the quantum negation oper-
ator to the vector space without any dimensionality reduction and we will try to
generalize the results attained by lr, by carrying out an experimental evaluation
on videos available in online video repositories such as YouTube. Furthermore,
we will adopt an approach where the number of generated features depends on
the text length. Finally, the presented model considers only the user preferences
expressed in terms of one liked program genre. In the future we will merge the
list of interesting items belonging to different program genres, allowing to assign
a different weight to each one.
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Abstract. The task of selecting one among several items in a visual
display is extremely common in daily life and is executed billions of times
every day on the Web. Attention is vital for selection, but the end-to-end
process of what draws and sustains attention, and how that influences
selection, remains poorly understood. We study this in a complex multi-
item selection setting, where participants selected one among eight news
articles presented in a grid layout on a screen. By varying the position,
saliency, and topic of the news items, we identify the relative importance
of these visual and semantic factors in attention and selection. We present
a simple model of attention that predicts many key features such as
attention shifts and dwell time per item. Potential applications of our
findings include optimizing visual displays to drive user attention.

1 Introduction

Selecting one among several items in a visual display is a common task — choos-
ing from a lunch menu, from a wardrobe, at a shopping mall, or online at news,
media, and portal Web pages. Since visual attention is, in many contexts, nec-
essary for selection, deciphering the complex process of selection requires under-
standing what draws visual attention, what sustains it, and how these factors
influence the selection. This problem is challenging as the process involves a
wide range of factors — from low-level visual factors such as visual saliency and
the position of items to high-level semantic factors such as the user’s interests
or preferences for various items.

This work addresses three basic questions: (1) What is the relative importance
of position, saliency, and user interest in drawing and sustaining attention in
multi-item selection tasks? (2) How do these factors affect the task of selection?
(3) Can simple models predict the distribution of eye gaze, shifts of attention,
and dwell?

We perform our study by considering the complex task of selecting one among
eight news items to read in a heterogeneous display equipped with an eye-tracker.
We find that attention shifts are dominated by visual factors such as position
and saliency. Contrary to the hypothesis that semantic factors such as user
interest (in the content) would matter most for sustaining attention, we find
that position plays a dominant role, with significantly higher dwells at top-left
positions than other positions. This could be due to two reasons: first, it may
reflect the cultural bias of English readers to read from top to bottom, and left
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to right. Second, it may stem from the tendency of Web portals to place the
important content on the top-left where the user is more likely to notice. We
find that the final selection depends mainly on user interest, followed by position,
and attention — specifically how long the user attends to an item, but not how
quickly they attend to it. Thus, our work identifies the relative importance of
position, saliency, and user interest in drawing and sustaining attention, and in
influencing choice in complex, ecological settings.

Based on our empirical findings, we present simple mathematical models of
how attention evolves in processing a collection of items in a selection task.
The models are based on Markov processes, where the states correspond to the
positions of the items and the transition probabilities are used to capture the
attention shifts; we make the latter to be a function of the position and saliency.
We show that our models are also able to predict key quantities such as the
attention shifts, the number of steps to the first fixation on an item, and the
per-item dwell time.

2 Related Work

Past studies have shown that while passively viewing displays or searching for
objects in displays, attention is initially drawn to visually salient items (i.e.,
ones that stand out due to differences in motion, brightness, color, orienta-
tion, and other visual features) in the display [21,13,22]. Many models have
been proposed to formalize saliency and to predict overt attention (eye fixa-
tions) on displays during passive viewing of static scenes and videos [9,1,5,10,17].
Studies have also shown that apart from saliency, which is non-volitional, user-
independent, and purely display-driven, attention can be drawn by volitional,
goal- and expectation-driven factors such as the user goal [4], prior knowledge
of the objects in the world and their relation to the display [6,2], and expecta-
tion of positions and visual features that are better aligned with the user goal
[19,20,23,15]. While the question of what draws attention has been studied in
depth, little is known about what sustains attention. Furthermore, the role of
non-visual, high-level, cognitive, and semantic factors such as user interest in
attention is less studied. Finally, although it is intuitively clear that position,
saliency, and user interest affect attention, their relative importance in selection
tasks is unclear.

Previous models of attention shifts focused on the tasks of passive viewing
of static display/videos and for visual search of a target object in a display.
These involve saliency models [9,16,1] that shift attention in decreasing order
of saliency (deterministic attention-shifting strategy), and information-theoretic
models [14] that shift attention to maximize global or local information gain
about the search target in the display (probabilistic attention-shifting strategy).
In our setting, there is no explicit goal for the user. One may argue that the
user is searching for interesting items to read, but the visual properties of the
search target (position, color, etc.) are not known a priori and multiple (or no)
interesting target items might be present. Thus shifting attention to maximize
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information gain, or in decreasing order of saliency is not applicable to our
setting. By proposing that attention shifts are probabilistic and a function of
the item’s position, saliency, and proximity, our model captures attention shifts
and eye visits to items on a per-display basis.

Multi-item selection tasks have been explored in the context of Web search
result pages. A goal here is to model selection (clicks) based on the relevance
of a search result to the user query and the position at which it appears (e.g.,
[3]). Related eye-tracking studies reveal a “golden triangle heatmap” [7], which
is an attention bias towards the top-left positions in the display. These studies
typically involve homogeneous pages: a linear list of textual content related to a
specific search query of the user. It is unclear if these findings apply to hetero-
geneous displays (containing both text and images) and to contexts where the
user intent is not explicit.

3 Experiment Setup

This section describes the details of the experimental setup. The eye movements
of participants were recorded using an eye-tracking equipment while they en-
gaged in the task of selecting one news item to read from a collection of eight
article snippets presented in a 2×4 grid. Each item belonged to a different topic.
The user interest in the topics (“uninteresting” to “very interesting”) was ob-
tained through a post-study survey. For each participant, the position (top-left
to bottom-right) and visual saliency (presence/absence of images accompany-
ing the title) of items were varied systematically across treatments. The actual
details of content selection and the treatment generation are given below.

Content Selection. We gathered a set of recent news articles where each arti-
cle is associated with the actual content and metadata that includes an image,
a title, a short snippet, and one of the following ten topics: Business, Edu-

cation, Entertainment, Health, Politics, Religion, Science, Sports,

Technology, Travel. We collected over 400 random news articles from Ya-
hoo! News, with at least 30 articles for each of the above topics; the metadata
for each of the articles was obtained automatically.

Display Generation. A treatment is a rendering of eight articles in a 2× 4 grid,
where each position in the grid is of the same size. Fig. 1 shows an example treat-
ment. For convenience, we number the eight positions in a treatment as 1 (top-left)
through 4 (top-right), and 5 (bottom-left) through 8 (bottom-right). Each posi-
tion has the title and snippet of the article and optionally, the image associated
with the article; the articles are called items. Clicking on the title of an article will
lead to its full content. Given a desired number k ∈ {0, . . . , 8} of images, a treat-
ment is generated by the following process: first, eight articles are chosen with the
constraint that no topic is represented more than once (but the chosen articles are
otherwise uniform among all articles on that topic); second, k of the eight articles
are chosen uniformly at random to have their images rendered.
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Fig. 1. An example treatment. The positions are numbered from 1 to 8 (top-left
to top-right, followed by bottom-left to bottom-right).

Procedure. The users were instructed to pick any item of their choice (from each
treatment), read it, and rate it on a three-point scale (uninteresting, interesting,
very interesting). The study began with a five-point eye calibration, followed by
an introductory set of questions on user demographics (gender, age, education-
level, and fluency in English). Following this, each user was subjected to 16
treatments in order. For each treatment, they had to select an item to read (based
on its title, snippet, and if present, the image), read its contents and rate it, and
move to the next treatment. After the user completes all treatments, a survey
was conducted to obtain user interest on each of the ten topics, once again on
a three-point scale (uninterested, interested, very interested). We logged all the
user activities, in particular, the treatments seen, corresponding eye movements
and gaze patterns, the item chosen to be read in each treatment, and the time.

Participants. A total of eighteen users participated in our experiments with
informed consent. Users were males and females in the age group 18–50, from
different professional backgrounds. All users were familiar with the Internet and
browsed the web more than once per week. In the experiments, each participant’s
eye movement patterns were recorded using Tobii 1750 Eye Tracker (sampling
rate 50Hz, 17” monitor, 1024 × 768 display resolution).

4 Experimental Results

4.1 Metrics

We parsed the raw eye tracker data to obtain fixations (pauses in eye position)
and saccades (abrupt changes in eye position). As an output of the user study,
we obtained, for each user and each treatment, the fixation sequence where each
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fixation was annotated by its (x, y) screen coordinates, timestamp, the item it
belonged to, its position, image presence in the item, whether the item was
clicked or not, user interest in the item, and number of images in the treatment.

Then, we computed various metrics for each item:

– time to first fixation: the earliest time the item was visited (relative to the
start of the treatment);

– dwell time: the total amount of time spent looking at an item;
– number of fixations : the number of times the eye briefly paused on the item;
– number of visits : the number of fixations excluding self-loops where the eye

stays on the same item (i.e., successive fixations on an item are collapsed
into a single visit);

– shifts of attention/transitions : the number of visits to item j from item i;
– click frequency: the percentage of clicks that occurred on an item; and
– time to click : the time when the click occurred relative to the start of the

treatment.

The above metrics were decomposed by position, image presence, and user
interest in the item.

In addition, we also computed a saliency score for each item. We used a
saliency model [8] to compute a measure of how visually different an item is
from the remaining items in the display.1 This model is loosely based on the early
visual cortex. It assumes that the brain has an internal model of visual input and
attracts attention to deviations from the expectation. This is accomplished by
considering the difference between the observed log amplitude spectrum of the
display and the expected log amplitude spectrum (averaged over several natural
scenes), and the residual log amplitude spectrum is used along with the display’s
phase spectrum to construct the saliency map. For each treatment, we obtained
the screenshot and computed its saliency map. We computed the saliency score
at each position (1–8) as the total saliency of pixels at that position normalized
by the total saliency of pixels in the entire treatment.

4.2 Results

Analysis of the eye movement patterns reveals the influence of each factor —
position, saliency, and user interest — on attracting attention (measured by time
to first fixation), sustaining attention (measured by dwell time), and in gener-
ating selections (measured by click frequency). The statistics are summarized in
Fig. 2, and explained in more detail below.

Attracting and Sustaining Attention. In attracting users’ attention, mea-
sured by the time taken to first fixate the item, position plays a stronger role
than saliency, and user interest plays essentially no role (Fig. 2, first column).

1 There are several saliency models based on neurobiology, information theory, natural
scene statistics, and deviation from expectation. They yield similar performance
for our displays. We chose the model of Hou and Zhang [8] for its computational
simplicity.
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Fig. 2. Data summary. The effect of position, saliency, and interest on time to first
fixation (first column), dwell (second column), and clicks (third column).

Attention is drawn to the top-left position 89% sooner on average than the
bottom-right position (1.4± 0.2s vs. 12.8± 0.7s; t(485) = −16.7, p < 10−12). In
comparison, items with images draw attention only 17% sooner on average than
items without images (6.8± 0.25s vs. 8.2± 0.3s; t(1754) = 3.3, p < 10−4).

Although one would expect user interest to dominate sustained attention, our
analysis reveals that position plays a stronger role than user interest in sustaining
attention (Fig. 2, second column). Top-left positions have 57% (t(568) = 4.6; p <
10−6) longer dwells on average compared to bottom-right positions. User interest
improves dwell only by 9%, with slightly longer dwells for items reported to be
“very interesting” compared to “uninteresting”. Finally, image presence does not
affect dwell (one-way ANOVA repeated measures, F (1, 2038) = 0.85, p = 0.36).

On the flip side, even though position has a strong influence in the onset of
attention, saliency can override position bias in all cases, except for the top-left
position. For example, an item with an image at position 7 attracts attention
almost as early as an item at position 3 without an image: 10±0.9s vs. 8.7±1.2s;
t(137) = −0.93, p = 0.36. Similarly, position 8 with an image is on par with
position 4 without an image: 12.4±1.2s vs. 10.6±1.3s; t(138) = −1.04, p = 0.30.

Selection. As expected, selection (i.e., clicks) depend most strongly on user
interest, followed by position, and weakly on saliency (Fig. 2, third column).
For example, click frequency on “very interesting” items is on average 260%
(t(1345) = 7.1742, p < 10−12) more than on “uninteresting” items. In compari-
son, click frequency for the top-left position is only 82% more compared to the
bottom-right; and the click frequency gain due to an image presence is still lower
at 8% and not significant.
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Sustained attention is important for selection — longer dwells are more likely
to lead to clicks; namely, Pr[click | dwell > t] increases with the time parameter
t. For example, click frequency increases by 244% (from 9% to 31%) when dwell
increases from less than 5s to 5–10s. Similarly, the median dwell time for clicked
items is 200% more than those for unclicked items (3.9s vs. 1.3s), and the dwell
distributions for items that were clicked and those that were not clicked are
significantly different — the area under ROC curve is 0.79.

5 Predictive Models

We capture the above insights in the form of a mathematical model of how
attention evolves in processing a collection of items in a selection task. The
model is a discrete-time Markov process [11] with the eight positions of the
2 × 4 grid as the states; the process is in state i ∈ {1, . . . , 8} if the user confers
visual attention on position i. The initial state distribution π describes the initial
focus of user attention, and the state transition probability P (i, j) captures the
probability of shifting attention from position i to position j. User attention
follows a stochastic process: it starts in some initial state i with probability
π(i), and then repeatedly switches to another state with probability P (·, ·) in
a randomized fashion. Since we are interested in studying the shift of attention
in different positions, self-loops are avoided in the Markov models; formally,
P (i, i) = 0 in all our models.

The initial state distribution π(i) is intended to capture any biases inherent
among users of the system (e.g., top-left bias or centrality bias). It is set to
the empirical distribution on various positions observed during the initial one-
second duration in our experiments (across all participants and all treatments).
Next, proximity, saliency, and position bias are incorporated into the transition
probabilities via three specific factors.

5.1 Attention Transition Models

Spatial proximity is incorporated into the Markov process as a factor based on
the Gaussian radial basis function:

d(i, j) = exp

(
− (xi − xj)

2/e+ (yi − yj)
2

2σ2

)
,

where (xi, yi) is the coordinate of position i in the 2 × 4 grid, σ is a scale
parameter, and e > 0 is an eccentricity parameter. The scale parameter is used
to model how fast the transition probabilities decay with greater distances. The
eccentricity parameter is used to capture participants’ tendency to browse in a
row-major or column-major fashion. Thus e < 1 implies participants tend to
read horizontally, and e > 1 the otherwise (vertically).2

2 The tendency to browse row-major or column-major can be learned empirically from
a subset of the data, but we expect this to be a constant for all sized grid layouts,
hence we do not consider it a free parameter.
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Position bias is incorporated through a factor p(i), for i ∈ {1, . . . , 8}, derived
empirically from a subset of the observed data, where p(i) gives the average
number of fixations at position i over all user treatments.3

Finally, visual saliency is incorporated as a factor s(i) ∈ (0, 1) for each position
i ∈ {1, . . . , 8}; this is a score based on a common model of visual saliency [8].
Notice, however, that unlike the proximity factor and the position bias factor,
the saliency factor is specific to the treatment.

The above factors result in the following transition probability model:

Pspd(i, j) ∝ s(j)γ · p(j) · d(i, j), (1)

where γ > 0 controls the relative importance of saliency in the transition proba-
bilities, compared to proximity and position biases. Since the saliency scores are
all between 0 and 1, higher values of γ weaken the effect of saliency. To study the
relative contribution of the various factors in model (1), the full model with all
factors, and all combinations of the factors {s, p, d} were considered. The models
are named after the factors they include; for instance, Psp(i, j) ∝ s(j)γ · p(j).

Finally, in addition to saliency, position, and proximity, an “inhibition of
return” memory term [18,12] is incorporated, to avoid revisiting recently visited
items. Here, we use a bit vector m to encode the most recently visited cell:
m(j) = 1 if j is the previous focus of attention and 0 otherwise:

Pspdm(i, j) ∝ s(j)γ · p(j) · d(i, j) · (1−m(j)).

5.2 Parameter Fitting

The data was divided into two parts: data from two-thirds of the participants
was used for parameter fitting, and data from the remaining one-third was for
evaluating how good the fitted parameters are. Parameter estimation was per-
formed on the training set as described below. Predictions were made on the test
set, using the best fitting parameters from the training set. For each treatment
seen by the user, we simulated the model-predicted fixation sequences for 1000
trials, and computed the likelihood of transitions, visits and dwell as follows. Let
put(i, j) be the empirical fraction of transitions from position i to j for user u
and treatment t, and p̂ut(i, j) be the corresponding model-predicted fraction of
transitions. For model M with parameters σ, γ, we computed the likelihood of
test data P (D | M,σ, γ) as the expected likelihood of data over all users u and
treatments t in the test set; that is

Pr(D | M,σ, γ) = Eut[Eij [p̂ut(i, j)]]. (2)

Similarly, the likelihood of visits was computed by first finding put(i), the em-
pirical fraction of visits at position i for user u and treatment t, and p̂ut(i), the
model predicted fraction of visits. Then, Eqn. 2 becomes

3 Alternatively, we could make an assumption that the position bias is focused on the
top-left of the display for English readers, and that it decreases linearly as we move
to the right or bottom of the display. We would expect similar results in both cases.
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Pr(D | M,σ, γ) = Eut[Ei[p̂ut(i)]].

The likelihood of dwell was computed in a similar fashion, by replacing the
fraction of visits at each position in the above equation to the fraction of dwell.

The spd model has two free parameters, σ (Gaussian width for proximity
calculation) and γ (exponent of saliency). The eccentricity of the ellipse e was
a fixed parameter set to 1.4, which is the empirically observed ratio between
the number of rightward and vertical saccades. We simulated the spd model
for various values of σ, γ ∈ {1/4, 1/3, 1/2, 1, 2, 3, 4}. The parameter values that
maximized the likelihood of transitions in the training data were chosen as the
best fitting parameters. This resulted in σ = 0.5, and γ = 3.

5.3 Model Simulations

In this section, we aim at finding simple models that may be used to predict
certain key quantities of user behavior.

We first start with the average number of steps it takes for a user to fixate
an item for the first time given a display. Note that parameters in the transition
models of Section 5.1 can be fit by the procedure described Section 5.2. Here,
we ask how consistent these models are with observed data in our user study.

Fig. 3. Comparison between spd model prediction and observed number of
steps to first fixation. Left panels: The model correctly predicts that top-left posi-
tions are seen first and the #steps to first fixation increases as we go from left to right,
and top to bottom. It also predicts the steeper increase from top-left to top-right posi-
tions, and shallower increase from bottom-left to bottom-right positions. Right panels:
The model correctly predicts that images will be seen earlier than non-images.
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Fig. 4. (a) Comparison between the linear spi model prediction and observed
dwell. The model accurately predicts average dwell as a function of position. It also
predicts that image presence and user interest do not affect dwell. (b) Model com-
parison for predicting dwell per item. The linear spi model predicts likelihood
of dwell better than the baseline and other model variants, over short and long time
periods. The performance of the position only model comes close to the spi model,
showing that position plays a dominant role in predicting dwell.

Denote by P an arbitrary 8× 8 transition matrix of a Markov model, and by π
an 8-dimensional row vector containing the initial state occupation distribution.
The following steps were used to compute the average first time to fix on position
i: we first set the ith row of P to 0 and denote the resulting matrix by Pi; then,
the ith component of the vector,

π

∞∑
k=1

kP k
i = π (I − Pi)

−2
Pi,

will be the average steps to first fixation on i; here, I is the 8×8 identity matrix.
Among the alternatives, the spd model is qualitatively accurate in predicting

the number of steps to first fixation on an item (Fig. 3). It predicts that images
will be seen earlier, which cannot be predicted by models without saliency. It
also captures the position bias in the data — that top-left positions will be seen
before bottom-right positions. In particular, the model predicts, and the data
shows (top panels in Fig. 3), that the increase in the number of steps to first
fixation is steeper as we go from top-left to top-right and is shallower as we go
from bottom-left to bottom-right.
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It is worth noting that although the spdmodel is trained only on a subset of the
data and the position bias that it learns is treatment independent, yet it performs
well in predicting attention shifts (transitions) and visits on an aggregate basis
on the test subset of the data.

Second, we model dwell separately as a linear function of saliency (s), position
(p), and interest (i). The parameters of this model (denoted spi) are obtained
through a linear regression of {s, p, i} against the total dwell time per position
for various users and treatments in the training data. The resulting parameters
are used to predict dwell time for the test data. Fig. 4(a) shows that a linear
model predicts dwell on average (as a function of position, image presence, and
interest), as well as on a per-treatment basis.

6 Conclusions

In this paper, we studied attention and selection in multi-item setting and iden-
tified the relative importance of visual and semantic factors in attention and
selection. We also presented a simple model of attention that predicts many key
features such as shifts of attention and dwell time per item. Our model was
tested on a display with a 2×4 grid layout, but is generalizable and may be used
to predict user attention on Web displays with any m× n grid layout.

These findings advance our understanding of human visual attention in eco-
logical settings, and offer suggestions to improve the design of visual displays to
effectively drive user attention, for example, in consumer shopping sites. A simple
application of our study is that web content could be personalized by placing the
user-relevant content at the top-left positions and including images to make the
content both semantically and visually interesting to the user. Other potential
applications of our model include display optimization to maximize likelihood of
drawing/sustaining user attention.
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Abstract. Many different forms of explanation have been proposed for justifying
decisions made by automated systems. However, there is no consensus on what
constitutes a good explanation, or what information these explanations should in-
clude. In this paper, we present the results of a study into how people justify their
decisions. Analysis of our results allowed us to extract the forms of explanation
adopted by users to justify choices, and the situations in which these forms are
used. The analysis led to the development of guidelines and patterns for expla-
nations to be generated by automated decision systems. This paper presents the
study, its results, and the guidelines and patterns we derived.

Keywords: User Explanation, Guidelines, Patterns, Recommender Systems.

1 Introduction

The popularity of recommender systems has increased significantly in the last decade,
with many commercial applications already adopting them. For many years, the main
goal of research into such systems has been to improve their accuracy, associating this
measure with the quality of the recommendation. However, as argued by McNee et.
al. [1], the most accurate systems (based on standard metrics) may not be those that
provide the most useful recommendations to users. Other aspects, such as trust and
transparency, have also been considered, and many of these can be improved by pro-
viding users with explanations [2]. Such explanations justify the choice of a particular
recommendation to users, and their applicability extends to decision support systems
[3] and over-constrained problem solvers [4].

There are different existing approaches to generating explanations, from exposing
the rationale of the underlying recommendation technique to selecting the essential
attributes on which the decision is based. However, there is no consensus on what con-
stitutes a good explanation, and what kinds of information must be presented to users in
such explanations. Even though existing work [2] provides qualitative arguments that
characterise good explanations, there is no extensive research into the kinds of explana-
tion that users expect and need to understand and accept recommendations or decisions
made on their behalf and, where work does exist, it is particular to a specific system.

In response, this paper presents a study whose main objective is to give guidance for
explanation generation. The study performed consisted of a survey, from whose results
we extract types of explanation that people use to justify a choice from a set of available

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 212–224, 2012.
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Table 1. Research questions and their evaluation approach

(a) Research Questions.
RQ1. Do users adopt a pattern to justify an option
chosen from the set of those available?
RQ2. Is there a relationship between the type of
explanation given to support the decision and the
chosen option?
RQ3. Do users use a pattern to justify the rejected
(not chosen) options?
RQ4. Is there a relationship between the type of
explanation given to reject options and the re-
jected or chosen option?

(b) Evaluation Approaches.
EA1. Analysis of the arguments given to justify the chosen option
and identification of commonalities among arguments given by dif-
ferent users.
EA2. Comparison among the arguments given to justify each differ-
ent chosen option.
EA3. Analysis of the arguments given to reject options and identifi-
cation of commonalities among arguments given by different users.
EA4. Comparison among arguments given to reject options accord-
ing to each different chosen and rejected option.

options. As, based on the design of the study, we can assume that the explanations pro-
vided by study participants are those that the users would expect to receive, we derive
a set of guidelines and patterns, which are a basis for generating explanations for users
as to why particular options are chosen by a recommender system or decision support
systems. Therefore, this paper presents three contributions: (i) the design and results of
a study into what explanations users expect when justifying choices made; (ii) guide-
lines for the qualities and forms of explanation needed to best meet user expectations;
and (iii) patterns for explanations to be given under different circumstances. The aim
of such explanations is to expose to users why a system chose a particular option, thus
improving user satisfaction and trust in the decision.

2 Description

As outlined above, our goal is to identify explanations to be provided to users by rec-
ommender systems or automated decision making systems. This section describes our
study, including the research questions, procedure and participants. We addressed four
research questions, presented in Table 1(a). By answering these questions, we are able
to extract patterns for user explanations to be generated by the relevant systems (RQ1
and RQ3), and also the context in which each pattern is adopted (RQ2 and RQ4). These
explanations are associated with both chosen and rejected options — the first two ques-
tions focus on patterns and their context for explaining the chosen option; and the last
two focus on determining why other options were rejected (or not chosen).

2.1 Procedure

Our study consists of collecting information provided by participants through a
web-based questionnaire, and its analysis. Our aim is to obtain a high number of par-
ticipants, so anyone with Internet access could access the questionnaire. The study con-
cerns decision-making and explanation of the decisions made. The choices to be made
were between hotels in New York city, a domain chosen because most people are aware
of the attributes that characterise hotels; they will have preferences over individual at-
tributes of hotels; New York is a widely known tourist destination, so participants are
more likely to have a known set of preferences [5]; we have relevant knowledge of the
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city, so were able to select appropriate options; and there are many New York hotels
with available real data. The questionnaire was divided into three parts, as follows.

User Data. Our study does not investigate if explanations depend on people’s char-
acteristics, such as age or gender. However, we collected some information about the
participants in case it was informative, and also to be able to provide demographic in-
formation of the participants as a group. The collected participant data is: (i) age; (ii)
gender; (iii) location (city and country); and (iv) field of work or study.

Product Choice. Participants are requested to imagine the scenario in which they go
to New York on vacation, and must choose a hotel for staying there from a set of op-
tions. Hotels are described in terms of attributes associated with hotels and their rooms
available at the booking.com website, presented in a table that allows a side-by-side
comparison. We took five existing hotels — Hotel 91, Econo Lodge, The Hotel at Times
Square, Comfort Inn, Renaissance, viewing these options as forming three groups (not
known to participants), below.

G-1 Dominated Option. Although a dominated option (one that has no advantage and
at least one disadvantage with respect to another) is generally not chosen, we add such
an option (or at least something close to it) to capture arguments used to reject them. If
we ignore small differences in room size, and discount parking price (which typically
does not appear in catalogues of features), we can identify one hotel (Comfort Inn)
dominated by another (The Hotel at Times Square) even though Comfort Inn actually
has better parking price and a slightly better room size than The Hotel at Times Square.
The assumption (subsequently confirmed by our study) is that most participants focus
on the main attributes and ignore small differences, so that Comfort Inn is dominated.

G-2 Extreme Options. Extreme options compromise one attribute, e.g. quality, too much
in order to improve another, e.g. price. In general, people avoid such options, known as
the extremeness aversion principle [6]. We select two extreme options: (i) much lower
quality and much lower price (Hotel 91); and (ii) much higher quality and much higher
price (Renaissance).

G-3 Options with Trade-Off. Two options that have relative pros and cons require a
trade-off to be made. As this may require a different form of explanation from either cat-
egory above, we include options that clearly illustrate such a need for trade-off, Econo
Lodge and The Hotel at Times Square.

Reasons for Choice. The participant is asked to state why they choose a particular op-
tion, and why they reject the remaining options — we assume that if participants do not
choose an option, they automatically reject it. In order to obtain useful responses, we
highlight for the participant that complete answers should be provided and that argu-
ments should be sufficiently strong to convince another person about the choice made.

In all this, the most important information collected is the provided justifications,
expressed in natural language. The analysis part of the study consists of carefully in-
vestigating these justifications to identify patterns and define explanation types so that,
based on this initial analysis, we can extract quantitative data. Table 1(b) shows our
approach to answering our research questions, which is mainly based on a classifica-
tion of explanation types. In summary, the collected qualitative data is: justifications for

booking.com
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Table 2. Demographic Characteristics of Participants

Gender Male Country Brazil United Kingdom Age 16-25 26-35 Field of Informatics Education
58 (58%) 78 (78%) 8 (8%) (years) 4 (4%) 61 (61%) Work or 54 (54%) 11 (11%)
Female Canada Other 36-45 >45 Study Management Other

42 (42%) 5 (5%) 9 (9%) 11 (11%) 24 (24%) 7 (7%) 28 (28%)

acceptance, justifications for rejection, explanation types, and additional characteristics
of justifications. The quantitative data consists of: chosen hotel, chosen hotel vs. ex-
planation types for acceptance, chosen hotel vs. explanation types for rejection of other
hotels, rejected hotels vs. explanation types for their rejection.

2.2 Participants

The participants in our survey are selected using convenience sampling, obtained
through the social network of the researchers involved in this study, by means of two
forms of publishing the survey: (i) by e-mail, using the contact list of the researcher;
and (ii) by Facebook (http://www.facebook.com), the widely known social net-
work. The distributed message consists of an invitation to participate in the survey and
a request to forward the invitation for others. The survey was available for participation
from 12th to 24th October, 2011 and was completed by 100 people. The demographic
characteristics of the participants that completed the survey are described in Table 2.
Because we adopted the social network of the lead researcher to perform the study,
most participants are aged between 26 and 35 years (61%) and are Brazilians (78%).

3 Results and Analysis

Our collected data consists mainly of justifications expressed in natural language and,
as these are qualitative data, we analyse them in a systematic way to extract quantitative
information. This section explains how we perform this analysis and provides the results
obtained, according to the research questions we aim to answer. Note that, at various
points, we label some findings with “Evidence X,” in order that we can later refer to
them to support our proposed guidelines.

Before proceeding, however, we enumerate the hotels chosen by our participants:
Hotel 91 (18%), Econo Lodge (52%), The Hotel at Times Square (19%), Comfort Inn
(7%) and Renaissance (4%). As expected, the majority of participants choose a hotel
from group G-3. This information is relevant to understanding the relationship between
the chosen option and justifications, as indicated by research questions RQ2 and RQ4.
RQ1: Do users adopt a pattern to justify an option chosen from the set of those avail-
able? Each participant has to provide five justifications for their choice, from which one
explains why they choose a particular hotel. With the analysis of all provided justifica-
tions and the principles of grounded theory [7], we derive a classification, which we
refer to as explanation types, consisting of six different types that are described below.
We illustrate each of these explanation types for the acceptance scenario in Table 3.

http://www.facebook.com
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Table 3. Example of Justification for Acceptance and Rejection

Explanation Type Example of Justification for Acceptance Example of Justification for Rejection
Critical attribute Hi is the cheapest option. There are other options cheaper than Hi .
Dominance Hi is better in all aspects. There is no reason for choosing Hi, as it is worse

in all aspects than Hj .
Main reason I chose Hi because it offers the benefit ai . I did not choose Hi because it does not offer the

benefit ai.
Minimum requirements From the hotels that satisfy my requirements,

Hi is the cheapest.
Hi is too expensive.

One-sided Reasons I chose Hi because it provides the benefits
ai and aj .

I did not choose Hi because it has the disadvan-
tages ai and aj .

Pros and Cons Even though Hi is not the cheapest, it pro-
vides the benefits ai and aj .

Even though Hi provides the benefits ai and aj ,
its price does not compensate it.

Critical Attribute. For some participants, a single attribute plays a crucial role in the
decision-making process, price in most cases. In these situations, the justification fo-
cuses only on this crucial attribute, and the remaining ones are omitted. The same
attribute is used to justify the chosen and all rejected options.

Dominance. The domination relationship can be used as an argument to justify a deci-
sion, but the acceptance of an option is justified using dominance only when it domi-
nates all other options. This is an uncommon situation when choosing among products
because, due to seller competition, there is typically a trade-off to be resolved, with
options presenting both pros and cons. However, if domination does arise, the decision
is extremely easy: one option may dominate another from a particular participant’s per-
spective, as they might not care about a set of attributes, and the remaining ones create
this ideal scenario to make the decision.

Main Reason. Some participants take into account many attributes to make a decision,
but a particular option may be chosen (or rejected) when there is one attribute value that,
together with its importance, is decisive for the choice. This most important attribute is
specific to each option.

Minimum Requirements. People usually have hard constraints, used to filter avail-
able options by discarding those that do not satisfy all of them — this can be seen as
the establishment of cut-off values. If only one option satisfies all requirements, the
decision becomes easy as the justification for option acceptance is that it satisfies all re-
quirements. Furthermore, some participants provide a justification based on minimum
requirements but, since more than one option satisfies these requirements, the partici-
pants also provide some criterion to distinguish between them, e.g. minimum price.

One-Sided Reasons. Instead of only providing the main reason for acceptance, many
participants focus on exposing only positive aspects (or negative, in case of rejection)
of the option, even though the chosen option has disadvantages (or advantages) with
respect to other options in relation to their preferences. This indicates the existence of
a minimal set of attributes that caused the option to be chosen (or rejected).

Pros and Cons. The most complex type of explanation consists of making the option
pros and cons explicit, and showing the reasoning process behind the choice. Based on
an evaluation of these pros and cons, the participant states that the pros compensate for
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Fig. 1. Explanation types used to justify each chosen hotel

the cons (or do not, in case of rejection). In some cases, participants do not enumerate
pros and cons, but only state “this is (not) the best cost-benefit relationship.”

These explanation types indicate that justifications for choosing an option do follow
patterns, and these can be used in systems for explanation generation. The right hand
side of Figure 1 (which shows the explanation types used to justify each hotel) repre-
sents the total number of the different explanation types adopted by the participants,
who mostly adopt one-sided reasons and pros and cons to explain their choices.

RQ2: Is there a relationship between the type of explanation given to support the
decision and the chosen option? Given that we have identified patterns used to justify
why a particular hotel is chosen, we now investigate if there is any relationship between
the type of explanation given and the chosen option. Figure 1 shows how much each
explanation type is adopted for each individual hotel.

The distribution of explanation types indicates three norms. First, most of the par-
ticipants that choose Hotel 91 (61.11%) justify their decision by referring to a critical
attribute, price, indicating that what matters for them is that this hotel is the cheap-
est. Some participants provide further positive information about the hotel (one-sided
reasons, 22.22%), in addition to stating that it is cheapest, i.e. they indicate that even
though the hotel is the cheapest, the quality that they require is not compromised.

As can be seen in Figure 1, the main adopted explanation types for choosing hotels
of the G-3 group are one-sided reasons and pros and cons, which together has a total
of 80.77% for Econo Lodge and 89.47% for The Hotel at Times Square. The first ex-
planation type is used to show that a whole set of hotel characteristics is responsible for
the choice made. In general, participants that choose Econo Lodge exclude the cheapest
hotel from the set of hotels being considered in the decision, and explain the benefits
of this hotel to show that it was suitable for them; i.e. there is no reason to pay more
for another option if this hotel already provides what the participant wants. Conversely,
participants that choose The Hotel at Times Square make a detailed analysis of this hotel
against Econo Lodge; i.e. they discuss the pros and cons, and show that the higher price
of the former justifies the benefits it provides, when compared against the latter. With
respect to these two options, we make one last observation: two participants (3.85%)
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use dominance to justify why they choose Econo Lodge, and ignore attributes that are
not relevant for them, creating a scenario in which this hotel dominates all others.

Finally, we discuss the results obtained for the dominated option and the most ex-
pensive option. It can be seen that there is no explanation type that is most adopted,
with participants adopting different explanation types for justifying them. Few partici-
pants choose these two options and, since it is not obvious why these options should be
chosen, the participants give their particular explanations to justify this decision. In the
first case, Comfort Inn, some participants are vague and say that they choose this hotel
because it has the best cost-benefit relationship, but do not give details. The remaining
participants use as arguments the two attributes that this hotel is better than The Hotel
at Times Square, i.e. parking price and room size. The room size argument is also used
as an expression of intuition: as the room is bigger, and the price is higher, the hotel
“apparently” provides more comfort. For this same reason, some participants choose
the 4-star Renaissance, as comfort is the most important issue for them, and they are
not concerned with price.

RQ3: Do users use a pattern to justify the rejected (not chosen) options? By analysing
justifications for rejecting options, we have observed the same explanation types used
for justifying the chosen option. The description given for our set of explanation types
shows that they can also be applied to reject options. In Table 3, we show examples of
how each of these explanation types is used in the context of option rejection.

RQ4: Is there a relationship between the type of explanation given to reject options
and the rejected or chosen option? In order to understand how participants choose a
particular explanation type, we analyse the relationship between the types adopted to
justify rejected options from two perspectives. The first consists of analysing justifi-
cations for rejection given for each hotel (Figure 2). The second perspective groups
justifications according to the chosen hotel; i.e. we observe which explanation types are
adopted to reject other options according to a particular chosen hotel (Figure 3).

Many interesting aspects can be observed. Critical attribute is the type of explana-
tion used when the decision is guided by it. For instance, if the participant wants to
minimise price, the justification for the rejected hotels is that they are more expensive
(than the chosen hotel). Similarly, this situation occurs with the more expensive hotel,
when the participant wants to maximise the price (as a proxy for comfort maximisa-
tion). Dominance, on the other hand, is adopted when the chosen option dominates the
rejected option; i.e. the comparison made in the explanation is always for the chosen
option against the others. In many situations, preferences (hidden in justifications) of
participants who choose Econo Lodge indicate that The Hotel at Times Square domi-
nates Comfort Inn; however, this is not given as an argument to discard the latter, but the
participants seek an explanation why Econo Lodge is better than Comfort Inn (Evidence
A). Some participants have hard constraints that they require to be satisfied by the cho-
sen hotel, such as a maximum price that they are willing to pay, or a minimum distance
from the city centre. In these situations, an option is rejected regardless of the remaining
options, and the justification given is that the option does not satisfy the participant’s
minimum requirements.
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Fig. 2. Explanation types used to justify the rejection of each hotel

Fig. 3. Explanation types used to justify the rejection of other hotels given a chosen hotel

Main reason and one-sided reasons indicate that there is an attribute (or a set of
them) that is especially important for the participant and, even though it is not part of
a hard constraint, it plays a decisive role in the decision; i.e. because of this (these)
attribute(s), the option is rejected. This set of attributes is kept as simple as possible
(Evidence B); e.g. some participants that choose Econo Lodge, reject The Hotel at Times
Square and Comfort Inn because they do not have a refrigerator and are more expensive
(than the chosen hotel). But, to justify the Renaissance (which also does not have a
refrigerator), they argue only that it is more expensive. It is important to note that the
explanations given for The Hotel at Times Square and Comfort Inn are exactly the same,
and there are many other cases in which the same explanation is given for different
options rejected for the same reason (Evidence C). Finally, pros and cons are given as
rejection arguments by participants when the decision between two (or three) options
is difficult, so they expose these options’ pros and cons to show that the chosen option
has the best cost-benefit relationship. Thus, pros and cons are used only in the absence
of a decisive subset of attributes (Evidence D).

In this way, the justification given for rejecting an option depends on both the chosen
and rejected options, as the explanation given typically justifies why the rejected option
is worse than the chosen one. Only in those cases in which the option is rejected due
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to a hard constraint (minimum requirements), the rejection explanation depends only on
the option being rejected.

Further Observations. While analysing the collected data, we also identify other rel-
evant characteristics present in the provided justifications. We describe each of these
characteristics below, most of which can be used to suggest informal arguments for
systematic approaches to decision-making.

Explicit Trade-Off. Some participants (34%) state that the chosen hotel has the best
cost-benefit relationship (or not the best, for rejecting a hotel), and sometimes just pro-
vide the argument without any details; e.g. “For a trip like this, it seems the best cost-
benefit among the 3-star hotels.”

Preferences Mentioned. Only a few participants (14%), when requested to justify their
decision, provide arguments based on their preferences (Evidence E); for example, a
participant argued the “absence of a fitness centre” to justify a rejection, but this is due
to the participant’s preference for a hotel with a fitness centre — and in some cases,
participants make their preference explicit.

Price as a First Class Attribute. The majority of participants (92%) mention the at-
tribute price in their justifications, and evaluate options by comparing this attribute with
all others. This indicates that cost (which can also be time, effort, etc.) is not seen as a
disadvantage of an option when compared to another, but as a fixed attribute that should
be treated differently in the provided explanations (Evidence F).

Irrelevant Attributes. When participants choose a hotel that does not offer as many
benefits as the others, they state that those benefits are not important for them and, as
a result, there is no reason to pay more for something that will not be used. Irrelevant
attributes are mentioned in both acceptance and rejection justifications (34%).

These observations show that cost should be treated as a first class attribute in expla-
nations, as it is a crucial factor considered in the decision. In the cases when a higher
price is chosen, and this difference is very small, many participants acknowledge this
fact. When the chosen option has a lower price, the benefits provided by other options
may be relevant to be mentioned, even though the decision maker does not care about it.
In cases where the pros and cons of a set of options make the decision hard, an explicit
statement that a particular option has the best cost-benefit relationship might be helpful.
Finally, participants typically do not support their arguments with their preferences.

4 Guidelines and Patterns

This study provides us with a means of understanding how users construct arguments
to justify a choice, by explaining why an option is chosen and why the remaining ones
are rejected. Moreover, based on the results from this study, we are able to contribute
to our ultimate goal of providing guidance that serves as a basis for the development of
explanation approaches. To this end, we introduce guidelines and patterns derived from
our study in this section. For each guideline, we indicate the evidence that supports it.
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4.1 Guidelines

1. Provide chosen-option-oriented explanations. (Evidence A) The explanation genera-
tion process must be guided by a previously chosen option. The goal of the explanation
is not to expose all the reasoning process used to make the decision, but to provide
the main arguments that justify a chosen option and reject the remaining ones. After
the choice is made, the explanations given should answer two main questions: (i) what
makes the chosen option better than the others; and (ii) what makes other options worse
than the chosen option.

2. Keep it simple. (Evidence B) The explanation given to a user should be as simple
as possible, even justifying the decision with a single sentence; e.g. A is the cheapest
option. Therefore, the less complex the explanation, the better. The next three guidelines
are associated with this, and provide concrete ways of keeping the explanation simple.

3. Focus on the most relevant criteria. (Evidence D) In the given explanation, only the
decisive criteria should be mentioned; i.e. the minimum set of attributes that causes
an option to be selected or rejected. These decisive criteria should be derived from
comparison of the chosen option against the others.

4. Group similar options. (Evidence C) An explanation to reject an option can also
be given to reject other options. So, rejected options should be grouped when they are
rejected for the same reason, and presented as a group and not individually.

5. Back up explanations with preferences, but provide them only if asked. (Evidence
E) Characteristics mentioned in explanations are relevant, because of the preferences
being considered in the decision-making process; e.g., “I chose this option as it is the
cheapest,” (explanation) and “I want to minimise costs” (preference). People usually do
not explicitly state their preferences to justify their decisions but, if a decision is made
on someone’s behalf, it is fundamental to back up an explanation with their prefer-
ences. As this information is not always needed, and as simpler explanations are better,
preferences must be provided as part of explanations only upon request.

6. Use cost as a first class attribute. (Evidence F) An option is chosen by an individual
when they believe that the cost being paid for that option compensates for the benefits
it provides. The trade-off between benefits and costs is the key issue in the process
of decision-making, so the option attributes that define the option costs should be made
explicit and used as first class attributes in the explanation provided to justify a decision.

4.2 Patterns

Based on our study, we derived patterns of explanations, which can be used for sup-
porting a decision made by a software system. Moreover, we identified the components
these patterns must have, which comprise a template for an explanation pattern catalog.
These components are: (i) a classification; (ii) a context in which the pattern should be
applied; (iii) a template for the explanation; (iv) the pattern description; (v) an exam-
ple; (vi) preferences that back up the explanation; and (vii) optionally, extensions to the
pattern. Patterns are classified (item (i)) according to three attributes, explained below.
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Table 4. Decisive Criteria Pattern

Decisive Criteria Pattern
Classification: Explanation goal: both; Target: option; Position: absolute.
Context: even though there are other attributes that contribute for the option acceptance (or rejection), there is a subset
of them that would confirm this decision regardless of the values of the other attributes.
Template: Option option was [ chosen | rejected ] because of its set of decisive attributes .
Description: options, when compared, might have different pros and cons. However, some attributes are the most
decisive in the decision (according to their value and importance), while others — which can make a difference in
particular cases — do not impact on the decision between two options. Therefore, the only attributes that must be part
of the explanation are those that impact on the decision, leaving aside remainder.
Example: three hotel options are given for a user: (i) hotel A is a 3-star hotel, cheaper than the other two options
and has a refrigerator in the room; (ii) hotel B is also a 3-star hotel, more expensive than the former, with a better
location; and (iii) hotel C is a luxury 4-star hotel, much more expensive than the others and, like hotel B, does not
have a refrigerator. While the rejection of B is justified by the absence of the refrigerator and its price; the rejection
of C is justified only because of its price, as this is the decisive criterion for not choosing it.
Back up preference: preferences over the set of decisive attributes.

- Goal: accept/reject/both. An explanation can justify a chosen option (accept), a
rejected or not chosen option (reject), or both (both).

- Target: decision/option. A pattern can provide guidance to justify the decision as a
whole (decision), or the acceptance or rejection of a single option (option).

- Position: absolute/relative. When a pattern target is option, the explanation given
can be based solely on the target option (absolute), or make a statement that explicitly
compares the option to another (relative).

Due to space restrictions, we do not describe each pattern, but present just one as illus-
tration in Table 4. We also summarise all the patterns in Table 5 (complete description
available elsewhere [8]), in which patterns are ordered according to their complexity;
i.e. the simpler the explanation associated with a pattern, the earlier it is presented. Ac-
cording to our second guideline, the explanation should be as simple as possible so, if
two patterns can be used in a particular situation, the simplest must be applied.

5 Related Work

Recommender systems have different aims that should be achieved beyond accuracy,
such as trust, effectiveness and satisfaction, and these have been addressed through
explanations that expose the rationale behind the adopted recommendation approach
(content-based, collaborative, or hybrid). For example, if a collaborative approach is
adopted, the user may receive as an explanation a histogram of ratings of the product
given by similar users. McSherry [9] focused on case-based reasoning approaches, in
which products are seen as cases from which one should be selected when it is similar
to the case provided by the user, and the explanation is based on selected similar cases.
Another direction is explanation interfaces [10], which organise recommended prod-
ucts in a way that causes trade-off situations to be resolved explicitly for users, thus
facilitating the decision making process.

Even though explanations improve recommender systems, they currently focus on
explaining the means used to obtain recommendations, but stating that “someone like
you chose this product” or “you like similar products” is not sufficient for justifying
a recommendation and for users to accept it. This can be seen in a taxonomy recently
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Table 5. Explanation Pattern Classification

Pattern Goal Target Position Template
Critical
Attribute

both decision Option chosen option was chosen because it has the best value for
critical attribute .

Cut-off reject option absolute Option rejected option was rejected because it does not satisfy con-
straints associated with attribute .

Domination reject option relative There is no reason to choose option rejected option , as option
chosen option is better than it in all aspects, including cost .

Minimum
Requirements−

reject option relative Even though option rejected option satisfies all your requirements, it
has a worse value for attribute than option chosen option .

Minimum
Requirements+

accept option absolute Besides satisfying all your requirements, option chosen option has the
best value for attribute .

Decisive
Criteria

both option absolute Option option was [ chosen | rejected ] because of its
set of decisive attributes .

Trade-off
Resolution

both option absolute Even though option rejected option provides better pros than the
chosen option, it has worse cons .
Even though option chosen option does not have the best value for

cons , its values for pros compensate its cons.

proposed for classifying explanation generation approaches [11], whose dimensions
focus on the information used to generate the explanation and the underlying recom-
mendation model. Characteristics of good explanations have been defined based on
the analysis of existing approaches [2], and these can be used as metrics to evaluate
existing approaches. Our work, on the other hand, identifies good explanations that
should be given to users, which can be used as guidance for elaborating new explana-
tion approaches, and proposes a template for classifying explanations. The challenge
of obtaining these explanations from existing recommendation approaches, however,
still remains. As our patterns indicate explanations based on option attributes, it may
be more straightforward to generate such explanations from approaches based on the
relevance of attribute values for users.

6 Conclusion

In this paper, we have presented a study performed to understand how people justify
their decisions, by giving explanations why they choose a particular option from the
set of those available, and why remaining options are rejected. The study consisted of
providing participants (100 people) with a set of carefully chosen hotel options, and
requesting them to give reasons for the choice. Based on collected data, we have iden-
tified explanation types that are patterns of justifications given by people, and how they
are selected to be given as explanation — for both chosen and rejected options. Assum-
ing that explanations given by people are the explanations that users expect to receive
as reasons for a choice, our study allowed us to propose a set of guidelines and pat-
terns for the development of explanation approaches. Future work involves producing
explanations for choices made by our decision-making technique [12], which takes into
consideration this guidance derived from our study.
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Abstract. As the world moves towards the social web, criminals also
adapt their activities to these environments. Online dating websites, and
more generally people recommenders, are a particular target for romance
scams. Criminals create fake profiles to attract users who believe they are
entering a relationship. Scammers can cause extreme harm to people and
to the reputation of the website. This makes it important to ensure that
recommender strategies do not favour fraudulent profiles over those of
legitimate users. There is therefore a clear need to gain understanding of
the sensitivity of recommender algorithms to scammers. We investigate
this by (1) establishing a corpus of suspicious profiles and (2) assessing
the effect of these profiles on the major classes of reciprocal recommender
approaches: collaborative and content-based. Our findings indicate that
collaborative strategies are strongly influenced by the suspicious profiles,
while a pure content-based technique is not influenced by these users.

1 Introduction

There are many online services that enable people to connect with others, such
as mentoring systems, social networks and online dating websites. Naturally, it
is important that people receive good recommendations to help them find the
right person. A particular aspect of recommending people to people is that,
because user models are used in both sides of the recommendations (user and
item), they can bias the recommender algorithms with a greater role than in
traditional recommenders. Therefore it is extremely important to understand
and reduce their sensitivity to fraudulent user profiles.

This paper is particularly concerned with online dating. In order to use such
service, people have to create a profile that provides information about them-
selves and the type of people they would like to meet via the website. These
profiles can be considered as a personal advertisement, so people can read each
other’s profiles before deciding to communicate with each other. However, a small
number of users are scammers who aim to obtain financial gain by establishing
a virtual romantic relationship and such scammers may never meet the other
person face to face. As described by the Australian Competition and Consumer
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Commission dating and romance scams play on emotional triggers to get people
to provide scammers with money, gift or personal details.1

Because romance scams work on people’s emotions, scammers may need to
take a long time to develop a trust relationship with each victim. Scammers may
spend months flirting and working on people’s feelings and may not give any hint
that they seek, would accept or need financial help from the victim before they
are sure that the victim trusts them. This means that romance scams are doubly
damaging. They exploit people financially and are emotionally traumatic.

In online dating scams, the scammer creates a few bait-profiles on dating
websites. We define bait-profiles as profiles created with the sole purpose of
attracting victims for romance scams. Because online dating users are already
looking for a partner, they are more susceptible to believe that the information
on the bait-profile is genuine.

Email spam detection [14] has long battled email romance scams and other
types of fraud and today’s detection techniques are highly effective. Despite
some similarities between email romance scam and the bait-profiles of scammers
on online dating websites, it can be very hard for users to detect a bait-profile.
Unlike unrequited email, online dating users are seeking contact with other users,
which means that the potential victim might be the one initiating the contact
with the scammer. Furthermore, users may not be aware that scamming in online
dating even exists. And finally, bait-profiles can be copies of profiles from other
online dating websites, and so would appear to users to be perfectly legitimate.

The detection of scamming in the online dating industry is a high priority and
requires the recommender systems to ensure that they are not favouring bait-
profile over authentic user profiles. This paper is the first work on measuring the
effect of bait-profiles on different people recommender systems. This is important
as the design of a recommender should take into account that some profiles
should be removed from the recommendations. We tackle this using data from
a large online dating website. We analysed the profile information of users and
their communications. We first establish a mechanism to identify a large number
of profile that are highly likely to be bait-profiles. We then examine the effect
that these suspicious profiles have on different classes of recommenders.

This paper is organised as follows: Section 2 reviews previous work in online
dating and fraud. Section 3 describes the design of our study to investigate the
effects of scammers on collaborative and content-based recommenders. Section
4 describes our method for identifying a corpus of suspicious profiles. Section
5 shows the effects of suspicious profiles on recommender systems. Section 6
discusses possible ways to minimise the effect of suspicious profiles and Section
7 summarises our conclusions.

2 Literature Review

Recommender systems for matching people on online dating sites is a relatively
new area. One of the first works was conducted by Brožovský and Petř́ıček [2],

1 http://www.scamwatch.gov.au/content/index.phtml/tag/DatingRomanceScams

http://www.scamwatch.gov.au/content/index.phtml/tag/DatingRomanceScams
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who compared the performance of two collaborative filtering algorithms. In [15],
we have proposed a content-base recommender system for online dating. The
recommender extracts the user’s implicit preferences (i.e. the preferences that are
inferred from their interactions with the other users) and then matches them with
the profiles of the other users. Kim et al. [7] proposed a rule-based recommender
that also learns from both user profiles and interactions. For a given user, it
finds the best matching values for every attribute and then combines them in a
rule that can be used to generate recommendations. Cai et al. [3] introduced a
collaborative filtering algorithm called SocialCollab based on user similarity in
taste and attractiveness. Two users are similar in attractiveness if they are liked
by a common group of users, and are similar in taste if they like a common group
of users. A hybrid recommender system called CCR was proposed by Akehurst
et al. [1]. It combines content-based and collaborative filtering approaches and
utilises both user profiles and user interactions.

Using the social networking site Beehive, Chen et al. [4] compared two types
of algorithms: based on social network information and based on similarity of
user-created content. The results show that all four algorithms were successful
in increasing the number of friends for a user but the the first type of algorithms
found more known contacts while the second type found more new friends.

Diaz et al. [5] formulated the people matchmaking task as an information
retrieval problem, where candidate profiles are ranked based on how well they
match the ideal partner profile for a given user. McFee and Lanckriet [9] proposed
an approach that learns distance metrics that are optimised for different ranking
evaluation measures, e.g. precision and area under the curve.

2.1 Security of Recommender Systems

The security of recommender system algorithms has also been investigated.
Mobasher et al. [10] studied the impact of profile injection attacks (a more
generic term than the shilling attack that was introduced by Lam and Riedl [8]
and O’Mahoney et al. [11]), where the aim is usually to bias the system’s be-
haviour to promote or demote a particular item. They have shown, for example,
that hybrid approaches combining item-based and semantic similarity algorithms
[10] were more robust against these attacks, even though they could not entirely
prevent them. Mobasher et al. [10] also proposed a supervised classification ap-
proach for detecting fake profiles in collaborative recommender systems but the
general issue of detecting shilling attacks remains an open problem.

Recently Pan et al. [12] analysed the characteristics of the online dating
profiles posted on romancescam.com and confirmed as fraudulent. The results
showed that the majority of these profiles were of females between 20 and 29
years, contained photos and did not disclose sexual orientation. Many of the
profiles also contained the same sentences or certain combinations of words; in
addition, the same IP address was used to create more than one profile.

The detection of fraud is very important for online business. Pandit et al.
[13] have employed a belief propagation mechanism to detect hidden networks of
fraudsters on e-commerce websites. Such detection mechanisms are appropriate

romancescam.com
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when a reputation system is in place (such as on eBay) and fraudsters have the
incentive to game the system to improve visibility. Reputation, however, it is not
a feature that we can capture or even infer from our online dating data.

We have observed that near duplicate profiles may indicate a scammer, there-
fore our problem of bait-profile detection is related to the merge/purge problem
[6] and data deduplication [16]. However, in our study, we have observed that
legitimate users may also have near-duplicate profiles, meaning that the sole de-
tection of near-duplicates does not solve the bait-profile identification problem.

Some legitimate users may create similar looking profile, in order to under-
stand which features are more requested by other users. They may also create
small lies on each profile. Toma et al. [17] found that 81% of the users lied about
at least one characteristic of their online profile. Men lied more about their
height, while women lied more about their weight. However, the inaccuracies
were small (2–5.5%) which means that the lies would be difficult to detect face-
to-face. Another interesting observation was that the deception was strategic —
users lied only about some of their characteristics, the ones that they perceived
would make them more attractive. Participants also reported enhancing their
photographs (through posing, makeup, lighting or software editing) but being
accurate about their relationship status (e.g. single, divorced) and whether they
have children. These results indicate that the users strategically balanced their
virtual and actual profiles, in anticipation of future face-to-face interaction. Al-
though these findings are hardly surprising, it is important to highlight that,
regardless of how truthful someone’s profile is, what characterises a bait-profile
is not the number of lies they contain but the intent for which these profiles were
created.

3 Experimental Design

Our study uses historical data from a major Australian online dating website,
containing more than 130,000 users, their profile information and over 2,000,000
messages expressing interest from a user to another user occurring during a one
month period. We call these messages Expressions Of Interest (EOI). They are
predefined, standard messages, such as “I read your profile and I would like to
know you better”, to which the recipient can answer, choosing from a set of
positive or negative replies. These 2 million EOIs received 15.2% positive replies
and 45.7% negative replies.2 This data was chronologically divided into training
and testing sets.

Our first step for investigating the effect of suspicious profiles on the main
classes of people recommenders is to assemble a corpus of profiles considered to
be highly suspicious: duplicate profiles.We rely on the fact that scammers tend to
copy the same or similar versions of the same profile several times for a number
of different bait-profiles. Whilst these suspicious profiles do not constitute an
exhaustive list of scammers, they nevertherless include the majority of them,
hence it is important to measure the resilience of the recommender approaches

2 The remaining interactions (39.1%) had no replies.
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against these suspicious profiles. Of course, duplication can in some rare instances
be legitimate and can be caused, for example, by a user having forgotten their
password and not knowing how to retrieve it. Therefore the construction of our
corpus focuses on the identification of profiles which information already appears
in other existing profiles and for which we have a strong indication that these
profiles are not portraying the same person. These profiles may have been created
by different people or even by one person portraying different online dating users.
The construction of the corpus is detailed in Section 4.

Once the corpus of suspicious profiles was built, we measure the effect of
these profiles on several reciprocal recommenders. We used the following three
reciprocal recommender algorithms, implementing the main approaches available
in the literature on people recommenders:

1. CF, a collaborative filtering system that uses the user positive responses as
an indication of reciprocity;

2. CCR+CF, an hybrid system that combines the CF implementation with the
hybrid content-collaborative system CCR [1]; and

3. RECON [15], a content-based system that uses reciprocal preferences to
match users.

CF and CCR+CF implement reciprocity by examining the type of response that
users had towards the group of users who have sent them an EOI. For instance,
these algorithms will favour a user A who has responded mostly positively to a
group of users over B who has responded mostly negatively to the same group.
The CCR component [1] of CCR+CF deals with the cold-start problem by find-
ing similar users based on profile information.

RECON [15] generates recommendations by giving users a compatibility score
with each other. For instance, the compatibility Compat(Alice, Bob) represents
how well Bob matches Alice’s preferences. RECON presents users with recom-
mendations with higher reciprocal compatibilities. That is, Bob will be recom-
mended to Alice when the harmonic mean between Compat(Alice, Bob) and
Compat(Bob,Alice) is higher than between Alice and any other user. The in-
teresting feature of RECON is that even when Alice does not have a preference
model, it can recommend on the basis of the people who will like Alice the most
(i.e. highest Compat(X,Alice))

4 Corpus of Suspicious Profiles

In order to build a body of suspicious profiles, we need a method of determining
whether any given profile is genuine or suspicious. While online dating profiles
allow users to provide many of their personal attributes only a few of these will
actually prove useful when searching for suspicious profiles.

In an effort to boost the popularity of their bait-profiles, scammers choose
a popular range of values for attributes such as age, gender and body type. As
there will be many legitimate users who also happen to fall into those categories,
we cannot use these as the sole discriminating factors when evaluating the sus-
piciousness of a particular profile. The only truly uniquely-identifying aspects of
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the user profile is the profile text, in which the user is meant to write, in their
own words, who they are and whom they would like to meet. Therefore, we will
regard instances where two profiles have identical profile text as suspicious.

Another identifying characteristic of scammer profiles is their interactions
with other users on the dating website. Many such profiles will display suspicious
behaviour, such as interacting with an unusually wide range of other users (as
opposed to a more normal behaviour of, say, targeting a specific age bracket and
sexual orientation) and replying positively to all interaction requests received
from other users. However, using such behavioural analysis as a method to detect
suspicious is subject to the same cold-start problem that affects recommender
systems: we cannot draw any conclusions about a user’s behaviour until after
they have already begun using the site for a period of time, in which a scammer
might have already done significant damage.

Hence we will focus on the comparison of profile text as a method of detecting
duplicate bait-profiles in preference to this approach. This has the advantages of
not only being used to detect bait-profiles already present in the dating website,
but also to detect new bait-profiles the instant they are created.

The process of identifying profiles that are highly similar to, or exact dupli-
cates of, existing profiles is comprised of four main steps:

1. For each user, we process their corresponding profile text and obtain a set
of representative keywords for that profile.

2. We then select the 10 most similar profiles for each user, based upon the rel-
evant keyword sets, and compute three different measures of the similarities.

3. We group profiles into sets of near-duplicate profiles, where each profile in
the group is a close copy of every other profile in that group.

4. We filter out the profile groups whose member profiles are deemed to be
less suspicious, meaning that one legitimate user may have created multiple
profiles.

Step 1 — Identifying Representative Keywords. Each profile is indexed
using Xapian3. During the indexing process, we remove all punctuation, convert
upper case characters to lower case and reduce words to their common root form
(stemming), so that our process of identifying similar profiles is unaffected by
very minor changes in the profile text. We use Xapian’s Relevance Set (RSet)
function to identify and store a list of 10 key terms that are highly discriminative
for each profile, i.e. a selection of terms which, when used as a search query, is
most likely to return the profile at hand and hence any duplicates of it. The
RSet function selects terms by using the highest maximum term weight after
stopwords have been removed. The use of 10 key terms allows the retrieval of a
large, but still manageable, number of documents for later processing.

Step 2 — Finding Close Matches. Using the keywords identified in the
previous stage, we query the Xapian’s index for the 10 closest matches, ignoring

3 Open source information retrieval tool available at http://xapian.org

http://xapian.org
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Fig. 1. Distribution of the highest matching score for each user

the user’s own profile which would be a perfect match. This search is necessary
in order to limit the number of direct profile–profile comparisons that must be
performed, due to the size of the database.

For each of the matches found through the Xapian search, we compute three
core values which act as a measure of the similarity between the two profiles.

Matching Score represents the Sørensen–Dice coefficient s(x, y), which is a
similarity index between two profiles x and y such that:

s(x, y) =
2M

|x|+ |y|
where M is the number of matching words between the profiles, where |x|
and |y| denote the total number of words in each profile.

Longest Common Subsequence is the length of the longest subsequence of
words common to both profiles.

Matching Phrases gives the number of words in the phrases common to both
profiles. A phrase in this context is defined to be an n-gram of size three or
greater.

We found approximately 23 million profile pairings of the 2.7 million profiles in
total. The average of 8.5 pairs per profile shows the normal profiles can be quite
unique, and not all profiles can be matched with 10 similar ones.

We then filter these set of matches, keeping only sufficiently close matches.
Based on the distribution of the highest similarity scores (high scores) for each
user, shown in Figure 1, and manual inspection of the profile groups, we deter-
mined a set of minimum values for each of the core values that ensures that the
two profiles in the match are actual duplicates of each other. Our constraints
were: a matching score of 90 or above, a minimum of 25 words in each profile,
the longest common subsequence of at least 10 words, and a minimum of 25
words in matching phrases. These constraints reduced the 23 million matches
originally found to just under 170,000 close matches.
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Step 3 — Forming Profile Groups. In this stage, we form groups of profiles
such that each profile in the group is a near-duplicate of the others. The set
of close matches identified above will determine which profiles are regarded as
near-duplicates. If there is a close match between two profiles, they will end up
in the same group.

To form the profile groups, we used an agglomerative hierarchical clustering
technique with single linkage and used the Sørensen–Dice coefficient as the dis-
tance metric. Profiles are merged together into a new cluster provided they have
a close match between them (as per the definition of close matches established
earlier), and two clusters will be merged provided there is at least one close
match between any two profiles within the clusters.

Once all close matches have been exhausted, each cluster represents a profile
group of near-duplicate profiles. Profiles that were not able to be clustered are
unique profiles and do not get added to any profile groups. We identified more
than 22,000 profile groups, consisting of nearly 74,000 different profiles.

Step 4 — Removing Potentially Legitimate Users. In our particular do-
main, users are able to create duplicate profiles for numerous legitimate reasons,
not always maliciously. These reasons can be as simple as a user forgetting their
password and being locked out of their original account, to more complex reasons,
such as creating a second account to gain access to premium member bonuses
for new users. Although these users are not necessarily using the website in its
“correct” way, these users are certainly not malicious and their profiles should
not be labelled as suspicious or bait-profiles. In order to distinguish these users
from suspicious ones, we identified a set of key attributes that would be highly
unlikely for legitimate users to change when creating new accounts/profiles. The
attributes are: date of birth, gender, sexuality, nationality, ethnic background.

Because profiles assigned to the same group are near-duplicates, we postulate
that when profiles in one group contain the same key attributes, they are rep-
resenting the same user who is likely to be legitimate. On the other hand, if a
profile group has more than one distinct value for any of these key attributes, we
flag that group as suspicious, and hence all of its member profiles. Two profiles
must have duplicate profile text to be in the same group, and so someone who
registers a second (or third, fourth, etc.) account that reuses their profile text
and yet differs in one or more key attributes should be regarded as highly suspi-
cious. It is impossible to distinguish between the cases where a legitimate user
has had their profile copied, where the profile has been copied from an outside
source, or where the profile was written from scratch, and therefore we have
included the first occurrence of each profile in the suspicious user group.

Our initial set of duplicate groups consisted of more than 74,000 profiles di-
vided into 22,000 groups. From these groups we flagged 83% as suspicious. These
suspicious groups contained 89% of the profiles in the original set of duplicate
profiles.
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Table 1

(a) Top-100 results

Coverage % Rec.
Target Cand. HS Normal

CF 80.4% 50.1% 11.4% 88.7%
RECON 98.4% 86.1% 2.7% 97.3%
CCR+CF 100.0% 53.7% 12.1% 87.9%
Chance 100.0% 100.0% 2.7% 97.3%

(b) EOI Distribution

Total Sent Avg/user

HS 82,372 (7.2%) 23.1
Normal 1,057,020 (92.8%) 8.1
All 1,139,392 (100.0%) 8.5

Total Received Avg/user

HS 35,827 (3.1%) 9.9
Normal 1,103,565 (96.9%) 8.5
All 1,139,392 (100.0%) 8.5

5 Effect of Suspicious Profiles on Recommenders

We used historical data from an online dating website containing more than
one hundred and thirty thousand users and more than two million interactions
among them. These interactions received 15.2% of positive replies and 45.7%
of negative replies.4 For this study, we used the profile information of more
than one hundred and thirty thousand users of a major online dating website.
We also used more than two million interactions among these users that occur
during a one month period. This data was chronologically divided into training
and testing sets. From these users we identified 3,567 highly suspicious (HS)
users whose profiles were considered to be duplicates of at least one other user.

After running our three recommender systems (CF, CCR+CF, RECON), we
computed the following performance measures:

1. The percentage of HS profiles and normal profiles (i.e. profiles not in HS) in
the top-N recommendations. For comparison, we computed the probability
of a profile to be suspicious (i.e. the number of HS profiles versus the total
number of profiles) and, similarly, the probability of a profile being a normal
profile.

2. Target and candidate coverage. The target coverage is the number of users
for whom the system can generate recommendations; the candidate coverage
is the number of profiles who were recommended to at least one target user.

Table 1a shows the results for the top-100 recommendations. The results for the
first performance measure (percentages of profiles) are also graphically presented
in Figure 2a. As can be seen, HS profiles do influence the recommendation lists;
however, their effect is different for the different types of recommenders. The
content-based recommender RECON is not affected by HS profiles; Figure 2a
shows that it is the only system that recommends users from HS at a rate
approximately equal to chance.

When comparing CB and CF techniques, the content-based method (RE-
CON) has a lower chance of recommending HS profiles than the CF and hybrid
methods. If HS profiles had no effect on the recommenders, we would expect the

4 The remaining interactions (39.1%) had no replies.
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average number of times an individual profile in HS appears in recommendations
to be the same as the average number of times an individual legitimate profile
appears. We found that CF and CCR+CF repeatedly recommend the same HS
profiles significantly more often than normal profiles (see Figure 2b). However,
the higher EOI activity of users in HS, as shown in Table 1b, directly influences
the number of times that they appear in the recommendations lists of the CF
recommender.

6 Minimising the Effect of Suspicious Profiles on
Recommenders

In the previous section, we observed the influence of HS profiles to be higher
in recommenders that used collaborative information. The reason for this effect
lies on how the CF method works and how reciprocity was implemented.

CF assumes that users who like the same set of items are similar and therefore
will also like another item, not yet seen by them. One of the problems with this
approach is that it can give preference towards popular items. Although this
is not normally a problem for product recommenders unless a shilling attack
is in place, for domains such as online dating, it is particularly important that
popular users are not recommended to too many people.

The problem with bait-profiles is that they are designed to attract users and
therefore designed to be popular profiles. HS profiles have a higher than normal
popularity and are more active on the website compared to a normal profile, as
shown in Table 1b. Therefore, any method that has a bias (even small) towards
popular profiles can be affected by scammers in order to favour their bait-profiles.

The implementation of reciprocity in the CF methods also plays a significant
part in boosting the effect of HS profiles. We decided to rank the recommenda-
tions based on the difference between the number of positive and negative replies
that the candidates have sent to the group of similar users. This ranking method
can maximise positive reply rates and minimise negative reply rates, which is one
of the main objectives in online dating. However, because scammers have this
distinctive behaviour of always replying positively to people, when bait-profiles
appear in the CF list, they are likely to appear in the user’s recommendations.

Although the number of real bait-profiles in a serious online dating website
is quite small, it is still important to build recommenders that do not favour
this type of profile over genuine users. The first and most obvious solution to
this problem is to build a scam detection method that gives the likelihood of
a profile to be a bait-profile. With this information at hand, we can allow the
recommender algorithm to promote or demote profiles accordingly.

Because scammers try to attract a wide range of users, bait-profiles tend to
have loosely defined preferences. Therefore, in order to minimise the bias towards
bait-profiles in content-based methods that account for user preferences (either
implicit or explicit preferences), a recommender systemmay avoid recommending
bait-profiles by favouring users whose preferences are more precise. However, this
is likely to affect some legitimate users as well.
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Fig. 2. The effect of HS profiles in the recommendations

For CF, if the number of similar users and the number of possible recommen-
dations are large, there is a high chance of recommending a bait-profile. When
applying methods for reciprocity such as the ratio between positive and negative
interactions as we have done, the chance of bringing bait-profiles within the top-
N list also increases. To test this hypothesis, we have performed an experiment
where we only varied the number of nearest neighbours used for the CF tech-
nique. We confirmed that the effect of bait-profiles is higher when more nearest
neighbours are used. Therefore, it is possible to reduce the effect of bait-profiles
in CF by using fewer nearest neighbours; however, this will also decrease the
accuracy of the recommender.

7 Conclusions

Deceptive people, scams and romance fraud permeates the Internet. Email spam-
ming is a large problem that has affected virtually all email users, and therefore
has been addressed by much research. With only a small number of bait-profiles
in serious online dating websites, romance scams appears to be a much smaller
problem. Nonetheless, this small number of bait-profiles might be highly effective
and may cause devastating emotional trauma to people, which alone warrants
concerns for the industry.

Reciprocal recommender systems for online dating focus on recommending
people who will reciprocate their feeling towards each other. Because scammers
are likely to reciprocate their “feelings” towards everyone, recommender systems
need to take into account the existence and the characteristics of such fake users.
In this study, we have examined the effect of bait-profiles on three reciprocal
recommender systems: one CB method (RECON), one CF method, and one
hybrid method (CCR+CF). We have observed that the CF method was the
most strongly affected by suspicious bait-profiles (HS), while the CB method
was seen to be relatively unaffected.
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Abstract. Recommender systems are crucial components of most commercial
web sites to keep users satisfied and to increase revenue. Thus, a lot of effort is
made to improve recommendation accuracy. But when is the best possible perfor-
mance of the recommender reached? The magic barrier, refers to some unknown
level of prediction accuracy a recommender system can attain. The magic barrier
reveals whether there is still room for improving prediction accuracy, or indicates
that any further improvement is meaningless. In this work, we present a mathe-
matical characterization of the magic barrier based on the assumption that user
ratings are afflicted with inconsistencies - noise. In a case study with a commer-
cial movie recommender, we investigate the inconsistencies of the user ratings
and estimate the magic barrier in order to assess the actual quality of the recom-
mender system.

Keywords: Recommender Systems, Noise, Evaluation Measures, User Incon-
sistencies.

1 Introduction

Recommender systems play an important role in most top-ranked commercial websites
such as Amazon, Netflix, Last.fm or IMDb [10]. The goal of these recommender sys-
tems is to increase revenue and present personalized user experiences by providing sug-
gestions for previously unknown items that are potentially interesting for a user. With
the growing amount of data in the Internet, the importance of recommender systems
increases even more to guide users through the mass of data.

The key role of recommender systems resulted in a vast amount of research in this
field, which yielded a plethora of different recommender algorithms [1, 4, 8]. An ex-
ample of a popular and widely used approach to recommenders is collaborative filter-
ing. Collaborative filtering computes user-specific recommendations based on historical
user data, such as ratings or usage patterns [4, 7]. Other approaches include content-
based recommenders (recommend items based on properties of a specific item), social
recommenders (recommend things based on the past behavior of similar users in the
social network) or hybrid combinations of several different approaches.

To select an appropriate recommender algorithm, and adapt it to a given scenario or
problem, the algorithms are usually examined by testing their performance using either
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artificial or real test data reflecting the problem. The best performing algorithm and
parameters among a number of candidate algorithms is chosen. To be able to compare
performance, several different measures and metrics were defined. Common measures
are precision and recall, normalized discounted cumulative gain (NDCG), receiver op-
erating characteristic (ROC) or the root-mean-squared error (RMSE). RMSE is perhaps
the most popular metric used to evaluate the prediction accuracy of a recommender
algorithm [11]. It was the central evaluation metric used in the Netflix Prize competi-
tion1. For the RMSE as performance measure, a recommendation task is typically posed
as that of learning a rating function that minimizes the RMSE on a given training set
of user ratings. The generalization RMSE-performance of the learned rating function
is then assessed on some independent test set of ratings, which is disjoint from the
training set. One major drawback of measuring and comparing the performance using
only static test data is that user behavior is not always reliable. According to studies
conducted by [2, 3, 6] user ratings can be inconsistent (noisy) in the sense that a user
may rate the same item differently at different points of time. Following these findings,
Herlocker et al. [5] and other researchers coined the term magic barrier. The magic
barrier marks the point at which the performance and accuracy of an algorithm cannot
be enhanced due to noise in the data. Every improvement in accuracy might denote an
over-fitting and not a better performance. Thus, comparing and measuring the expected
future performance of algorithms based on static data might not work.

While investigations on the magic barrier are important for future recommendation
research, only first evaluations on the inconsistency of ratings have been conducted so
far. Most importantly, a mathematical characterization of the magic barrier is missing.
In this paper, we will present such a mathematical characterization of the magic barrier,
based on RMSE , which allows us to assess the actual performance of a recommender as
well as the actual room for improvement. In particular, we can identify recommender
algorithms that overfit the test set by chance or by peeking at the test set.2. We also
conducted a first user study with a commercial recommender system, from the German
movie recommendation website moviepilot3, to substantiate our claims and findings in
a real-world setting.

Our main contributions are as follows:

– We present a mathematical characterization of the magic barrier. Based on the prin-
ciple of empirical risk minimization form statistical learning theory, we show that
the magic barrier reduces to the RMSE of the optimal (but unknown) rating func-
tion. Then we characterize the magic barrier in terms of the expected inconsistencies

1 http://www.netflixprize.com
2 This occurs when information about the test set is used for constructing a recommender algo-

rithm. For example, when we devise a new recommendation algorithm based on some similar-
ity measure. We train our new algorithm using the cosine similarity and assess its performance
on a test set. Then we train the same algorithm using the Pearson correlation and measure its
performance on the same test set. Finally, we report the result of the algorithm and the sim-
ilarity measure with the best prediction performance on the test set rather than choosing the
model with the best prediction performance on the training set. Such approaches lead to overly
optimistic results.

3 http://www.moviepilot.de

http://www.netflixprize.com
http://www.moviepilot.de
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incurred in the ratings. Since the magic barrier cannot be computed directly, we de-
rive a procedure to estimate it.

– We present and discuss a case study with moviepilot, a commercial recommender
system for movies. The case study aims at investigating user inconsistencies in
a real-world setting. In addition, we estimated the magic barrier of moviepilot to
assess the quality of moviepilot’s recommendation engine and to propose a limit on
how much moviepilot’s recommendations can be improved.

Based on our findings, we propose that a real-world recommender system should regu-
larly interact with users by polling their opinions about items they have rated previously
in order to audit their own performance and, where appropriate, to take measures to im-
prove their system.

2 Related Work

Inconsistency in user behavior in the context of recommender systems is a known con-
cept and has been studied on several occasions before. The first mention of inconsis-
tencies in a scope similar to ours was made by Hill et al. [6] in their study on virtual
communities. The authors questioned how reliable the ratings were and found a rough
estimate by calculating the RMSE between two sets of ratings performed by 22 users
on two occasions 6 weeks apart.

Similar reliability issues, e.g. the levels of noise in user ratings, were discussed by
Herlocker et al. [5], coining the term the magic barrier as an upper level of recom-
mender system optimization.

More recently, Amatriain et al. [2] performed a set of user trials on 118 users based
on a subset of the Netflix Prize dataset. The authors attempted to find answers to whether
users are inconsistent in their rating behavior, how large the inconsistencies are and
what factors have an impact on the inconsistencies. They were able to identify a lower
bound, a magic barrier, for the dataset used in the trials.

Following their user trials, Amatriain et al. [3] successfully increased the accuracy of
a recommender system by implementing a de-noising step based on re-ratings collected
in a study. They presented two re-rating strategies (user-based and data-based) in order
to find the ground truth values of ratings for the purpose of maximizing accuracy im-
provements in a recommender system. They concluded that re-rating previously rated
items could, in some circumstances, be more beneficial than rating previously unrated
items.

Some of the inconsistencies in users’ rating behavior can be mitigated by temporal
aspects, as Lathia et al. show [8]. This mitigation does however not compensate for
all inconsistencies, which Amatriain et al. [3] showed by having different time spans
between re-ratings.

The problems of noisy user behavior is connected to the type of evaluation used.
Pu et al. [9] present a user-centric (as opposed to data-centric) evaluation framework
which measures the quality of recommendations in terms of usability, usefulness, in-
teraction quality and user satisfaction, which allows for optimization of recommender
systems based on direct user interaction instead of offline accuracy metrics such as
RMSE, NDCG, etc. User-centric evaluation does however come with a cost in terms of
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time, additionally it requires a set of users to be available for the evaluation process.
Given these drawbacks, most recommender system evaluation still uses traditional in-
formation retrieval measures and methods, even though these might not always reflect
the actual quality of the recommendation [11] due to the aforementioned inconsisten-
cies in users’ rating behavior.

If a model for the maximum level of measure-based optimization would be available,
a magic barrier, it could serve as the cut-off point between data-centric and user-centric
evaluation.

3 The Empirical Risk Minimization Principle

We pose the recommendation task as that of a function regression problem based on the
empirical risk minimization principle from statistical learning theory [12]. This setting
provides the theoretical foundation to derive a lower bound (henceforth referred to as
the magic barrier) on the root-mean-square error that can be attained by an optimal
recommender system.

3.1 The Traditional Setting of a Recommendation Task

We begin by describing the traditional setting of a recommendation task as presented
in [4].

Suppose that R is a set of ratings rui submitted by users u ∈ U for items i ∈ I.
Ratings may take values from some discrete set S ⊆ R of rating scores. Typically,
ratings are known only for few user-item pairs. The recommendation task consists of
suggesting new items that will be rated high by users.

It is common practice to pose the recommendation task as that of learning a rating
function

f : U × I → S, (u, i) �→ f(u, i)

on the basis of a set of training examples from R. Given a user u, the learned rating
function f is then used to recommend those items i that have largest scores f(u, i). The
accuracy of a rating function f is evaluated on a test set, which is a subset of R disjoint
from the training set.

A popular and widely used measure for evaluating the accuracy of f on a set R of
ratings is the root-mean-square error (RMSE) criterion

E(f |R) =

√√√√ 1

|R|
∑

(u,i)∈R

(
f(u, i)− rui

)2
, (1)

where the sum runs over all user-item pairs (u, i) for which rui ∈ R.4

4 For the sake of brevity, we abuse notation and write (u, i) ∈ R for user-item pairs (u, i) for
which rui ∈ R.
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3.2 Recommendation as Risk Minimization

Learning a rating function by minimizing the RMSE criterion can be justified by the
inductive principle of empirical risk minimization from statistical learning theory [12].
Within this setting we describe the problem of learning a rating function as follows:
We assume that

– user-item pairs (u, i) are drawn from an unknown probability distribution p(u, i),
– rating scores r ∈ S are provided for each user-item pair (u, i) according to an

unknown conditional probability distribution p(r|u, i),
– F is a class of rating functions.

The probability p(u, i) describes how likely it is that user u rates item i. The conditional
probability p(r|u, i) describes the probability that a given user u rates a given item i
with rating score r. The class F of functions describes the set from which we choose
(learn) our rating function f for recommending items. An example for F is the class of
nearest neighbor-based methods.

The goal of learning a rating function is to find a function f ∈ F that minimizes the
expected risk function

R(f) =
∑

(u,i,r)

p(u, i, s)
(
f(u, i)− r

)2
, (2)

where the sum runs over all possible triples (u, i, r) ∈ U × I × S and p(u, i, r) =
p(u, i)p(r|u, i) is the joint probability.

The problem of learning an optimal rating function is that the distribution p(u, i, s)
is unknown. Therefore, we can not compute the optimal rating function

f∗ = argmin
f∈F

R(f).

directly. Instead, we approximate f∗ by minimizing the empirical risk

R̂(f |X ) =
1

|X |
∑

rui∈X

(
f(u, i)− rui

)2
,

where X ⊆ R is a training set consisting of ratings rui given by user u for item i.
Observe that minimizing the empirical risk is equivalent to minimizing the RMSE cri-
terion.

A theoretical justification of minimizing the RMSE criterion (or the empirical risk)
arises from the following result of statistical learning theory [12]: under the assumption
that the user ratings from R are independent and identically distributed, the empirical
risk is an unbiased estimate of the expected risk.5

5 The set of users and items are both finite. In order to apply the law of large numbers, we may
think of R as being a set of ratings obtained by randomly selecting triples (u, i, s) according
to their joint distribution.
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4 The Magic Barrier

This section derives a magic barrier (lower bound) on the RMSE that can be attained
by an optimal recommender system. We show that the magic barrier is the standard
deviation of the inconsistencies (noise) inherent in user ratings. To this end, we first
present a noise model and then derive the magic barrier.

4.1 A Statistical Model for Users’ Inconsistencies

As shown in user studies [2,3,6], users’ rating tend to be inconsistent. Inconsistencies in
the ratings could be due to, for example, change of taste over time, personal conditions,
inconsistent rating strategies, and/or social influences, just to mention a few.

For the sake of convenience, we regard inconsistencies in user ratings as noise. The
following fictitious scenario illustrates the basic idea behind our noise model: Consider
a movie recommender with n movies and a rating scale from zero to five stars, where
zero stars refers to a rating score reserved for unknown movies only. Users are regularly
asked to rate m randomly selected movies. After a sufficiently long period of time, each
user has rated each movie several times. The ratings may vary over time due to several
reasons ( [8]) such as change of taste, current emotional state, group-dynamic effects,
and other external as well as internal influences.

Keeping the above scenario in mind, the expected rating of a user u on movie i is
defined by the expectation

E[Rui] = μui,

where Rui is a random variable on the user-item pair (u, i) and takes on zero to five
stars as values. Then a rating rui is composed of the expected rating μui and some error
term εui for the noise incurred by user u when rating item i. We occasionally refer to
the error εui as user-item noise. Thus, user ratings arise from a statistical model of the
form

rui = μui + εui, (3)

where the random error εui has expectation E[εui] = 0.

4.2 Deriving the Magic Barrier

Suppose that f∗ is the true (but unknown) rating function that knows all expected ratings
μui of each user u about any item i, that is

f∗(u, i) = μui (4)

for all users u ∈ U and items i ∈ I. Then the optimal rating function f∗ minimizes the
expected risk function Eq. (2). Substituting Eq. (3) and Eq. (4) into the expected risk
function Eq. (2) and using p(u, i, s) = p(u, i)p(s|u, i) gives

R(f∗) =
∑
(u,i)

p(u, i)E
[
ε2ui

]
=

∑
(u,i)

p(u, i)V [εui] , (5)
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where the sum runs over all possible user-item pairs (u, i) ∈ U × I and V[εui] denotes
the variance of the user-item noise εui. Eq. (5) shows that the expected risk of an optimal
rating function f∗ is the mean variance of the user-item noise terms.

Expressed in terms of the RMSE criterion, the magic barrier BU×I of a recom-
mender system with users U and items I is then defined by

BU×I =

√∑
(u,i)

p(u, i)V [εui].

The magic barrier is the RMSE of an optimal rating function f∗. We see that even an
optimal rating function has a non-zero RMSE unless all users are consistent with their
ratings.

Observe that an optimal rating function needs not to be a member of our chosen
function class F from which we select (learn) our actual rating function f . Thus the
RMSE of f can be decomposed into the magic barrier BU×I and an error Ef due to
model complexity of f giving

ERMSE(f) = BU×I + Ef > BU×I.

4.3 Estimating the Magic Barrier

As for the expected risk, we are usually unable to directly determine the magic barrier
BU×I . Instead we estimate the magic barrier according to the procedure outlined in
Algorithm 1.

Algorithm 1. Procedure for estimating the magic barrier.

Procedure: Let X ⊆ U × I be a randomly generated subset of user-item pairs.

1. For each user-item pair (u, i) ∈ X do
(a) Sample m ratings r1ui, . . . , r

m
ui on a regular basis

(b) Estimate the expectation μui by the sample mean

μ̂ui =
1

m

m∑
t=1

rtui

(c) Estimate the variance of the ratings

ε̂ 2
ui =

1

m

m∑
t=1

(
μ̂ui − rtui

)2
2. Estimate the magic barrier by taking the average

B̂X =

√
1

|X |
∑

(u,i)∈X
ε̂ 2
ui. (6)
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We postulate that all rating functions f ∈ F with an empirical risk of the form

R̂(f |X ) ≤ B̂2
X

are likely to overfit on the set X and consider further improvements on the RMSE below
B̂X as meaningless.

5 Case Study Using a Commercial Movie Recommender

Our experimental case study serves to validate the noise model and to investigate the
relationship between the estimated magic barrier and the prediction accuracy of movie-
pilot. Due to limited resources, we conducted a moderately scaled user study in a real-
world setting.

5.1 Moviepilot

moviepilot is a commercial movie recommender system having more than one million
users, 55, 000 movies, and over 10 million ratings. Movies are rated on a 0 to 10 scale
with step size 0.5 (0 corresponding to a rating score of 0, not an unknown rating). The
two most common ways to rate movies are either through the “discover new movies”
page, shown in Fig. 1(a) or through the “100 movies of your lifetime” page. The former
presents a combination of new, popular and recommended movies whereas the latter
one presents, like the title suggests, the 100 previously unrated movies deemed most
probable to be liked by the user.

The recommendation engine uses a neighborhood-based collaborative filtering ap-
proach, with a similarity measure inspired by the cosine similarity, and is retrained
regularly, so as to always be able to recommend movies based on an up-to-date model
of users’ rating histories.

5.2 Data

To estimate the magic barrier, we created a Web-based study for collecting users’ opin-
ions on movies. An opinion is a score in the same rating scale as standard user ratings.
The difference between the two is that ratings are stored in the user profile and used for
predictions, whereas opinions do not show up in users’ profiles, are only stored in the
survey and do, subsequently, not affect the recommendations users are given.

The opinion collection study was implemented as a Web application, Fig. 1(b), mir-
roring the look-and-feel of moviepilot’s rating interface as closely as possible. By em-
ulating the rating interface of moviepilot for opinion polling, we aimed at mitigating
any potential distortion of the data due to different interface elements. A comparison of
both is shown in Fig. 1.

Users were notified about the study by announcements in newsletters and posts in
the community forums. The announcements provided information on timing, duration,
process of the opinion collection, the collector, the URL, etc. Users were asked to not
to peek at their old ratings when taking part in the study. They were also informed that
submitted opinions would not be stored in their profiles.
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(a) moviepilot’s find new movies page (b) Opinion interface

Fig. 1. The moviepilot rating interface and the opinion interface used in the user study. The opin-
ion interface mimics the look-and-feel of moviepilot in order to give users a feeling of familiarity
lowering the level UI-induced noise.

Whilst taking part in the study, users were presented with a number of movies ran-
domly drawn from the complete set of their rated movies. Each user could submit at
most one opinion on each movie. A user could skip any number of movies without pro-
viding any opinion. After at least a 20 opinions had been given, the active user could
complete the study.

The study ran from mid April 2011 to early May 2011. We recorded only opinions of
users that provided opinions on at least 20 movies. A total of 306 users provided 6, 299
opinions about 2, 329 movies.

5.3 Experimental Setup

We estimated the magic barrier according to the procedure described in Algorithm 1.
For this, we used the ratings and opinions of those user-item pairs for which the 6, 299
opinions had been recorded.6 This setup corresponds to sampling two ratings for each
of the 6, 299 user-item pairs. The estimate of the magic barrier is the average of the
squared sample noise over all 6, 299 user-item pairs.

5.4 Results

Fig. 2 summarizes the outcome of the opinion polling study, it shows the RMSE of
moviepilot’s recommendation engine and an estimated magic barrier taken over all
6, 299 user-item pairs. The plot also shows the estimated magic barrier restricted to the
following subsets of the 6, 299 user-item pairs: (1) user-item pairs with above average
rating, (2) user-item pairs with above average opinion, (3) user-item pairs with below
average rating, and (4) user-item pairs with below average opinion. The user-specific
averages were taken over all ratings given by the respective user.

6 Though opinions differ from ratings conceptually, we treat them equally when estimating the
magic barrier.



246 A. Said et al.

�����

����� ��	
� ��
��
���� ���
�

��

��	�

��

��	�

��

��������� ������
��������

����������� ������� ����������� �����������

Fig. 2. RMSE of moviepilot and estimated magic barrier, where all refers to the estimation com-
puted over all 6, 299 user-item pairs, r ≥ avg(r) and o ≥ avg(r), resp. refer to the magic barrier
restricted to all user-item pairs with ratings and opinions, respectively, above or equal to the user-
specific average over all user ratings. Similarly, r < avg(r) and o < avg(r), respectively, refer
to the magic barrier restricted to all user-item pairs with ratings and opinions, resp., below the
user-specific average over all user ratings and opinions.

The first observation to be made is that the estimated magic barrier of moviepilot is
circa 0.61, which is slightly more than one step in moviepilot’s rating scale (±0.61).
In contrast, the RMSE of moviepilot’s recommendation engine is about 1.8 which is
between three and four rating steps. Under the assumption that the estimated magic
barrier is a good estimate of the unknown magic barrier, improvements of a recom-
mender method close to or below the estimated magic barrier are meaningless. Under
the same assumptions, there is room for improving the prediction accuracy of moviepi-
lot. These assumptions, however, have to be taken with care due to the limited amount
of data for estimating the expected rating of each user-item pair.

The second observation to be made is that our estimate of the magic barrier is lower
when restricted to user-item pairs with ratings/opinions above average ratings than for
below average ratings. We hypothesize that users tend to be more consistent with their
ratings/opinions for movies that they have rated above average. This finding comple-
ments the observations of Amatriain et al. [2], i.e. that user ratings seem to be more
consistent at the extreme ends of the rating scale.

The results obtained in this as well as in other studies and the theoretical treatment
on magic barriers give a strong case for collecting opinions (or re-ratings) in order to

1. estimate the magic barrier for performance evaluation, and
2. improve recommendations based on a set of ratings for each user-item pair rather

than on a single rating.

A good estimate of the magic barrier is useful for assessing the quality of a recom-
mendation method and for revealing room for improvements. Recommenders with a
prediction accuracy close to the estimated magic barrier can be regarded as ’optimal’.
Further improvements of such recommenders are meaningless.
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6 Conclusion

The magic barrier is the RMSE of an optimal rating function, and as such, it provides
a lower bound for the RMSE an arbitrary rating function can attain. In terms of noise
incurred when users rate items, the magic barrier is the square root of the expected vari-
ance of the user-item noise. Using this characterization, it is straightforward to derive a
procedure for estimating the magic barrier.

In an experimental case study using moviepilot, a commercial movie recommender
system, we investigated inconsistencies of user ratings and estimated the magic bar-
rier for assessing the actual prediction accuracy of moviepilot. The results confirm that
users are inconsistent in their ratings and that they tend to be more consistent for above
average ratings. Our estimate of the magic barrier reveals that there is room to improve
moviepilot’s recommendation algorithm.

On the basis of our findings we suggest that regularly polling ratings for previously
rated items can be useful to audit the performance of the recommendation engine and
may, where appropriate, lead to measures taken for improving the existing system.

To obtain statically sound results, a large-scale user study is imperative. In order to
regularly poll opinions/ratings of previously rated items, the following issues should be
addressed: (1) How to implement a user-friendly interface for polling opinions/ratings
without having a deterrent effect on users and unbiased results at the same time? (2)
How to present items and sample opinions/ratings to obtain a good estimate of the
magic barrier?

Acknowledgments. The authors would like to express their gratitude to the users of
moviepilot who took their time to conduct the survey and the moviepilot team who
contributed to this work with dataset, relevant insights and support.
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Abstract. Data-mined models often achieve good predictive power, but some-
times at the cost of interpretability. We investigate here if selecting features to 
increase a model’s construct validity and interpretability also can improve the 
model’s ability to predict the desired constructs. We do this by taking existing 
models and reducing the feature set to increase construct validity. We then 
compare the existing and new models on their predictive capabilities within a 
held-out test set in two ways. First, we analyze the models’ overall predictive 
performance. Second, we determine how much student interaction data is ne-
cessary to make accurate predictions. We find that these reduced models with 
higher construct validity not only achieve better agreement overall, but also 
achieve better prediction with less data. This work is conducted in the context 
of developing models to assess students’ inquiry skill at designing controlled 
experiments and testing stated hypotheses within a science inquiry microworld. 

Keywords: science microworlds, science inquiry, inquiry assessment, behavior 
detector, educational data mining, construct validity, feature selection, J48. 

1 Introduction 

Feature selection, the process of pre-selecting features before running a data mining 
algorithm, can improve the performance of data mining algorithms (cf. [1]). Several 
automated approaches exist for finding optimal feature sets such as filtering redundant 
features [2], conducting heuristic searches (cf. [3]), using genetic algorithms [4], and 
clustering [5]. These procedures, though powerful, may yield sets that domain experts 
would not intuitively expect to align with the target class (construct). An alternative is 
to select features that specifically improve models’ construct validity. 

This alternative is motivated by our prior work in developing automated detectors 
of two scientific inquiry behaviors, designing controlled experiments and testing 
stated hypotheses, within a science microworld [6]. To build them, we first filtered 
features that correlated highly with each other, and then constructed J48 decision 
trees. The resulting detectors worked well under student-level cross-validation. How-
ever, upon inspecting them more closely, we noticed some features considered theo-
retically important to the constructs [7], [8], [9] were eliminated at the filtering step. 
Also, other features without theoretical justification remained. We believe this feature 
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selection process may have yielded a feature set that did not represent all aspects of 
the behaviors, which in turn may have negatively impacted their predictive  
performance.  

Thus, we explore in this paper whether selecting features with the goal of increas-
ing a model’s construct validity and interpretability can also improve a model’s pre-
dictive ability. We do so by comparing two types of detectors for each behavior. One 
type is built with an automated feature selection strategy used in our original detectors 
[6]. The other type is built using a combination of manual selection and statistics to 
select successful features that theoretically align more closely with the behaviors.  

We compare the predictive performance of the two types of detectors against a 
held-out test set in two ways. First, we compare the detectors’ ability to predict beha-
vior at the level of a full data collection cycle. This enables us to measure how well 
the detectors can be used for assessing performance, or for identifying which students 
need scaffolding when they claim to finish collecting data. In addition, it is useful to 
have detectors that can identify a student’s lack of skill as quickly as possible so the 
software can “jump in” and support the student as soon as they need it to prevent 
frustration, floundering, or haphazard inquiry [10]. Thus, the second way we compare 
detectors is to determine how much student data is needed before inquiry behavior 
can be accurately predicted. The faster detectors can make valid inferences, the faster 
the system can help the students who need it.  

2 Background and Datasets 

2.1 Learning Environment and Behaviors of Interest 

The Science Assistments Phase Change Microworld [6], [10], designed for use in 
middle school science classes, aims to foster understanding about melting and boiling 
processes of a substance via semi-structured scientific inquiry. A typical activity re-
quires students to determine if one of four variables (like amount of substance) affects 
properties of a substance’s phase change (like its melting point). Students address this 
goal by conducting inquiry in four phases: observe, hypothesize, experiment, and 
analyze data. Each one exercises different inquiry skills. The behaviors of interest for 
the analyses presented here, designing controlled experiments and testing stated  
hypotheses behaviors, occur in the experiment phase.  

In the experiment phase, students collect data (trials) by designing and running ex-
periments with a phase change simulation. Students can change the simulation’s vari-
able values, run, pause and reset the simulation, and view previously collected trials 
and stated hypotheses. Briefly, when collecting data, students design controlled expe-
riments when they generate data that support determining the effects of independent 
variables on outcomes. They test stated hypotheses when they generate data with the 
intent to support or refute an explicitly stated hypothesis. More information about the 
microworld and constructs can be found in [6]. 
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Fig. 1. Example sequence of student actions for a phase change activity. Two clips (shown in 
light grey) would be generated since the "Experiment" stage was entered twice. 

2.2 Labeling Behaviors within the Learning Environment 

The first step towards building detectors of these constructs, in both this paper and our 
previous work, was to employ “text replay tagging” of log files [6]. In this process, 
low-level student actions within microworld activities are extracted from the database. 
Next, contiguous sequences of these actions segmented into clips (see Figure 1). A 
clip contains all actions associated with formulating hypotheses (hypothesize phase 
actions) and designing and running experiments (experiment phase actions). We note 
that several clips could be generated for a single microworld activity since students 
could navigate through the inquiry phases many times, as shown in Figure 1. Clips are 
also the grain-size at which data collection behavior is labeled, and detectors are built. 

Once clips are generated, a human coder applies one or more behavior tags to text 
replays, “pretty-prints” of clips. In this domain, a clip may be tagged as involving 
designing controlled experiments, testing stated hypotheses, both, or neither. Text 
replay tagging provides “ground truth labels” from which detectors of the two inquiry 
behaviors can be built. Next, we describe the datasets generated via text replay  
tagging student clips from which detectors will be constructed and tested. 

2.3 Data Sets  

Clips were generated from 148 suburban Central Massachusetts middle school stu-
dents’ interactions within a sequence of four microworld activities. These clips were 
tagged to create the following training, validation and test data sets: 

• Training Set (601 clips). Initially, two human coders tagged 571 clips for training 
and cross-validating the detectors in [6]. Since several clips could be generated per 
activity, a single, randomly chosen clip was tagged per student, per activity. This 
ensured all students and activities were equally represented in this data set. Inter-
rater reliability for the tags was high overall (κ=.69 for designing controlled  
experiments, κ=1.0 for testing stated hypotheses). By chance, the stratification 
yielded few first clips, clips representing students’ first data collection within an 
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activity. To have a more representative training set, an additional 30 randomly  
selected first clips were tagged. In total, 31.4% of the clips were tagged as design-
ing controlled experiments, and 35.6% as testing stated hypotheses. 

• Validation Set (100 clips). A special set of clips was tagged by one human coder 
for engineering detectors with improved construct validity (described in more de-
tail later). This set contained 20 randomly chosen first clips, 20 randomly chosen 
second clips, up through fifth clips. Clips were not stratified by student or activity. 
More stringent student or activity-level stratification was not used, because all  
students and activities were used to build the training set. Stratification would not 
remove biases already present in this data set. In total, 34.0% were tagged as  
designing controlled experiments, and 42.0% as testing stated hypotheses. 

• Held-out Test Set (439 clips). A human coder tagged all remaining first through 
fourth clips in the data set for comparing detectors. This set did not contain fifth 
clips because only 2 remained in the tagged corpus. First clips in which one or no 
simulation runs occurred were also excluded, because demonstration of the inquiry 
behaviors requires that students run the simulation at least twice [10]. Such clips 
would trivially be identified as not demonstrating either behavior and could bias 
our comparisons. This set had 64.7% tagged as designing controlled experiments 
and 61.0% as testing stated hypotheses. Note that the data distribution of the beha-
viors was different in the held-out test set than the other data sets. This occurred 
due to random chance, but provides an opportunity to conduct stringent validation, 
since the base rates will be different in this data set than the other data sets. 

Feature sets computed over clips, combined with text replay tags, form the basis for 
training and testing the detectors. Since the aim of this work is to compare models 
built from different feature sets, we discuss the feature generation and selection 
processes in more detail in the following section. 

3 Feature Selection and Detector Construction 

Our original designing controlled experiments and testing stated hypotheses behavior 
detectors considered 73 features associated with a clip [6]. Feature categories in-
cluded: variables changed when making hypotheses, full hypotheses made, simulation 
pauses, total simulation runs, incomplete simulation runs (paused and reset before the 
simulation finished), complete simulation runs, data table displays, hypothesis list 
displays, variable changes made when designing experiments, and total actions (any 
action performed by a student). For each category, counts and timing values (min, 
max, standard deviation, mean and mode) were computed. In addition, the specific 
activity number associated with the clip was also included. A pairwise repeat trial 
count, the number of all pairs of trials with the same independent variable values [9], 
was also included, as was a unique pairwise controlled trial count, the number of non-
repeated trials in which only one independent variable differed between them (cf. [7]). 
All features were computed cumulatively, taking into account actions in predecessor 
clips, as in [6]. For example, given the actions shown in Figure 1, the total number of 
runs for clip 2 would be 5 (assuming no more runs had occurred after action 40). 
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We added five additional features to this set which seemed to have face validity as 
potential predictors of the two behaviors, giving a total of 78 features. In specific, we 
added adjacent counts for unique controlled trials and repeats. These are counts of 
successive trials (e.g. trial 2 vs. 3, 3 vs. 4) in which only one variable was changed 
(controlled) or all variables were the same (repeated). Since the controlled trials 
counts excluded repeat trials, we added two additional counts for controlled trials that 
did allow them, one pairwise and one adjacent. Finally, we added a feature to count 
when simulation variables explicitly stated in hypotheses were changed. 

Two different approaches for feature selection over this set were employed to form 
behavior detectors. The first approach removed correlated features prior to building 
detectors (RCF detectors). The second approach involved selecting features geared at 
improving construct validity (ICV detectors). These procedures are discussed below.  

3.1 Removed Correlated Features (RCF) Detector Construction 

The original models in [6] were built in RapidMiner 4.6 as follows. First, redundant 
features correlated to other features at or above 0.6 were removed. Then, J48 decision 
trees, a Java-based implementation of C4.5 decision trees with automated pruning to 
control for over-fitting [11], were constructed. The RCF detectors of each behavior 
developed in this paper were built using this same process. However, they instead 
were built from the new feature set (78 features), and the enhanced training corpus. 

The initial remove correlated features procedure eliminated 53 features. Of the 25 
remaining features, 19 were timing values associated with the following feature 
classes: all actions, total simulation runs, incomplete simulation runs, simulation 
pauses, data table displays, hypothesis table displays, variables changed when making 
hypotheses, full hypotheses made, and simulation variable changes. The remaining 6 
features were activity number and counts for the following feature classes: all actions, 
incomplete simulation runs, data table displays, hypothesis list displays, full hypo-
theses created, and adjacent repeat trials count (one of the new features added). RCF 
detectors for designing controlled experiments and testing stated hypotheses were 
then built based on this set of 25 features. Their performance will be discussed later in 
the Results section. 

We note that this procedure eliminated some features which are considered theoret-
ically important to both constructs. For example, counts for controlled trials, total 
simulation runs, and simulation variables stated in hypotheses changed were all fil-
tered. These features are important, because they reflect theoretical prescriptive mod-
els of how data should be collected to support or refute hypotheses. Constructing 
controlled trials is seen as a key procedural component in theory on designing con-
trolled experiments (cf. [7]). Similarly, running trials and changing values of the va-
riables explicitly stated in the hypotheses both play roles in determining if hypotheses 
are supported. In addition, some features remaining did not immediately appear to 
map to theory on these constructs, such as the number of times that the student dis-
played the hypothesis viewer or data table. As discussed previously, we hypothesize 
these RCF detectors will not perform as well as detectors, because the remaining fea-
tures do not theoretically align as well with the behaviors. Next, we describe how we 
selected features to yield detectors with improved construct validity (ICV detectors), 
which may in turn improve predictive performance. 
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3.2 Improved Construct Validity (ICV) Detector Construction 

We selected features for the new detectors with increased construct validity (ICV) 
using a combination of theory and search. We first sought to understand how individ-
ual features related to the constructs. This was done by identifying which features had 
linear correlations to each behavior at or above 0.2. Several features did so with both 
behaviors: all actions count, total run count, complete run count, variable changes 
made when designing experiments, changes to variables associated with stated hypo-
theses when designing experiments, adjacent and pairwise controlled experiments 
counts (both with and without considering repeats), and pairwise and adjacent repeat 
trials counts. An additional feature correlated with designing controlled experiments, 
the number of simulation pauses. From this set of 11 features, the counts for con-
trolled trials, repeat trials, and changing variables associated with stated hypotheses 
are all features used by others to directly measure procedural understanding asso-
ciated with the behaviors [7], [8]. The other features, though not directly related, may 
also help distinguish procedural understanding. Thus, we kept all 11 features for the 
next round of feature selection. 

From here, we reduced the feature set further by performing separate manual 
backwards elimination search (cf. [1]) for each construct as follows. Features were 
first ordered in terms of the theoretical support for them by a domain expert. Then, 
features were removed one at a time, starting with the one with the least theoretical 
support. From this candidate feature set, a decision tree was constructed using  
the training set. The resulting model’s predictive performance was then tested on the 
validation set of 100 clips. If the candidate model yielded better performance than its 
predecessor, it was kept. If it did not, the candidate was rejected and another feature 
with low theoretical support was removed to form a new candidate set. This process 
was repeated, removing one feature at a time, until performance no longer improved.  

Predictive performance was measured using A' [12] and Kappa (κ). Briefly, A' 
[12], the area under the ROC curve, is the probability that when given two clips, one 
labeled as demonstrating a behavior and one not, a detector will correctly identify 
which clip is which. An A' of 0.5 indicates chance-level performance, 1.0 indicates 
perfect performance. Cohen’s Kappa (κ) assesses if the detector is better than chance 
at labeling behavior. κ of 0.0 indicates chance-level performance, 1.0 indicates perfect 
performance. When comparing two candidate models, the model with higher κ was 
preferred. However, if A' decreased greatly and κ increased slightly, the model with 
higher A' was chosen. If two models yielded the same values, the model with fewer 
features was chosen. 

The best ICV detectors of each construct performed well over the validation  
set. The best designing controlled experiments ICV detector had 8 features (total run 
count and pause count were removed) and had A'=1.0 and κ=.84. The best testing 
stated hypotheses ICV detector had 5 features: variable changes made when designing 
experiments (both related and unrelated to stated hypotheses), unique pairwise con-
trolled trials, adjacent controlled trials with repeats considered, and complete  
simulation runs. Its performance on the validation set was also strong (A'=.96, κ=.77). 
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4 Results: Comparing Predictive Capabilities of Detectors 

Having created these two sets of detectors (RCF and ICV), we now can study whether 
selecting features more theoretically aligned with the two inquiry behaviors  will yield 
better detectors than more traditional approaches. There are two key questions we 
address. First, which detectors predict best overall? Second, how quickly can detec-
tors identify the two inquiry behaviors? Performance will be compared against the 
held-out test set only, rather than using cross-validation over all datasets. This was 
done for two reasons. First, the entire training set was used to select features for the 
ICV detectors. Using the full training set enabled us to understand the relationships 
between individual features and behaviors more thoroughly. Second, the search pro-
cedure for building ICV detectors likely overfit them to the validation set data. 

4.1 Comparing Detectors’ Overall Performance 

We compared detectors’ performance at classifying behaviors in the held-out test set, 
labeled at the clip level. As a reminder, this comparison measures how well the detec-
tors can be used for assessing performance, or identifying which students need scaf-
folding when they claim to be finished collecting data. Detectors are compared using 
A' and Kappa (κ). These were chosen because they both try to compensate for suc-
cessful classification by chance [13], and have different tradeoffs. A' can be more 
sensitive to uncertainty, but looks at the classifier’s degree of confidence; κ looks 
only at the final label, leading to more stringent evaluation. We note that statistical 
tests comparing models’ A and κ are not performed. This is because students contri-
bute multiple clips in the test set, and thus independence assumptions are violated. 
Meta-analytical techniques do exist to handle this (e.g. [14]), but our data did not have 
enough data points per student to employ them. 

As shown in Table 1, the detectors with improved construct validity (ICV) detec-
tors outperformed the removed correlated features (RCF) detectors within the held-
out test set. For designing controlled experiments, both the RCF (A'=.89) and ICV 
(A'=.94) detectors were excellent at distinguishing this construct. However, the ICV 
detector was better at identifying the correct class (RCF κ=.30 vs. ICV κ=.45). Both 
detectors seem to bias towards labeling behavior as “not designing controlled experi-
ments”, as indicated by lower recall rates than precision rates (RCF recall=.46, preci-
sion=.90 vs. ICV recall= .58, precision=.95). This suggests that more students would 
receive scaffolding than necessary upon finishing data collection.  

Upon inspecting the results for designing controlled experiments more closely, we 
noticed a large number of first clips with exactly two simulation runs had been mis-
classified. These kinds of clips comprised 26.7% of the held-out test corpus. When 
filtering these out (leaving 322 clips), the performance of the ICV detector was sub-
stantially higher (ICV A'=.94, κ =.75, recall=.83). The RCF detector’s performance 
was also higher (RCF A'=.90, κ =.44, recall=.56), but did not reach the level of the 
ICV detector. The implications of this will be discussed later. 
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Table 1. Confusion matrices and performance metrics for detectors’ overall predictions.  

 

For the testing stated hypotheses behavior, the ICV detector again showed a sub-
stantial improvement over the RCF detector. The ICV detector was around ten per-
centage points better at distinguishing between the two classes (RCF A'=.82 vs. ICV 
A'=.91). Furthermore, κ and recall were much higher for the ICV detector than the 
RCF detector (RCF κ =.24, recall=.44 vs. ICV κ =.70, recall=.86). The ICV detector 
is therefore quite good at selecting the correct class for a clip, and has much less bias 
towards labeling behavior as “not testing stated hypotheses”. 

Though not shown in Table 1, the ICV and RCF detectors were also compared to 
our original detectors [6], which used the original 73 features and had correlated fea-
tures removed. Performance on the held-out test set was slightly worse than the RCF 
detector described here for designing controlled experiments (A'=.86, κ=.28, re-
call=.42), but slightly better for testing stated hypotheses (A'=.83, κ=.30, recall=.49). 
The new ICV detectors still outperform these detectors by a substantial amount. In 
sum, these findings support the idea that improving construct validity can lead to 
better overall prediction of systematic inquiry. Next, we determine if the ICV detec-
tors can infer behavior with fewer actions. 

4.2 Comparing Detectors’ Performance Predicting with Less Data 

The analyses here determine if detectors can predict behavior labeled at the clip level 
using less information. Again, these comparisons enable us to determine which detec-
tors are more suitable for identifying which students need support as they conduct 
their data collection. Given our learning environment and approach, there are several 
ways to define “less information”. We chose to look at simulation runs because they 
are the grain size at which we aim to activate scaffolding. In considering simulation 
runs, we also had to consider the clip number. Recall that several cycles of data col-
lection could occur in an activity (each cycle represents a clip). Predictive perfor-
mance could be impacted by the clip number under consideration, because later clips 
contain all actions associated with predecessor clips. Thus, we compare each detector 
on predicting behavior labeled at the clip level using actions up to the nth run within 
the mth clip, for varying numbers of runs and clips. 

This approach required new sets of feature values to accommodate the fewer ac-
tions. Feature values were computed using all actions from clips 1..m-1 (m > 1), and 
all actions in the mth clip, up to and including the nth “sim start run” action (actions in 
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dark grey in Figure 1). As an example, the feature values for the action sequence in 
Figure 1 for clip 2 and two runs would be computed using all actions 1-16 from the 
first clip, and actions up to and including the second “sim start run” (actions 31-38) in 
clip 2. Note that the notion of a “full run” actually spans several actions (e.g. actions 
11-13 in Figure 1), given that the student could let the simulation run to completion, 
pause the simulation, or reset it. The “sim start run” action was chosen (rather than 
“sim finish” or “sim reset”) to denote the boundary due to considerations for how we 
would scaffold students. In particular, we may want to prevent students from collect-
ing of data unhelpful for the subsequent stage of inquiry, where they analyze data. 
Having the detectors classify behavior at the point where students try to run the simu-
lation enables such an intervention.  

We compare detectors’ performance using less data by comparing predictions for a 
given clip-run combination against the ground truth labels at the clip level. The num-
ber of clips was varied from 1 to 4, and the number of runs was varied from 1 to 5. A' 
and κ were computed per combination. Our expectation is that as the number of runs 
considered increases (and correspondingly the number of actions considered increas-
es), A' and κ will increase. However, since many clips had fewer than five simulation 
runs, performance metrics may plateau as the number of runs increases. This may 
occur because no additional information would be available to improve predictions. 

As shown in Table 2, the ICV detectors match or outperform the RCF detectors, 
when both detector variants are given less data on student performance. For clip 1, 
neither detector performed well for one or two runs (κ≅0.0). This finding associated 
with one run matched expectations because positive inquiry behavior can only be 
identified after two or more runs (cf. [7]). For runs 3-5 on the first clip, the RCF de-
tector had A' ranging from .73 to .76, whereas the ICV detector had A' ranging from 
.93 to 1.0. The RCF detectors’ κ remained at chance levels ranging from .06 to .07. 
The ICV detectors’ κ values were better but still low, ranging from .16 to .20. 

The designing controlled experiments detectors’ poor performance on first clips 
may be due to misclassifications of such clips with exactly two runs (see Section 4.1). 
To see if ignoring such clips would impact detectors’ ability to classify with less data, 
we removed them from the test set and re-computed our performance metrics. With 
only first clips with at least three runs, both detectors’ performance using fewer ac-
tions, up to the first and second run, remained very low. However, when using actions 
up to runs 3-5, the ICV detector (run 3: A'=.99, κ=.42; run 4: A'=1.0, κ=.65; run 5: 
A'=.91, κ=.47) outperformed the RCF detector (A'=.70-.79, κ=.06-.11 for the same 
values). Additionally, three runs was the level at which the ICV detector could per-
form as well as classifying when considering all actions in the first clip (ICV all ac-
tions A'=.89, κ=.50). 

For later clips within an activity, both detectors reach predictive performance 
equivalent to considering all actions (the “all” columns Table 2) after a single run. 
However, the ICV detectors outperform the RCF detectors. For example, when look-
ing at clip 2 / run 2, the ICV detector performs better (A'=.97, κ=.82) than the RCF 
detector (A'=.95, κ=.59). Thus, once students have begun their second data collection 
cycle within an activity, the ICV detectors can better judge who needs scaffolding 
after the first run. 
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Table 2. Designing controlled experiments performance over n-runs and m-clips 

 

Table 3. Testing stated hypotheses performance over n-runs and m-clips 

 

For testing stated hypotheses, the ICV detector again matched or outperformed the 
RCF detectors as shown in Table 3. For first clips, the RCF detector had A' values 
ranging from .63 to .70, and κ values at chance levels. However, the ICV detector 
performed well at this skill for first clips (ICV all actions A'=.89, κ=.52), a difference 
from designing controlled experiments. In fact, it could properly identify behavior 
after just the second run (ICV clip 1, run 2 had A'=.84, κ=.37). By the third run, pre-
dictive performance was on par with a detector that could consider all actions. For 
later clips, the ICV detector outperformed the RCF detector at all run levels. For ex-
ample, when predicting using actions up to the second run for clip 2, the RCF detector 
had A'=.92 and κ=.44. Though this performance is good, the ICV detector performed 
much better with A'=.95 and κ=.75. Thus overall, the ICV detectors can be used to 
classify testing hypotheses behavior as early as the second run in the first clip, and are 
better at classification in later clips than the RCF detectors are. 

5 Discussion and Conclusions 

We investigated whether selecting features based on construct validity improves the 
predictive capabilities of machine-learned behavior detectors of scientific inquiry 
behaviors, designing controlled experiments and testing stated hypotheses, within a 
science microworld [10]. To explore this, we compared two types of detectors. One 
type removed used an automated approach, removing inter-correlated features (RCF 
detectors). Another used a partially manual approach to select features theoretically 
aligned with the behaviors, thereby increasing construct validity (ICV detectors). 
Models’ predictive performance was compared against a held-out test set in two ways. 
We predicted behavior at the level of a full data collection cycle, the grain size at 
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which behavior was labeled. We also predicted behavior at a finer grain size, micro-
world simulation runs, a grain size containing less information. 

The results showed that improving construct validity can yield models with better 
overall predictive performance, even with less data. The ICV detector for testing 
stated hypotheses reached much higher performance levels than the RCF detector. 
The current ICV detector can effectively be used to trigger scaffolding when students 
finish data collection, given its high A'=.91 and κ=.70 values. It also can be used after 
as few as two runs on students’ first data collection to provide fail-soft interventions 
that are not costly if misapplied. This is evidenced by A' values at or above .84, and 
κ at or above .37 found when increasing the number of simulation runs (thereby in-
creasing the number of actions available) to make predictions.  

The ICV detector for designing controlled experiments also outperformed its RCF 
counterpart. However, both the ICV and RCF detectors performed poorly when they 
inferred behavior for students’ first data collection within an activity. We discovered 
this was due, in part, to poor classification of first cycles containing exactly two simu-
lation runs. When ignoring such cycles, the ICV detector’s performance improved 
substantially while the RCF detector remained poor. It could be applied in as few as 
three runs on students’ first data collection. We believe the ICV detector failed on this 
case because the training set did not contain enough cases of this kind (see Section 2.3 
for more details). This issue may be alleviated by adding more of these training clips 
and re-engineering the ICV detector following our procedure. 

This paper offers two contributions towards leveraging feature-based machine-
learned detectors to assess behavior. First, we explored the importance of considering 
construct validity when selecting features. We found that selecting features taking this 
into account yielded better detectors than selecting features using a more atheoretical 
approach, by removing inter-correlated features. Second, we described a general 
process for validating detectors at finer grain-sizes than they were trained and built. 
For our domain, the finer grain-size was the level of individual simulation runs. We 
found that detectors with improved construct validity could correctly infer behavior at 
the finer grain-size. This means we can reuse the ICV detectors as is to trigger scaf-
folding sooner, without needing to re-tag and retrain detectors to work at this level. In 
general, grain size and use of the detectors, whether for scaffolding (run or clip level 
in our domain) or for overall assessment (clip level in our domain), are both important 
to consider when evaluating detectors’ applicability in a learning environment. 

There are some limitations to this work. Though we controlled for the data mining 
algorithm and algorithm parameters, we did not compare the ICV detectors to others 
built using more sophisticated, automated feature selection approaches (e.g. [4], [5]). 
In addition, we only used a single data mining algorithm to generate detectors, J48 
decision trees. Different data mining algorithms may have yielded different results. 
Our results are also contingent on the initial set features engineered, since there is no 
guarantee we computed all possible relevant features for our domain. Finally, we did 
not consider the notion of broader generalizability. For example, could a detector built 
for one science domain also detect inquiry skill in other domains? Considering these 
additional issues will provide more insight into the role construct validity plays in the 
development and successful use of machine-learned detectors. 



260 M.A. Sao Pedro, R.S.J.d. Baker, and J.D. Gobert 

Acknowledgements. This research is funded by the National Science Foundation 
(NSF-DRL#0733286, NSF-DRL#1008649, and NSF-DGE#0742503) and the U.S. 
Department of Education (R305A090170). Any opinions expressed are those of the 
authors and do not necessarily reflect those of the funding agencies. 

References 

1. Witten, I., Frank, E.: Data Mining: Practical Machine Learning Tools and Techniques, 2nd 
edn. Morgan Kaufmann, San Francisco (2005) 

2. Yu, L., Liu, H.: Feature Selection for High-Dimensional Data: A Fast Correlation-Based 
Filter Solution. In: Proc. of the 20th Int’l Conf. on Machine Learning, pp. 856–863 (2003) 

3. Pudil, P., Novovicova, J., Kittler, J.: Floating Search Methods in Feature Selection. Pattern 
Recognition Letters 15(11), 1119–1125 (1994) 

4. Oh, I.-S., Lee, J.-S., Moon, B.-R.: Hybrid Genetic Algorithms for Feature Selection. IEEE 
Transactions on Pattern Analysis and Machine Intelligence 26(11), 1424–1437 (2004) 

5. Bernardini, A., Conati, C.: Discovering and Recognizing Student Interaction Patterns in 
Exploratory Learning Environments. In: Aleven, V., Kay, J., Mostow, J. (eds.) ITS 2010. 
LNCS, vol. 6094, pp. 125–134. Springer, Heidelberg (2010) 

6. Sao Pedro, M.A., de Baker, R.S.J., Gobert, J.D., Montalvo, O., Nakama, A.: Leveraging 
Machine-Learned Detectors of Systematic Inquiry Behavior to Estimate and Predict Trans-
fer of Inquiry Skill. User Modeling and User-Adapted Interaction (in press) 

7. Chen, Z., Klahr, D.: All Other Things Being Equal: Acquisition and Transfer of the  
Control of Variables Strategy. Child Development 70(5), 1098–1120 (1999) 

8. McElhaney, K., Linn, M.: Helping Students Make Controlled Experiments More Informa-
tive. In: Proc. of the 9th Int’l Conf. of the Learning Sciences, pp. 786–793 (2010) 

9. Buckley, B.C., Gobert, J., Horwitz, P.: Using Log Files to Track Students’ Model-Based 
Inquiry. In: Proc. of the 7th Int’l Conf. of the Learning Sciences, pp. 57–63 (2006) 

10. Gobert, J., Sao Pedro, M., Baker, R., Toto, E., Montalvo, O.: Leveraging Educational Data 
Mining for Real Time Performance Assessment of Scientific Inquiry Skills within Micro-
worlds. Journal of Educational Data Mining (accepted) 

11. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann, San Francisco 
(1993) 

12. Hanley, J.A., McNeil, B.J.: The Meaning and Use of the Area under a Receiver Operating 
Characteristic (ROC) Curve. Radiology 143, 29–36 (1982) 

13. Ben-David, A.: About the Relationship between ROC Curves and Cohen’s Kappa.  
Engineering Applications of Artificial Intelligence 21, 874–882 (2008) 

14. Fogarty, J., Baker, R., Hudson, S.: Case Studies in the Use of ROC Curve Analysis for 
Sensor-Based Estimates in Human Computer Interaction. In: Proc. of Graphics Interface, 
pp. 129–136 (2005) 



Inferring Personality of Online Gamers

by Fusing Multiple-View Predictions

Jianqiang Shen, Oliver Brdiczka, Nicolas Ducheneaut,
Nicholas Yee, and Bo Begole

Palo Alto Research Center, 3333 Coyote Hill Road, Palo Alto, CA 94304, USA
{jianqiang.shen,oliver.brdiczka,nicolas,nyee,bo}@parc.com

Abstract. Reliable personality prediction can have direct impact on
many adaptive systems, such as targeted advertising, interface person-
alization and content customization. We propose an algorithm to infer
a user’s personality profile more reliably by fusing analytical predictions
from multiple sources including behavioral traces, textual data, and so-
cial networking information. We applied and validated our approach
using a real data set obtained from 1,040 World of Warcraft players.
Besides behavioral and social networking information, we found that
text analysis of character names yields the strongest personality cues.

Keywords: personality, behavior analysis, social networks, sentiment
analysis, virtual worlds.

1 Introduction

Computer systems and devices become “smarter” every day thanks to enhance-
ments in usability and adaptivity. In order for computer systems to further adapt
to different users, there is a growing need for fine-grained modeling of prefer-
ences and, in particular, the personality of users. Modeling personality based on
online behavior could enable better personalization, collaboration and targeted
advertising, among others. For instance, personalizing user interfaces and content
could improve work efficiency by steering users to the right information. In the
workplace, employers could form efficient teams based on compatible personali-
ties. Matching personality types also has commercial applications. For example,
if online dating service providers had a better knowledge of a user’s personality,
they could match him/her with other users with a higher chance of success.

The popularity of online games offers a great opportunity to examine person-
ality inference using significant amounts of data. Indeed, recent online games
offer a wealth of behavioral indicators ranging from combat statistics to socia-
bility that could reflect a player’s personality. In this paper, we leverage this
behavioral richness by attempting to infer the personality of the individual be-
hind a game character. We use data from the popular massively multiplayer
online game (MMOG), World of Warcraft (WoW), one of the most successful in
its genre with close to 11 million subscribers worldwide (http://mmodata.net)
who collaboratively accomplish a wide range of activities, from group combat
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(against tough computer-controlled “bosses” or other players) to crafting virtual
items. Participation in the game world requires considerable time from players
[6] and social bonds formed in these virtual worlds often translate to lasting
relationships in and out of the game [20].

Recent research has shown that when meeting a stranger face-to-face for the
first time, it is possible to quickly assess their personality with some accuracy
thanks to verbal and non-verbal cues [14]. In this paper, we attempt a similar
personality assessment based on a different set of cues, namely, digital traces
generated by a player’s activities in the virtual world. To maximize our chances
of predicting personality accurately, we consider three data sources: behavioral
metrics (e.g. achievements, number of kills), textual data (e.g. names chosen for
a character) and social network information (e.g. a player’s position in guilds).
We build on the intuition that, much like during face-to-face encounters, the
activities of the players are cues to their personality. For instance, shy and quiet
players might prefer solo activities such as cooking and fishing. Outgoing players
might prefer large-scale “raids” involving up to 40 players. Predictions from each
data source provides a partial and complementary view of personality, which we
then fuse with the others to get the most accurate personality profile possible.

2 Related Work

Personality Profiling. In personality psychology, the Big-5 model is the gold
standard. The model measures five traits: Extraversion, Agreeableness, Con-
scientiousness, Emotional Stability, and Openness to Experience. Personality
profiles are usually constructed through surveys based on proven inventories
of questions, e.g. International Personality Item Pool [8]. Studies have shown
that judgments of personality at zero acquaintance are moderately accurate and
based on consensual indicators [14]. For instance [14], observers generally agree
that Extraverted individuals speak louder, with more enthusiasm and energy,
and that they are more expressive with gestures. Interestingly, personality cues
can also be found in the physical world: observers can predict the personality of
strangers by looking at their offices and bedrooms [9], or even by examining their
top ten favorite songs [19]. There has been some success at predicting personality
in a meeting scenario using visual and acoustic indicators [17].

Communication and Personalities. Researchers have started to explore the
possibility of predicting personality from electronic cues. It turns out that web-
sites can be used to predict their owner’s personality with high levels of consensus
and accuracy from the observers [22]. Facebook profiles can be similarly reveal-
ing [2] and personality also influences the way one writes electronic text [7] - for
instance, the nature and structure of email messages reveals personality traits,
down to the simplest indicators: observers were able to infer personality solely
on the basis of an email address [1]. We note however that most of these studies
rely on human coders to categorize personality from text data. In this paper, we
will use automated text analysis techniques instead.
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Online Gaming Studies. The depth and breadth of activities available in con-
temporary MMOGs, coupled with their widespread adoption, has led researchers
to use them as “virtual laboratories” for social science research [5]. Research has
explored a wide array of issues emerging in these online gaming communities:
their unique culture [21], players’ motivations and psychology [26], their eco-
nomic importance [3], their social life [23] - and, most relevant to this paper, the
link between a player’s online and offline personalities [27]. The latter, however,
only considered behavioral indicators available on Blizzard’s Armory, a public
database of character statistics. In this paper, we extend Yee et al.’s [27] ap-
proach by also considering textual and social networking data. We also attempt
to predict a player’s personality based on information from a single character,
whereas Yee et al. grouped information about a player across all their charac-
ters. We adopt this more challenging single-character approach since, in general,
there is no way to determine if two characters belong to the same player. Only
single-character predictions enable practical applications like personalization or
targeted advertising.

Our Contribution and Its Implications.Our contribution is threefold. First,
instead of aggregating multiple characters, we show it is possible to reliably infer
a player’s personality based on the activities of a single character. Second, in ad-
dition to behavioral features, we explore social networking and textual features.
To the best of our knowledge, this is the first attempt at utilizing such rich,
multi-pronged information for personality predictions in virtual worlds. Third,
we present the constructed features and their predictive power in detail, in order
to inform future work on personality. Besides improving personalization and rec-
ommendations, incorporating personality estimations into adaptive systems can
benefit a wide range of functionalities: for instance, our personality predictor is
part of a larger system being developed to detect anomalies and prevent mali-
cious behaviors in corporate networks. Personality profiling enables us to focus
on individuals having the motivation and capability to carry out attacks.

3 Personality in Virtual Worlds

To provide some important context for our findings, we give below a brief intro-
duction to the Big 5 personality traits, provide a brief overview of WoW, and
discuss our approach to collecting data from the game.

3.1 The Big 5 Model

Personality traits are consistent patterns of thoughts, feelings, or actions that
distinguish people from one another [13]. The Big 5 model was developed using
factor analytic techniques on adjectives and descriptive phrases of people culled
from an English corpus. The corresponding five factors have been shown to
account for most individual differences in personality [10,13]:

– Extraversion implies an energetic approach to the social world and includes
traits such as sociability and positive emotionality. High scorers tend to be
sociable, friendly, talkative; low scorers tend to be reserved, shy, quiet.
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– Agreeableness is a tendency to be compassionate and cooperative rather
than suspicious and antagonistic towards others. High scorers tend to be
friendly, caring, cooperative; low scorers tend to be critical, rude, suspicious.

– Conscientiousness describes socially prescribed impulse control that fa-
cilitates task and goal-directed behavior. High scorers tend to be reliable,
self-disciplined; low scorers tend to be disorganized, negligent.

– Neuroticism relates to emotional stability. High scorers tend to be nervous,
sensitive, vulnerable; low scorers tend to be calm, relaxed, secure, confident.

– Openness describes the breadth, depth, originality, and complexity of an
individual’s mental life. High scorers tend to be original, curious, complex;
low scorers tend to be conventional, narrow interests, uncreative.

3.2 World of Warcraft

WoW is one of the most popular commercial online games (http://mmodata.net).
It is based on a typical leveling up formula seen in many role-playing games. Play-
ers start at level 1 and kill monsters to become higher level and acquire better
equipment in order to kill bigger monsters. The game encourages players to col-
laborate - for instance, an important game mechanic is that players must create
characters with different skill sets that complement each other: heavily-armored
tank classes shield the group from enemy attacks while lightly-armored damage
classes deal damage to enemies and healing classes restore health lost in combat.
Players must choose to belong to one of two factions: Alliance or Horde. Each fac-
tion has five distinct races, e.g., Gnomes or Orcs. A variety of rules dictate where
and when players may attack and kill each other. Thus, a distinction is made be-
tween PvP (player-vs-player) and PvE (player-vs-environment) activities. PvP
activites can range from one-to-one duels to large 40 vs. 40 battlegrounds (BGs).
And in general, it is a player’s choice as to how much PvP activity they want
to engage in. Players in WoW communicate via typed chat and might also use
VoIP tools to communicate via speech. The game also provides a modest set of
“emotes” (e.g., hug). Players are able to specialize in crafting professions and
convert collected raw ingredients into finished goods, such as in tailoring or cook-
ing. There is also a system of Achievements that tracks a variety of combat and
non-combat objectives, including Achievements for zones explored, number of
hugs given, and cooking proficiency. These Achievement scores provide a sense
of how a player chooses to spend their time in WoW. Thus, overall, WoW offers
a wide and varied set of rich behavioral cues to draw from. From class choice
to amount of PvP activity, from number of emotes used to amount of world
exploration, the game context offers a range of measurable behaviors.

3.3 Data Collection

1,040 game players were recruited from WoW forums, mailing lists, publicity on
popular gaming sites and social media like Twitter. The age range was 18-65 and
the average was 27.03 (SD = 8.21). 26% of participants were women. Participants
were asked to list up to 6 WoW characters they were actively playing. This
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resulted in a total of 3,050 active characters. A 20-item survey measuring the Big-
Five was drawn from the International Personality Item Pool [8]. Participants
completed a web-based survey that gathered their demographic and personality
information. Participants rated themselves on the items using a scale ranging
from 1 (Very Inaccurate) to 5 (Very Accurate). For all personality traits, the
distributions of participants’ scores are roughly Gaussian, with means around 3
and standard deviations around 0.8.

Blizzard, the developer of WoW, provides public access to much of their game
data at a website known as the Armory. By searching for a character’s name,
anyone can view details about their past activities, including how many hugs
they have given, their equipment, etc. Using custom data collection software, we
collected information about each of our participants’ characters on a daily basis
from 11/22/2010 to 05/29/2011 (the Armory is updated once a day). Armory
profiles consist of hundreds of variables, often in a hierarchy. To avoid being
inundated by low-level variables or including overlapping variables, we adopted
an analytic strategy of looking at or generating high level variables where pos-
sible. This in turn produces more stable variables that map to psychologically
meaningful concepts. For example, a notion of geographical exploration would
seem to be better tracked by the overall count of zones explored rather than
looking at any one particular zone. The resulting variables represent our first
data source: behavioral metrics.

Blizzard designed WoW to be extensible through the use of addons: small
programs written by players to extend or refine the game’s user interface. One
addon function can be used to gather limited but valuable data: the who com-
mand. For a character, typing who lists characters in the same game zone who
are roughly the same level (±5 levels), with an upper limit of 49 results re-
turned. The intent is to facilitate the formation of groups. The command can be
expanded to include additional parameters such as specifying a different game
zone or a level range. It therefore becomes possible to conduct a census of the
entire population at a given time by progressively cycling through small seg-
ments of the population, aggregating batches of 49 players or less to cover all
players. Based on rate limits for each who query and server load, our designed
addon captures a list of all active players on a server every 5 to 15 minutes. We
then use this data to create our second data source: social networks, constructed
on the basis of which characters are seen playing with each other.

Finally, we build on the intuition that character names are not chosen at ran-
dom: they are a key marker of identity and players often come up with inventive
or humorous uses of names [4]. The same logic applies to guild names. As such,
character and guild names constitute our third data source: text data.

4 Personality Inference

We use the three data sources above to build personality predictors and fuse
the classifiers. This leverages the different representations of the patterns for
classification, which has been shown to increase efficiency and accuracy [15],
especially when classifiers are diverse.
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4.1 Behavioral Information

To reduce the number of variables to a manageable and meaningful set, we follow
the aggregation strategy described by Yee et al. [27]. This yields 68 high-level
behavioral metrics that can be extracted from any character’s profile on the
Armory. The corresponding nine broad categories are as follows:

– Achievements: total achievements, profession achievements (cooking, first
aid), achievements from group tasks (10-man dungeons), and their ratios.

– Death: we count the number of deaths in different game areas (such as raids,
10-man dungeon, 25-man dungeon, falling, fatigue, drowning, fire).

– Respecs: a player can switch their character’s skill set by paying a fee. We
count the corresponding number of these “respecs”.

– Travel: we count the uses of each game transportation system (such as
summon, flight, portal, hearthed)

– Emote: a character can communicate with other characters through emotes
(such as hug, LOL, wave). We count the number of each different emote.

– Equipment and pets: a character can collect or buy equipment and pets in the
game. We also differentiate purchased equipments from looted equipment.

– Need/greed rolls: valuable equipment drops from monsters are given to play-
ers according to dice rolls. Players select to roll based on “Need” or “Greed”,
of which the former is given higher priority.

– PvP scenarios: we count participation in PvP events of each type (such as
arenas, duels, battlegrounds).

– Damage and healing: we count the sum and ratio of damage/healing points.

We chose to use regression trees to learn personality predictors from those
features because of their simplicity, efficiency and accuracy.

4.2 Text Analysis

We use sentiment analysis, keyword lists and n-grams to generate features from
character and guild names. Sentiment analysis is the task of identifying positive
and negative opinions, emotions, and evaluations [24]. To do so, we use two sen-
timent polarity dictionaries. First, we use a dictionary from Wilson et al. [24]
containing human-annotated polarity information on 8,221 distinct words. Sec-
ond, we also use an in-house sentiment dictionary in which the overall polarity of
a word was determined by a statistical approach. This dictionary has higher cov-
erage (76,400 words) but lower precision, since the polarities of many words are
context dependent. Each dictionary is used to produce separate features. Using
these dictionaries, we scan each guild and character name and count how many
positive/negative/neutral words appear. A sentiment word can be an adjective,
adverb, noun, verb or any part of speech. We count the frequency of each case.
We also count the frequency of strongly/weakly subjective words. A word that
is subjective in most contexts is considered strongly subjective (e.g., “abusive”,
“naive”) ; otherwise it is weakly subjective (e.g., “accept”, “neat”).
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Fig. 1. Part of the constructed social network, including the 3,050 targeted characters
and their direct neighbors. Filled nodes are our targeted characters. The entire graph
contains more than 135,000 nodes and the frequency threshold to set an edge is 4.

We further created a game keyword list and check if a name contains those
keywords. They include race names (e.g., elf, gnome), role names (e.g., priest,
warrior), actions (e.g., kill, wave), failures (e.g., drown, fatigue), scenarios (e.g.,
arena, dungeon) and other frequent words. We currently collect 80 keywords.

In the textual analysis domain, n-gram analysis is a popular technique that
uses sliding window character sequences in order to aid classification. To capture
other hidden patterns in character and guild names, we also construct n-grams
from names. An n-gram is a subsequence of n letters from a given sequence. For
example, if the character name consists of 4 letters – ABCD, then we will have
bigram AB, BC, CD. We limit n to 4, i.e., we only consider bigrams, trigrams and
4-grams. A larger n adds too much computation complexity and does not improve
accuracy much. In many cases, a character’s name is related to the player’s
other choices in virtual worlds, such as race and gender. Thus we include the
character’s region, virtual gender, race, role and faction as additional features.
We train regression trees to profile personality from the text information.

4.3 Social Network Analysis

We hypothesize that personality traits can be detected through the nature and
structure of a character’s social activities (for instance, [27] shows that Ex-
traverted characters have higher social connectivity on average than Introverts).
We therefore attempt to analyze a character’s social network to generate pre-
dictive features. We use a simple heuristic to build social networks from activity
logs: in the networks, each node represents a distinct character; if the frequency
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final prediction
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processing
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Fig. 2. We fuse several predictions together to get the final prediction of personality

that two characters were observed playing for the same guild, at the same loca-
tion, at the same time is more than a specified threshold θ, we add an undirected
edge between those two characters. By specifying different θ values (we used 9,
6, 4 here), we get different networks. A partial graph by specifying θ=4 is shown
in Figure 1. We then analyze the network to compute the following graph char-
acteristics [18] for each node:

– Degree centrality: number of edges attached to a node, i.e. a measure of
network activity for a node.

– Betweenness centrality: nodes that occur on many shortest paths between
other nodes have higher betweenness than those that do not. Nodes with high
betweenness have greater influence over what flows in the network.

– Closeness centrality: nodes that tend to have short geodesic distances to
other nodes in the graph have higher closeness. They are in an excellent
position to monitor the information flow in the network.

We enhance these social networking features by calculating co-occurrence heuris-
tics. We hypothesize that a socially active person is likely to visit crowded places.
For each character, we count the total number of characters playing in the same
zone for a given play session. We normalize these values by taking into account
the size of zones. We calculate their maximum values, minimum values and his-
tograms as our features and input into regression trees for prediction.

4.4 Fusing Predictors

Classifier fusion has received considerable attention for pattern recognition in the
past decade [15,16]. By combining individual outputs, classifier fusion aims for
a higher accuracy than that of the best classifier. It has been observed that, al-
though one of the classifiers could yield the best performance, the sets of patterns
misclassified by the different classifiers would not necessarily overlap [15]. Thus
different classifier designs potentially offer complementary information about the
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patterns to be classified, which could be harnessed to improve accuracy. There-
fore, fusing classifiers is particularly useful if they are inherently different - hence
our decision to fuse predictors from behavioral information, text analysis and
social network analysis. The corresponding diagram is shown in Figure 2. We
train a separate predictor on each information source, and predictions from each
predictor are then fused into one final prediction through linear regression.

5 Experimental Results

We evaluate our approach with the aforementioned data from 3,050 WoW ac-
tive characters. Personalities are coded as real numbers. It is important for the
prediction ranking to be close to the real ranking, i.e., if a person has a high
“real” value on a personality trait, it is good if the prediction is correspondingly
high. We evaluate our approach with the Pearson correlation defined as the co-
variance of the two variables divided by the product of their standard deviations
[11]. Results are based on 10-fold cross validation [12].

We found that character and guild names contain rich information on person-
ality. For example, “sin” in names seems to correspond to low Agreeableness,
and “hall” and “warrior” seem to correspond to low Extraversion. Sentiment
analysis is especially powerful here. The results are plotted in Figure 3(a). We
include features from the keyword list in all results, since names are related to
the player’s other choices in the virtual world. Sentiment analysis plus keyword
features generates very good results. Adding n-grams can generally improve ac-
curacy. As we increase n, we get better results in most cases except for Openness.
But when n is larger than 4, it introduces too many tokens and decreases the
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Table 1. Rankings and information gain values of some top informative features

Rank IG Feature

Behavior
1 0.0423 Dungeon-based achievements divided by the sum of all achievements
2 0.0421 Ratio of the count of “need” rolls to the count of all rolls
4 0.0289 Ratio of won duels divided by the count of all duels
5 0.0287 Count of reaching the highest status with a specific faction
8 0.0279 Sum of damage this character created

Text
1 0.091 Count of negative words in the guild name (in-house dictionary)
2 0.090 Count of positive words in the guild name (in-house dictionary)
3 0.066 Count of negative words in the character name (in-house dictionary)
4 0.057 Count of positive words in the character name (in-house dictionary)
6 0.037 Count of strong subjective words in the guild name (UPitt dictionary)

Social
1 0.073 Degree centrality when the frequency threshold to set an edge is 1
2 0.041 Frequncy that this character played with fewer than 5 characters
5 0.027 Frequncy that this character played with more than 20 characters
6 0.026 Frequncy that this character played with fewer than 5 guild members
8 0.017 Closeness centrality when the frequency threshold to set an edge is 4

efficiency. We also did not see too much accuracy benefit from large n. Thus we
limit n to 4. We reviewed the generated trees and found that parts of them look
meaningful. For example, part of the trees for Openness are shown in Figure 4.
This tree suggests that if a guild’s name contains many negative words from
the in-house dictionary, a character with a name containing positive words from
Wilson et al.’s dictionary [24] would have higher Openness than other characters.

The complete generated social network when θ=4 contains 135,547 nodes and
30,922 edges. Part of the constructed graph is shown in Figure 1. The graph is
relatively sparse and many nodes are singletons. Co-occurrence heuristics are an
important supplement and are used to enhance social networking features.

Performance from different methods is shown in Figure 3(b). Yee et al. [27]
suggested 10 behavioral features that have highest correlation with each person-
ality trait among all game players. We show results from training a regression
tree with those features. Our fusion methods always significantly outperform the
“10 best features” method (p <0.05).

Text analysis gives better performance than behavioral and social networking
information (p <0.05). We hypothesize that there could be two reasons. First,
behavioral and social networking information were collected from a 6-month pe-
riod and might not capture the whole picture. Second, behavioral and social
networking information can be noisy whereas the character’s name, guild, vir-
tual gender, race, role and faction are usually chosen by the player after some
careful thinking. Analyzing such relatively clean, stationary data can therefore
let us gain some insight about the player’s personality. Behavioral features work
best for personality traits like Extraversion and Openness, while social network
features work best for personality traits like Agreeableness and Openness. Ex-
traversion is reflected in group and solo activities, such as dungeon, raid, quest-
ing, and cooking. Agreeableness is related to emotes (e.g. hugs) and player-vs.-
player activities such as arenas and duels. Openness is reflected in exploration
and also through activities like professions and dungeons. Prediction fusion takes
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Fig. 5. Information gains of different features. Each point corresponds to a feature.

advantage of the diversity of different predictors and gives the best performance
in all Big 5 personality traits. Considering this is a difficult problem, it is exciting
that the fusion method can achieve correlations higher than 0.35 in general.

Our algorithms can capture common characteristics between characters be-
longing to the same player and the predictions are well correlated. There are
813 players having at least 2 characters and we randomly sampled two groups.
Each group sampled one character from each player and we checked the predic-
tions. The two groups had correlation of 0.538, 0.485, 0.666, 0.480 and 0.623 for
Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness.

Information Gain (IG) [25] is a well-known criterion to measure a feature’s
power. It calculates the reduction of entropy in the predicted class distribution
provided by knowing the value of a feature. We discretize our features by simple
binning [12] and measure the information gain for each personality trait. We sort
features based on their average IGs of 5 traits. Some top features are shown in
Table 1, with some similar features skipped for brevity. We note that different
personality traits usually have similar impact on cues, i.e., for most features,
their IG values usually have the same magnitude across different traits. We
calculated the correlation between features’ IGs for different traits and found it is
high. For example, for Neuroticism and Openness, the correlation for behavioral
features is 0.803, for textual features it is 0.941, and for social features it is
0.934. Figure 5 shows scatter plots with axis values as IGs. It is clear that, in
general, good features for Openness are also good for Neuroticism while bad
features for Openness are also bad for Neuroticism, although their strength is
different, which might contribute to the accuracy difference of predictions. It is
also worth noting that though combining n-gram text features together provides
good personality cues, many of them alone have weak IGs.

6 Conclusion

Reliable personality inference has important personal and commercial applica-
tions. The depth and breadth of activities in online games, coupled with their
widespread adoption, make them a good platform to examine personality in-
ference approaches. In this paper, we attempted to infer the personality of the
player behind a game character based on data from the popular MMOG, World
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of Warcraft. We profile a person’s personality by fusing analytic predictions from
multiple sources, including behavioral metrics, textual analysis and social net-
working information. Each source provides a partial and complementary view
about the player’s personality. In addition to behavioral and social networking
information, we found that names contain strong personality cues.
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Abstract. The long-term goal of our research is to design information visualiza-
tion systems that adapt to the specific needs, characteristics, and context of each 
individual viewer. In order to successfully perform such adaptation, it is crucial 
to first identify characteristics that influence an individual user’s effectiveness, 
efficiency, and satisfaction with a particular information visualization type. In 
this paper, we present a study that focuses on investigating the impact of four 
user characteristics (perceptual speed, verbal working memory, visual working 
memory, and user expertise) on the effectiveness of two common data visuali-
zation techniques: bar graphs and radar graphs. Our results show that certain 
user characteristics do in fact have a significant effect on task efficiency, user 
preference, and ease of use. We conclude with a discussion of how our findings 
could be effectively used for an adaptive visualization system. 

Keywords: User characteristics, User Evaluation, Adaptive Information  
Visualization. 

1 Introduction 

Information visualization is a thriving area of research in the study of hu-
man/computer communication. Though the field has made substantial progress in 
measuring and formalizing visualization effectiveness, results and suggestions from 
the literature are sometimes inconclusive and conflicting [19]. We believe this may be 
attributed to the fact that existing visualizations are designed mostly around the target 
data set and associated task model, with little consideration for user differences. Both 
long term user characteristics (e.g., cognitive abilities and expertise) and short term 
factors (e.g., cognitive load and attention) have often been overlooked in the design of 
information visualizations, despite studies linking individual differences to visualiza-
tion efficacy for search and navigation tasks [1,8], for information seeking tasks [7, 
25], as well as anecdotal evidence of diverse personal visualization preferences [3].  

Our long term goal is to explore the possibilities of user-centered visualizations, 
which understand that different users have different visualization needs and abilities, 
and which can adapt to these differences. However, before adaptation strategies can 
be effectively specified, we believe that the influence of user characteristics on visua-
lization effectiveness must be further studied and clarified. As a step in this direction, 
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we present a user study designed to investigate the impact of different user characte-
ristics on the effectiveness of two common data visualization techniques: bar graphs 
and radar graphs. With respect to previous work, we expand the set of user characte-
ristics to also include verbal working memory and user expertise (in addition to the 
prior cognitive measures perceptual speed and visual working memory). Furthermore, 
we also broaden the set of dependent variables; in addition to user performance, we 
consider subjective measures such as visualization preference and ease of use. 

In the rest of the paper, we first discuss related work, followed by a description of 
the study design. Next, we look at the impact of user characteristics on visualization 
effectiveness in terms of completion time, ease-of-use, and user preference, and then 
present our results. We conclude with a discussion of how our findings could be ef-
fectively used in an adaptive visualization system. 

2 Related Work 

Existing work on identifying the factors that define visualization effectiveness has 
mostly focused on properties of the data to be visualized or the tasks to be performed, 
sometimes obtaining inconclusive and conflicting results (see [14] and [19], for an 
overview). Traditionally, extensive work has been done comparing the effectiveness 
of graphical data in terms of accuracy and speed across different chart types (e.g., bar, 
radar), yet this research typically did not take into account individual differences (see 
[6] and [20]). Notable exceptions were Lewandowsky and Spence [18], who explored 
the effect of expertise on user performance with scatter plots, discovering that high 
expertise improved accuracy, but decreased completion time. This was an early indi-
cation that the impact of individual user differences should be investigated further.  

Only recently, more studies have looked at the role of user differences. [1, 5, 8] 
have focused on visual displays for information retrieval and navigation in complex 
information spaces. Velez et al. [22] have explored the link between five spatial abili-
ties and proficiency in a visualization task involving the identification of a 3D object 
from its orthogonal projections. They found not only a large diversity in the spatial 
abilities of their study’s subjects, but also that these abilities are related to visualiza-
tion comprehension. Even more recently, there has been a lot of interest in individual 
differences such as personality traits. In particular, Locus of control has been shown 
to impact performance across different visualizations relating to the degree to which 
users have internal and external control (see [15] and [25]). Other cognitive traits too 
have also been shown to have a strong influence on users' performance. The study by 
Conati and Maclaren [7] looked at two different visualizations to represent changes in 
a set of variables: a radar graph and a Multiscale Dimension Visualizer (MDV); a 
visualization that primarily uses color hue and intensity to represent change direction 
and magnitude [23]. They found that: (1) a user’s perceptual speed was a significant 
predictor of which of the two visualizations would work better for that user on a spe-
cific comparison task, and (2) both perceptual speed and visual spatial working mem-
ory were predictors of performance with each visualization for some of the study’s 
tasks. The study we describe in this paper can be seen as an extension of this previous 
work in at least three fundamental ways. First, in this study we compare radar graphs 
with bar graphs, a much more common visualization than MDV. Thus, our findings 
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may potentially have a much stronger impact on adaptive information visualization in 
general. Second, in addition to user performance, we include subjective measures 
such as visualization preference and ease-of-use as dependent variables in the study. 
Third, we expand the set of user characteristics (perceptual speed and visual working 
memory) to include both user expertise and verbal working memory, and in doing so, 
we broaden the set of user features on which adaptation can be based. 

The benefits of user-adaptive interaction have been shown in a variety of tasks and 
applications such as operation of menu-based interfaces, web search, desktop assis-
tance, and human-learning [16]. However, these ideas have rarely been applied to data 
visualization, largely due to the limited understanding of which user characteristics 
are relevant for adaptivity in this domain. Two notable exceptions are the work by 
Gotz and Wen [14], and by Brusilovsky et al. [4]. Gotz and Wen [14] propose a tech-
nique to automatically detect a user’s changing goals during interaction with a multi-
purpose visualization, and adapt the visualization accordingly. In contrast, we focus 
on adapting the visualizations to other relevant user-dependent factors in addition to 
goals. In Brusilovsky et al. [4], they adapt the content of the visualization to the user’s 
domain knowledge in an educational system, but maintain a fixed visualization tech-
nique. By contrast, the research we present is intended to support adaptation that  
involves both selecting alternative visualizations for different users, as well as provid-
ing adaptive help with a given visualization to best accommodate each user’s needs. 

3 User Study to Compare Radar and Bar Graphs  

The overall goal of the work described in the rest of the paper is to identify what spe-
cific user characteristics influence visualization effectiveness, and could therefore be 
exploited in user adaptive visualization systems. As case studies, we considered two 
basic visualization techniques: bar graphs and radar graphs (see Figure 1). We chose 
bar graphs because they are one of the most popular and effective visualization tech-
niques. We chose radar graphs because, even though it has been argued that bar 
graphs are superior to radar graphs on common information seeking tasks [10], the 
reality is that radar graphs are still widely used. In our user study, we aim to answer 
the following questions:  

Q1: Are bar graphs better than radar graphs on common information seeking tasks? 
Does the answer to this question depend on specific user characteristics?  

Q2: Do specific user characteristics influence the effectiveness of bar graphs? 
Likewise for radar graphs? 

To answer these questions we assessed three measures of bar graph and radar graph the 
effectiveness (completion time, ease-of-use, and user preference), on a series of informa-
tion seeking tasks. In the rest of this section, we first describe the individual characteris-
tics we chose to investigate and then present the study tasks and design details. 

3.1 Individual Characteristics Explored in the Study 

The individual characteristics we investigate in this study include three cognitive 
abilities (perceptual speed, verbal and visual working memory), as well as two  
measures of user expertise, one for each of the two visualizations prior to the study. 
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User expertise was chosen because expertise is not only a good predictor for per-
formance in general, but it has also been shown to impact visualization effectiveness 
in complex search tasks [1]. Participants self-reported their expertise by expressing 
their agreement with the following statement for each visualization type: "I am an 
expert in using radar(bar)  graphs," on a Likert-scale from 1 to 5. 

Perceptual speed and visual working memory were selected because they were part 
of the original set of cognitive measures related to perceptual abilities that were ex-
plored by Velez et al. [22]. They were also the only two in the set for which  [7] 
found significant relationships with visualization effectiveness when comparing radar 
graphs and Multiscale Dimension Visualizer (MDV). Verbal working memory was 
selected because it may affect performance in processing the textual components of a 
visualization, which, in our study, include legends, labels, and task descriptions.  

 

Fig. 1. Example bar and radar graph shown to users in our study 

3.2 Participants and Experimental Tasks 

Thirty-five subjects (18 females) ranging in age from 19 to 35, participated in the 
experiment. Ten participants were CS students, while the rest came from a variety of 
backgrounds, including microbiology, economics, classical archaeology, and film 
production. Participants were asked to perform a set of tasks evaluating student per-
formance in eight different courses. The tasks were based on a set of low-level analy-
sis tasks that Amar et al. [2] identified as largely capturing people’s activities while 
employing information visualization. The tasks were chosen so that each of our two 
target visualizations would be suitable to support them. A first battery of tasks in-
volved 5 questions comparing the performance of one student with the class average 
for 8 courses (single scenario tasks), e.g., "In how many courses is Maria below the 
class average?". A second battery of tasks involved 4 questions comparing the per-
formance of two students and the class average in order to increase task complexity 
(double scenario tasks), e.g., "Find the courses in which Andrea is below the class 
average and Diana is above it?". Arguably, the double scenario tasks are more com-
plex since they involve more comparisons and an increase in visual clutter. Partici-
pants repeated each of the 5 tasks in the single scenario with two different datasets 
that varied in terms of skewness of the value distribution to account for a possible 
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effect of distribution type on visualization effectiveness. Specifically, we compared a 
spiky distribution with a close-to-uniform distribution, where the spiky distribution 
was created by alternating student grades between high and low for some of the 
courses displayed in adjacent positions (Fig. 1). We did not include variations on 
distribution in the double scenario in order to keep the experiment’s length under one 
hour, as this is generally recommended for studies involving visual attention [13].  

3.3 Study Design  

The study was divided in two phases corresponding to the task batteries for the single and 
double scenarios.  For single scenario tasks, the experiment used a 2 x 2 x 5 (visualiza-
tion type x distribution type x task) within-subject design. There were also two orders of 
presentation for visualization type and two orders of presentations for distribution type, 
which constitute two between-subject control variables introduced to account for order-
ing effects. For double scenario tasks, the design was a 2x4  (visualization type x task) 
within-subject design, with order of visualization type as a between-subject control vari-
able. The experiment was conducted on a generic PC computer running Windows XP, 
with a 3.20GHZ processor, 2.00 GB RAM, and a 17 inch screen. The experimental  
software was fully automated and was coded in Python.  

3.4 Procedure 

The experiment was designed and pilot-tested to fit in a single session lasting at most 
one hour. It was divided into three components: (1) the cognitive tests, (2) the main 
sequence of tasks and (3) a post-questionnaire. Participants began by completing the 
three tests for cognitive measures. They first performed the computer-based OSPAN 
test for Verbal Working Memory [21] (lasting between 7 and 12 minutes), followed 
by the computer-based test for Visual Working Memory [12] (10 minutes long) and 
finally the paper-based  P-3 test for Perceptual Speed [9] (3 minutes long). Partici-
pants were then stationed in front of the study computer for the main task portion of 
the experiment. Each participant performed the 14 tasks described earlier two times, 
once for each visualization type. The presentation order with respect to visualization 
type and distribution type was fully counterbalanced across subjects. Each task con-
sisted of presenting the participant with a radar/bar graph displaying the relevant data, 
along with a textual question. Participants would then select their answer from a drop-
down menu and click OK to advance to the next task. Upon completion of the task 
portion of the experiment, participants were given a post-questionnaire consisting of 
(1) self-reported expertise with each visualization prior to the experiment; (2) items to 
gauge user preference for each visualization; (3) items to assess the subjective ease-
of-use for each visualization. 

3.5 Measures 

Completion Time: Our software recorded the total amount of time in milliseconds that 
participants spent on each task. We use this measure as the primary metric for task 
performance because there is a ceiling effect on task correctness given that subjects 
could take as much time as they wanted to generate an answer. 
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Visualization Preference: Preference ratings for each of the two visualizations were 
collected in the post-questionnaire via the two statements "I prefer to use bar graph 
for answering the questions" and "I prefer to use radar graph for answering the ques-
tions", rated on a Likert scale from 1 to 5. 

Ease-of-Use: A subjective assessment of overall ease-of-use of each visualization was 
collected in the post-questionnaire by asking participants to rate on a Likert scale 
from 1 to 5 the two statements: "In general, radar graph was easy to understand," 
and "In general, bar graph was easy to understand." We used "easy to understand" 
rather than "easy to use" since the visualizations in the study were not interactive, and 
thus it was more natural to express usability in terms of understandability. 

4 Data Analysis and Results 

The goal of this section is to address our study questions Q1 and Q2, by comparing 
the effectiveness of radar and bar graphs on the tasks described earlier and by investi-
gating whether our selected user characteristics influence this effectiveness. In dis-
cussing the results obtained using the General Linear Model and Multivariate analy-
sis, we report statistical significance at the 0.05 level, as well as partial eta squared 
(ηp²) for effect size, where .01 is a small effect, .09 is a medium effect, and .25 is a 
large effect [11]. We separate the analysis of completion time between single scenario 
and double scenario because in the single scenario phase we have an additional be-
tween-subject control for order of distribution type as discussed in section 3.2. We 
summarize the results of the measured user characteristics in Table 1. The rather large 
variances for most measures indicate that our user population was quite diverse with 
respect to these measures. 

Table 1. Descriptive statistics of user characteristics collected from the study 

 

4.1 Completion Time - Single Scenario 

In order to study completion time for the tasks in the single scenario phase, we ran a 
repeated-measures 2 (visualization type) by 2 (distribution type) by 5 (task) general 
linear model with visualization-type order, and distribution-type order as between-
subject factors, and the individual characteristics as covariates. The sphericity as-
sumption was verified for this data set using Mauchly's test. The following points 
summarize the findings from this analysis: 
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• There is a large significant effect of visualization type (bar vs. radar), F(1, 20) = 
8.06, p = .01 ηp²= 0. 29. Completion time was faster with bar graphs (M = 14.25s, 
SE = 0.6s),  than with radar graph  (M = 19.0s, SE = 0.76s). 

• There is a large significant main effect of perceptual speed, F(1,20) = 7.61, p = .01, 
ηp²= 0.28, indicating that  the higher the perceptual speed, the faster the comple-
tion time for both visualizations. The mean completion time for participants with 
low vs. high perceptual speed was 18 and 16 seconds, respectively (where high/low 
is defined based on the median split of perceptual speed values). This result con-
firms previous findings that differences in cognitive measures can impact general 
visualization effectiveness and, like in [7], it singles out perceptual speed as a rele-
vant measure. 

• There is a medium-large significant interaction effect between visualization type 
and perceptual speed, F(1,20) = 4.49, p < .05 ηp²= 0.18. Even though completion 
time is always faster with the bar graph, the difference in time performance be-
tween bar and radar decreases as a user's perceptual speed increases (See Figure 2-
left). This result is important because it confirms the finding in [7] that perceptual 
speed is a cognitive measure that can impact the compared effectiveness of two dif-
ferent visualizations, at least when one of them is a radar graph.  
 

 

Fig. 2. Charts showing mean completion times for the effect of perceptual speed with graph 
type (left), and the interaction between visualization type and visualization order (right) 

• There is a large significant interaction effect between visualization type and visu-
alization order, F(1,20) = 8.66, p < .01, ηp²= 0.30. Subjects that saw radar graphs 
first, proceeded to perform better with bar graphs than those who saw bar graphs 
first. Conversely, subjects who saw bar graphs first, proceeded to perform better on 
radar graphs than those who saw radar graphs first (see Figure 2-right). Thus, it ap-
pears that there is a training effect between visualizations, despite the fact that task 
details are changed from the first to the second visualization provided. What is 
likely happening is that  the user is becoming familiar with the general task  
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context/domain (e.g., the fact that the user is looking for values of school courses) 
after seeing it with the first visualization provided, which facilitates task perform-
ance with the second visualization. 

4.2 Completion Time - Double Scenario 

For the double scenario, we ran a repeated-measures 2 (visualization type) by 4 (task) 
general linear model with visualization order as a between-subject factor, along with 
the individual characteristics as covariates. The only significant effect found was a 
medium-sized effect of task, F(2, 50) = 4.32, p < .05, ηp²= 0.14. This effect suggests 
that, in this phase there is a larger spread of difficulty across tasks as compared to the 
single scenario phase, resulting in a significant impact of the double scenario tasks on 
completion time. We find the lack of a significant effect of  visualization type inter-
esting (p = .465, ηp²= 0.02), because it opens the possibility to challenge claims in the 
literature that bar graphs are generally superior to radar graphs (e.g., [10, 20]). Given 
the low effect size, the lack of significant effect for visualization type may be due to a 
training effect generated by the participants' interactions with the two visualizations in 
phase one, which managed to eliminate the effect of visualization type detected in 
phase one. An alternative explanation is that radar graphs are as good as bar graphs 
for the types of comparison tasks covered in the double scenario phase. While we do 
not have data to reliably choose between these two explanations, the fact remains that 
we have encountered a scenario in which radar graphs are as effective as bar graphs, a 
unique finding to the best of our knowledge. There are also two marginally significant 
effects that we believe are worth mentioning here because their medium-large effect 
size indicates a potential for statistical significance given an increased experimental 
power. First, perceptual speed has a marginally significant main effect, F(1,26) = 
3.87, p = .06, ηp²= 0.13, which reflects the influence of this cognitive measure on 
visualization effectiveness, similar to what was detected in the single scenario phase. 
Second, radar expertise has a marginally significant main effect, F(1,26) = 4.01, p = 
.055, ηp²= 0.14, suggesting that for the simpler tasks in the single scenario, the train-
ing provided to participants as part of the experimental setup managed to remove 
differences due to existing expertise, yet for the more difficult tasks in the double 
scenario phase, expertise starts having an effect. Furthermore, the effect of radar ex-
pertise is in terms of overall completion time for both visualization types, which 
means that radar expertise is linked to both radar graph and bar graph performance. 

4.3 User Preference and Ease of Use 

Figure 3-left shows the distribution of preference ratings for bar and radar graph. The 
distribution of ratings for the bar graph is skewed towards high values, whereas it is 
more uniformly distributed for the radar graph, indicating a higher variance in user 
preferences for the radar graph visualization. Figure 3-right shows ease-of-use ratings 
for bar and radar graph. More users give their highest rating to the bar graph than 
users who do so for the radar graph. However, it is worth noting that both the radar 
and bar graph are skewed towards high values, indicating that neither visualization is 
particularly difficult to understand. 
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Fig. 3. Likert-scale data collected for graph preference (left), and ease-of-use ratings (right) 

Preference and Ease of use data was collected using a standard 5 point Likert scale, 
and as such is not suitable for standard parametric analysis due to the lack of normality 
[17]. We applied the Aligned Rank Transformation (ART) using the ART-Tool [24] to 
transform our Likert rating scales for Radar Preference, Bar Preference, Radar Ease-of-
Use, and Bar Ease-of-Use into normalized distributions which can then be correctly  
analyzed using standard parametric analysis. We used a multivariate analysis with prefe-
rence and ease of use ratings as the dependent variables, along with the user characteris-
tics as covariates. The following cognitive measures were found as significant: 

• A large significant effect of visual working memory on radar preference,  F(1, 26) 
= 10.65, p < .01, ηp²= 0.29. In general, users with higher visual working memory 
had higher preference ratings for radar graphs.  

• A large significant effect of verbal working memory on bar ease-of-use,  F(1, 26) 
= 9.69, p < .01, ηp²= 0.27. In general, users with lower verbal working memory had 
a higher ease-of-use rating for bar graphs. 

These findings are extremely interesting, for two reasons. First, they are further evi-
dence that user characteristics in general affect a user's experience with visualizations. 
Second, they indicate that different characteristics may influence different factors that 
contribute to the user’s overall experience with a visualization. In the case of our 
study, perceptual speed influenced actual performance (completion time), whereas 
visual working memory and verbal working memory influenced subjective preference 
and ease-of-use, respectively. 

We also found significant effects for Bar Expertise and Radar Expertise1: 

• A very large significant effect of Radar Expertise on Radar Preference,  F(1, 26) = 
45.80, p < .001, η²= 0.64, as well as Radar Ease-of-Use, F(1, 26) = 19.6, p < .001, 
ηp²= 0.43. We found that users with higher radar expertise had a stronger prefer-
ence for radar graphs. 

                                                           
1 Computing interaction effects between ART transformed measures is non-trivial, so we leave 

it to future work for this set of findings. 
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• A  very high significant effect of Bar Expertise on Radar Ease-of-Use,  F(1, 26) = 
931.86, p < .001, ηp²= 0.97. Users with a higher bar expertise also had a higher 
rated ease-of-use for radar graphs.  

Whereas it is quite intuitive that expertise should influence degree of preference and 
perceived ease-of-use, it is interesting that, in our study, expertise influences only 
subjective measures, and not actual performance. 

5 Discussion - Envisioning Adaptive Interventions 

Our user study clearly shows that the user characteristics we have considered do in-
fluence the effectiveness of bar and radar graphs. The next question is: what are rea-
sonable adaptation strategies with respect to these characteristics? We envision two 
possible forms of adaptation: one would select different visualizations for different 
users, and the other would provide only some users with additional support, which 
they will likely find beneficial when inspecting a given visualization. 

To illustrate, let us assume that our adaptive system has a model of the current user 
that specifies values for her characteristics. Now, if the target visualization is intended 
to support simple, single-scenario-like tasks, bar charts should be the default choice. 
However, if the user is low on perceptual speed, she may benefit from adaptive inter-
ventions, such as highlighting or arrow pointing to portions of the visualization rele-
vant to the task. In contrast, if the visualization is intended to support more complex, 
double-scenario-like tasks the adaptation may consist of selecting a different visuali-
zation for different user groups. For instance, users with high Visual Working Memo-
ry or high Radar Graph Expertise would likely prefer a radar graph, while users with 
none of these features would be more effective with bar charts.  

6 Conclusion and Future Work 

This paper presents a user study that investigates the impact of four different user 
characteristics on the effectiveness of two common data visualization techniques: bar 
graphs and radar graph. The results of our study confirm and extend preliminary ex-
isting findings that individual user characteristics do make a difference in visualiza-
tion effectiveness. So, we argue, these characteristics should be taken into account 
when selecting suitable visualization support for each particular viewer. 

For the specific comparison between bar graphs and radar graphs, we found that 
while bar graphs are more effective (in terms of completion time) on simple informa-
tion seeking tasks, the difference in performance with radar graphs is mediated by 
perceptual speed, decreasing for users with high perceptual speed. Furthermore, we 
found that the two visualizations seem to be equivalent on more complex tasks. It is 
an open question to verify which of the two visualizations would be more effective on 
a set of tasks more complex than the ones considered in this study.  

In terms of impact of user characteristics on visualization effectiveness, in addition 
to the abovementioned interaction between perceptual speed and visualization type,  
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we found a strong effect of perceptual speed on completion time with each visualiza-
tion. We also found effects of different user characteristics (visual working memory, 
self-reported expertise) on subjective measures of user preferences and perceived 
ease-or-use for each visualization. 

In order to apply these results in adaptive visualization, the system must be able to 
acquire a model of the user characteristics. Furthermore, suitable adaptation strategies 
must be devised. These are the two problems we are going to work on next.  

There are several other interesting ways in which this work could be extended. We 
plan to re-run a similar study on more complex information visualizations intended to 
support decision-making. Our hypothesis is twofold: first, we expect the impact of 
individual differences on time-based performance to be even more pronounced than 
what we found in this study; second, because of the complexity of the associated 
tasks, we expect to be able to see effects on task accuracy in addition to completion 
time. Finally, we will also start experimenting with adaptive visualizations based on 
our findings on these more complex visualizations.  
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Abstract. In recent years, there has been increased interest and research on 
identifying the various ways that students can deviate from expected or desired 
patterns while using educational software. This includes research on gaming the 
system, player transformation, haphazard inquiry, and failure to use key 
features of the learning system. Detection of these sorts of behaviors has helped 
researchers to better understand these behaviors, thus allowing software 
designers to develop interventions that can remediate them and/or reduce their 
negative impacts on user outcomes. In this paper, we present a first detector of 
what we term WTF (“Without Thinking Fastidiously”) behavior, based on data 
from the Phase Change microworld in the Science ASSISTments environment. 
In WTF behavior, the student is interacting with the software, but their actions 
appear to have no relationship to the intended learning task. We discuss the 
detector development process, validate the detectors with human labels of the 
behavior, and discuss implications for understanding how and why students 
conduct inquiry without thinking fastidiously while learning in science inquiry 
microworlds.  

Keywords: student modeling, educational data mining, intelligent tutoring system, 
science inquiry, off-task behavior. 

1 Introduction 

In recent years, there has been increasing awareness that the behavior of students 
learning from educational software can deviate in several ways from the behaviors 
expected by software designers. Traditional student modeling paradigms tend to 
assume that a learner is attempting to perform the designated task as intended, and 
that incorrect performance pertains solely to not knowing the skill [1-3]. However, 
other researchers have considered the various ways that student behavior may deviate 
from expected patterns. For example, students may game the system, attempting to 
succeed in an educational task by systematically taking advantage of properties and 
regularities in the system used to complete that task, rather than by thinking through 
the material [4]. Students also may transform the learning task to a different task 
entirely [5]. Additionally, students may engage in haphazard inquiry, whereby they 
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get closer to and then further from the goal of the task [6], showing a lack of 
understanding of how to conduct inquiry. Finally, some students may engage in acts 
wholly disconnected from the goals of the learning system. For example, in an online 
learning environment in which students were expected to discover what disease is 
infecting a community of scientists, students instead spent their time in unrelated 
behaviors, such as placing bananas in the toilet [personal communication, Jennifer 
Sabourin]. In another example, students plotting points from a function in a Cognitive 
Tutor for high school mathematics may instead plot a smiley face.  

Rowe and his colleagues conceptualize this type of behavior as off-task [7], which 
they define as “behaviors that are clearly unrelated to the narrative and curriculum.” 
We believe that there are important differences between this behavior and the type of 
behaviors typically considered to be off-task, whether within educational software [4] 
or non-computerized learning settings [8].  Whereas off-task behavior in previous 
accounts is seen as being completely disconnected from the learning task and 
environment, this “bananas in the toilet” behavior is disconnected from the learning 
task but occurs within the learning environment. Hence, we propose that this behavior 
be referred to instead as “WTF behavior.” (WTF, of course, stands for “Without 
Thinking Fastidiously.”) WTF behaviors may have negative impacts on learning, as 
off-task behavior does. However, to the extent that WTF behavior differs from off-
task behavior, it may manifest differently in log files, necessitating detectors tailored 
to this behavior.  

Within this paper, we present the first automated detector of WTF behavior, 
developed in the context of a science inquiry microworld in the domain of Phase Change, 
within the Science ASSISTments learning software [www.scienceassistments.org; 9-10]. 
This detector is generated using a combination of feature engineering and step regression, 
and is cross-validated at the student level (e.g. repeatedly trained on one group of 
students and tested on other students). We report this detector’s effectiveness at 
identifying WTF behavior, analyze its internal features, and compare it to past detectors 
of other forms of disengagement.  

2 Data Set 

The data analyzed in this study were produced by 144 eighth graders (generally ages 
12-14), who were using the Science ASSISTments’ Phase Change microworld, within 
their science classes. All attended a middle school with a diverse population in a 
medium-sized city in central Massachusetts. The student population exhibits 
substantial economic and educational challenges: 20% of them qualified for free or 
reduced-price school lunches in the 2009-2010 school year and greater than 50% 
scored at or below “needs improvement” in the Science & Technology/Engineering 
portion of the Massachusetts Comprehensive Assessment System (MCAS).  

Within the Phase Change microworld, shown in Figure 1, students observe and 
manipulate a simulation to conduct inquiry regarding the changes between solid, 
liquid, and gas. Specifically, students form hypotheses regarding the phenomenon, 
and test their hypotheses by running experiments within the simulation. They then 
interpret their data, warrant their claims, and communicate findings. At any point 
during their analysis, they may return to the experiment or hypothesizing phases.  
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Fig. 2. Text Replay Showing Student Running The Same Trial a Large Number of Times 

In order to create text replays, the student data was segmented into “clips”, 
sequences of student behavior. In this paper, we segment student data by sequences of 
student data collection behavior (experimentation within the microworld), adopting 
the approach for doing so proposed in [9]. In this approach, a clip begins when a 
student enters the data collection phase and ends when the student leaves that phase. 
The typical order of student actions in Science ASSISTments is to create hypotheses, 
collect data, interpret data, warrant claims, and then communicate their findings, but a 
student can return to data collection after interpreting data. Thus, a clip may start 
either after the student makes a hypothesis and decides to collect data, or after the 
student attempts to interpret data and decides to collect more data. 

Clips were coded individually, but not in isolation.  That is, coders had access to all 
of the previous clips the same student produced within the same activity so that they 
could detect WTF behavior that might have otherwise been missed due to lack of 
context. For example, a student may repeatedly switch between hypothesizing and 
experimentation, running the exact same experiment each time. Although repeating 
the same experiment two or three times may help the student understand the 
simulation better, doing so more than twenty times might be difficult to explain 
except as WTF.  

Two human coders (the 2nd and 5th authors) practiced coding WTF on two sets of 
clips which were excluded from use in detector development. In the first set of clips, 
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they coded together and discussed coding standards. Next, the two coders separately 
each coded a second set of 200 clips independently. The two coders achieved 
acceptable agreement, with Cohen’s [14] Kappa of 0.66.  

Afterwards, the 2nd author coded 571 clips, which were used to develop the WTF 
detector. Since several clips could be generated per activity, a single, randomly 
chosen clip was tagged per student, per activity (however, not all students completed 
all activities, causing some student-activity pairs to be missing from the data set). This 
ensured all students and activities were approximately equally represented in this data 
set. Seventy of these clips were excluded from analysis, due to a lack of data 
collection actions on the student’s part. Of the 501 clips remaining, 15 (3.0%) were 
labeled as involving WTF behavior, a proportion similar to the proportions of 
disengaged behavior studied in past detector development [cf. 12].  These 15 clips 
were drawn from 15 (10.4%) of the students (i.e., no student was coded as engaging 
in WTF behavior more than once). 

3.2 Data Features 

In order to develop an automated detector of WTF behavior from the log files, we 
distilled features of the data corresponding to the clips of behavior labeled by the 
coders. An initial set of 77 features was distilled using code that had been previously 
developed to detect student use of experimentation strategies and testing the correct 
hypothesis within Science ASSISTments [9]. As many of these features did not 
appear relevant to detecting WTF behavior and a greater number of features increases 
the risk of over-fitting [16], this set was manually reduced to 24 features without 
reference to the labeled data. 

All of these 24 features corresponded to information about the set of actions 
involved in a specific clip and prior actions that provided context for the clip. The 
first four features involve overall statistics for the clip: (1) the total number of actions, 
(2) the average time between actions, (3) the maximum time between actions, and (4) 
the total number of experimental trials run by the student. The next three features 
were based on pauses: (5) the number of times a student paused the simulation during 
runs, (6) the average duration of student-initiated pauses of the simulation (i.e., total 
time spent paused, divided by number of pauses), and (7) the duration of the longest 
single instance when the student paused the system.   

Ten more features relevant to the time elapsed during experimentation were used: 
(8) the total amount of time spent before running each experimental trial but after 
performing the previous action, (9) the average time spent by the student before 
running each experimental trial but after performing the previous action, (10) the 
standard deviation of the time spent by the student before running each experimental 
trial but after performing the previous action, and (11) the maximum time spent 
before running each experimental trial but after performing the previous action. 

Several features related to resetting or pausing the experimental apparatus (or the 
absence of this action), were included. Pausing the simulation can be appropriate in 
many situations, but doing so large numbers of times may be an indicator of WTF 
behavior. These include: (12) the number of experimental trials run without either 
pauses or resets, (13) the average time spent by the student before running each 
experimental trial which was completed without being reset but after performing the 
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previous action, (14) the number of trials where the system was reset, (15) the average 
time spent before running each experimental trial that were reset but after performing 
the previous action, and (16) the maximum time spent before running an experimental 
trial that was reset before completion but after performing the previous action.  

The next set of features involved whether and how a student changed the variables 
while forming hypotheses. These included (17) the number of times a variable was 
changed, and three measures of the period of time that elapsed before the student 
changed a variable (measured from the previous action, whatever it was): (18) the 
sum total of time elapsed in all these periods, (19) the mean time elapsed across these 
periods, and (20) the standard deviation of time elapsed across these periods. 

The final features consisted of changes to independent variables between 
experimental trials. These included: (21) the number of times an independent variable 
was changed during the experiment phase, and three measures of the period of time 
that elapsed before the student changed a variable (measured from the previous 
action, whatever it was), namely: (22) the sum total of time elapsed in all these 
periods, (23) the mean time elapsed across these periods, and (24) the standard 
deviation of time elapsed across these periods. These features regarding variable 
changes were useful as extremely large numbers of changes would not map to any 
reasonable experimentation strategy.   

3.3 Detector Development 

We attempted to fit detectors of WTF using 11 common classification algorithms, 
including Naïve Bayes, and J48 decision trees. The best model performance was 
achieved by the PART algorithm [17], an algorithm that produces rules out of C4.5 
decision trees (essentially the same algorithm as J48 decision trees). The 
implementation of PART from WEKA [18] was run within RapidMiner 4.6 [19]. In 
this algorithm, a set of rules is built by repeatedly building a decision tree and making 
a rule out of the path leading to the best leaf node at each iteration. PART has not 
been frequently used in student modeling, but was used in [20] to predict student 
course success. These models were evaluated using a process of six-fold student-level 
cross-validation [21]. In this process, students are split randomly into six groups. 
Then, for each possible combination, a detector is developed using data from five 
groups of students before being tested on the sixth “held out” group of students. By 
cross-validating at this level, we increase confidence that detectors will be accurate 
for new groups of students. 

Detectors were assessed using four metrics, A' [22], Kappa [14], precision [23], 
and recall [23]. A' is the probability that the detector will be able to distinguish a clip 
involving WTF behavior from a clip that does not involve WTF behavior. A' is 
equivalent to both the area under the ROC curve in signal detection theory and to W, 
the Wilcoxon statistic [22]. A model with an A' of 0.5 performs at chance, and a 
model with an A' of 1.0 performs perfectly. An appropriate statistical test for A'  in 
data across students would be to calculate A' and standard error for each student for 
each model, compare using Z tests, and then aggregate across students using 
Stouffer’s method. However, the standard error formula for A' [22] requires multiple 
examples from each category for each student, which is infeasible in the small 
samples obtained for each student in our data labeling procedure. Another possible 
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method, ignoring student-level differences to increase example counts, biases 
undesirably in favor of statistical significance.  Hence, statistical tests for A' are not 
presented in this paper.  

The second feature used to evaluate each detector was Cohen’s Kappa, which 
assesses whether the detector is better than chance at identifying which clips involve 
WTF behavior. A Kappa of 0 indicates that the detector performs at chance, and a 
Kappa of 1 indicates that the detector performs perfectly.  Detectors were also 
evaluated using precision and recall, which indicate (respectively) how well the 
model avoids false positives, and how well the model avoids false negatives. 

A' and Kappa were chosen because they compensate for successful classifications 
occurring by chance [24], an important consideration in data sets with unbalanced 
proportions of categories (such as this case, where WTF is observed  3.0% of the 
time).  Precision and recall give an indication of the detector’s balance between two 
forms of error. It is worth noting that unlike Kappa, precision, and recall (which only 
look at the final label), A' takes detector confidence into account.  

4 Results 

The detector of WTF behavior developed using the PART algorithm achieved good 
performance under 6-fold student-level cross-validation. As shown in Table 1, the 
detector achieved a very high A' of 0.979, signifying that it could distinguish whether or 
not a clip involved WTF behavior approximately 97.9% of the time. When uncertainty 
was not taken into account, performance was lower, though still generally acceptable. 
The detector achieved a Kappa value of 0.4, indicating that the detector was 40% better 
than chance. This level of Kappa is comparable to past detectors of other constructs 
effectively used in interventions [9, 12]. Kappa values in this range, combined with 
almost perfect A' values, suggest that the detector is generally good at recognizing which 
behavior is more likely to be “WTF”, but classifies some edge cases incorrectly. In 
general, the detector’s precision and recall (which, like Kappa, do not take certainty into 
account), were approximately balanced, with precision = 38.9% and recall = 46.7%.  
Thus, it is important to use fail-soft interventions and to take detector certainty into 
account when selecting interventions – but there is not evidence that the detector has 
strong bias either in favor of or against detecting WTF behavior.  

Table 1. WTF Detector Confusion Matrix 

 Clips Coded as WTF by Humans Clips Coded as NOT WTF by Humans 
Detector Predicted WTF 7 11 (false positives) 
Detector Predicted NOT 
WTF 

8 (false negatives) 475 

The algorithm, when fit on the entire data set, generated the following final model. 
In running this model, the rules are run in order from the first rule to the last rule.  

1) IF the total number of independent variable changes (feature 21) is seven or 
lower, AND the number of experimental trials run (feature 7) is three or 
lower, THEN NOT WTF.  
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2) IF the maximum time spent between an incomplete run and the action 
preceding it (feature 16) is 10 seconds or less, AND the total number of 
independent variable changes (feature 21) is eleven or less, AND the average 
time spent paused (feature 5) is 6 seconds or less, THEN NOT WTF.  

3) IF the total number of independent variable changes (feature 21) is greater 
than one, AND the maximum time between actions (feature 3) is 441 
seconds or less, AND the number of trials run without pauses or resets 
(feature 12) is 4 or less, THEN NOT WTF.  

4) IF the total number of independent variable changes (feature 21) is 12 or 
less, THEN WTF.  

5) IF the maximum time spent before running each experimental trial but after 
performing the previous action (feature 11) is greater than 1.8 seconds, 
THEN NOT WTF.  

6) All remaining instances are classified as WTF.  

As can be seen, this detector used 6 rules to distinguish WTF behavior, which employ 
8 features from the data set.  Four of the rules identify the characteristics of behavior 
that is NOT WTF, while only two identify the characteristics of WTF behavior. We 
discuss the implications of the specific rules in the following section.  

5 Discussion and Conclusions 

In this paper, we introduce a first automated detector that can identify when a student 
is completely disconnected from the learning task but is still actively using the 
learning environment. This behavior, which we term WTF behavior (“without 
thinking fastidiously”), has been reported in multiple online learning environments, 
but has not yet been modeled or studied to the degree that it merits. Our findings 
suggest that WTF behavior has prevalence similar to gaming the system, a behavior 
known to be associated with poor learning [4], and that it can be identified both by 
human coders and by an automated detector. This opens the possibility of studying 
how WTF behavior correlates with learning, identifying what factors lead students to 
engage in WTF behavior, and in turn, developing automated interventions designed to 
bring students back on track. Work along these lines is currently ongoing in our lab. 

Examining the model of WTF behavior obtained provides some interesting 
implications about this type of behavior. Previous detectors of undesirable behavior 
have largely focused on identifying the specific undesirable behavior studied [cf. 12, 
13, 25]. By contrast, the rules produced by the WTF detector are targeted more 
towards identifying what is not WTF behavior than identifying what is WTF 
behavior. Four of the six rules identify non-WTF behavior. Of the two rules 
identifying WTF behavior, one simply states that any behavior not captured by the 
first five rules can be considered WTF. As such, this model suggests that WTF 
behavior may be characterized by the absence of appropriate strategies and behaviors, 
in a student actively using the software, rather than specific undesirable behavior. 

It is also worth discussing the data feature which is most frequently employed in 
the model rules: the number of times the student changes a simulation variable  
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(feature 21). Though this feature is used in four of the six rules, there is not a clear 
pattern where frequently changing variables is simply either good or bad. Instead, 
different student actions appear to indicate WTF behavior in a student who frequently 
changes simulation variables, compared to a student who seldom changes simulation 
variables. Specifically, a student who changes variables many times without stopping 
to think before running the simulation is seen as displaying WTF behavior. By 
contrast, a student who changes variables fewer times is categorized as displaying 
WTF behavior if he or she runs a large number of experimental trials and also pauses 
the simulation for long periods of time. This may indicate that the student is running 
the simulation far more times than is warranted for the number of variables being 
changed, and that his or her pattern of pauses does not seem to indicate that he or she 
is using the time to study the simulation.  

As mentioned earlier, one potential direction for future work is to study the 
individual differences and situational factors leading students to engage in WTF 
behavior. This behavior could be expected to emerge for several reasons, including 
attitudinal reasons such as not valuing the learning task, a goal orientation of work 
avoidance, or immediate affective states such as confusion, frustration, and boredom. 
A key first paper investigating this question is Sabourin et al. [26], which showed that 
when WTF behavior (termed off-task behavior) emerges among students displaying 
different affect, it has different implications about their affect later in the task. 
Students who engage in this behavior when they are confused later become bored or 
frustrated. By contrast, students who engage in this behavior when they are frustrated 
often become re-engaged. These findings suggest that intelligent tutors should offer 
different interventions, depending on the affective context of WTF behavior, but 
further research is needed to determine which strategies are most appropriate and 
effective for specific learning situations and for learners with specific characteristics. 
For example, a confused student engaging in WTF behavior may need additional 
support in understanding how to learn from the learning environment [27]. By 
contrast, a student who engages in WTF behavior due to boredom or because they do 
not value the learning task may require intervention targeted towards demonstrating 
the long-term value of the task for the student’s goals [cf. 28].  

Automated detectors such as the one presented here have a substantial role to play 
in understanding the causes of WTF behavior. In specific, these detectors will make it 
feasible to study WTF behavior across a greater number of situations [cf. 15], helping 
us to better understand the factors leading to WTF behavior. By understanding the 
causes of WTF behavior, and how learning software should respond to it, we can take 
another step towards developing learning software that can effectively adapt to the 
full range of students’ interaction choices during learning.  
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Abstract. To keep a learner motivated, an intelligent tutoring system may need 
to adapt its feedback to the learner’s characteristics. We are particularly inter-
ested in adaptation of performance feedback to the learner’s personality.  
Following on from an earlier study that investigated the effect of generalized 
self-efficacy, this study examines how feedback may need to be adapted to the 
trait Conscientiousness from the Five Factor Model. We used a User-as-Wizard 
approach, with participants taking the role of the adaptive feedback generator. 
Participants were presented with a fictional student with a validated polarized 
level of Conscientiousness, along with a set of marks the student had achieved 
in a test. They provided feedback to the learner in the form of a short statement. 
We examined the level to which participants bent the truth as adaptation to the 
learner’s conscientiousness. The study suggests that adaptation to conscien-
tiousness may be needed: using a positive slant for highly conscientious stu-
dents with failing grades. 

1 Introduction 

Feedback on progress is an important part of motivating a learner [1, 2, 3]. To pro-
duce effective feedback, an intelligent tutoring system may need to adapt this feed-
back to a learner’s characteristics. We are investigating whether adaptation of feed-
back to the learner’s personality is needed. In particular, we are interested in whether 
giving feedback on learner performance (for example a test score) which has been 
adapted to the personality of the learner will yield an increase in motivation.  

Personality can be measured in many ways, but a popular approach is the trait 
model which describes the personality of an individual as a series of scores in a set of 
predefined traits or dimensions [4]. One of the most popular is the Five Factor Model 
(FFM) – which consists of the traits Extraversion (I), Agreeableness (II), Conscien-
tiousness(III), Emotional Stability (IV) and Openness to Experience(V) [5].1 This 
study is the first of a set of studies which will examine each of the traits. It follows on 
from previous work which looked at a single construct, Generalized Self Efficacy [6], 
in which we found that participants gave more positive feedback when describing 
poor performance to learners with low self-efficacy. In this study, we will investigate 

                                                           
1 Psychologists do not agree on the nomenclature of the five traits, and describe them using 

numerals to avoid confusion between the different sets of terms. 
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the effect of conscientiousness. Conscientiousness (III) describes how efficient, orga-
nized, reliable and responsible an individual is [4]. Conscientiousness has strong ties 
to motivation and has been described as being “the most important trait-motivation 
variable in the work domain” [7].  Conscientious individuals have been shown to 
become more stressed when they receive negative feedback on their performance as 
they are more ambitious [3]. Therefore we would expect feedback given by a tutor 
towards conscientious students to be more encouraging rather than reproachful when 
they fail to achieve.  

In this study, we examine whether people change the way they tell how a learner 
has performed on a mock test, depending on how conscientious that learner is. From 
these studies, we hope to construct an algorithm allowing a tutoring system to adapt 
its feedback to learner personality. 

2 Study Design  

The study design follows on from our previous study in which we investigated self-
efficacy [6]: participants are asked to take the role of a teacher and give feedback to a 
student with either high or low conscientiousness. However, we made changes to the 
design of the study and the method of recruiting participants. In the previous study, 
we presented participants with one set of 5 percentage scores that a fictional student 
had achieved in a mock test. These scores ranged from 11% to  91% in roughly 20% 
intervals. We received comments that this student was not very realistic, so in this 
study we had two sets of percentage scores: a failing set and a passing set. Thus there 
were four variants of the study (passing marks with high or low conscientiousness and 
failing marks with high or low conscientiousness). Participants were recruited from 
Amazon’s Mechanical Turk service, and unlike the last study, were not all trainee 
teachers. We recognize that the general population may be worse at employing peda-
gogical strategies than experienced teachers. This may lead to more variation in strat-
egies used, and may make it harder to find statistically significant results. We  
decided to use the general public nevertheless, given the many participants needed for 
the planned studies and the need for participants who had not taken part in previous 
studies. To ensure our findings are valid, we will test the effectiveness of any strategy 
found on the motivation of students in a future study.   

2.1 Design 

Participants were presented with a fictional student and a set of percentage scores that 
the student had achieved on a mock test. Participants then gave feedback to the stu-
dent on their performance. For each of the topics, participants could say whether the 
student was above, meeting or below their expectations in that topic. They could also 
use two modifiers (substantially or slightly) if they wished. 

We used a 2x2 between-subject design, with two independent variables: the con-
scientiousness of the student (high or low), and the grades they had achieved (either 
passing or failing).  
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Low Conscientiousness story High Conscientiousness story 
Josh procrastinates and wastes his time. 
He finds it difficult to get down to work. 
He does just enough work to get by and 
often doesn't see things through, leaving 
them unfinished. He shirks his duties and 
messes things up. He doesn't put his 
mind on the task at hand and needs a 
push to get started. Josh tends to enjoy 
talking with people. 

Josh is always prepared. He gets tasks 
done right away, paying attention to de-
tail. He makes plans and sticks to them 
and carries them out. He completes tasks 
successfully, doing things according to a 
plan. He is exacting in his work; he fin-
ishes what he starts. Josh is quite a nice 
person, tends to enjoy talking with people, 
and quite likes exploring new ideas. 

Fig. 1. Conscientiousness stories 

The conscientiousness of the student was conveyed using a short story (see  
Figure 1). These stories had been previously validated to express conscientiousness at 
a polarized level, whilst expressing other traits at normal levels [8]. 

The achieved grades of the student were expressed as a set of percentage scores on 
fictional topics (Aromathy, Bartology and Cleropathy) in either a passing set (91%, 
69%, 52%) or failing set (9%, 31%, 48%). Participants were told that they expected 
students to pass their mock test, with 50% being a pass. 

The dependent variable was the slant, or bias employed in the feedback that the 
participants produced. Participants could describe the student’s performance on a 
particular topic in many ways; for example, if they described a score of 91% as 
‘slightly above’ expectations then this constituted a negative slant. Slants were deter-
mined in the same way as in the self-efficacy study [6], with the exception of the 48% 
score, which was not used in that study. Following a similar process to [6] which used 
three independent judges, we determined the slant for this score. All scores and slants 
are shown in Table 1. 

As in [6], a valid response contained at least one topic and discussed each topic on-
ly once. Overall response slant was calculated from the summation of the slants on 
each topic mentioned (-1 for negative, 0 for neutral, 1 for positive). If a topic was 
omitted, participants were asked why they did this (to make the response more posi-
tive, negative or other) and this was factored into the slant score for the response. 

2.2 Participants 

Participants were recruited using Amazon Mechanical Turk and paid $0.40. Partici-
pants were recruited from the United States, and their English proficiency was tested 
using the Cloze Test [9] prior to the study with only people who passed the test being 
able to participate. Participants were asked to indicate their gender, age range and 
profession (student, teacher or other). We received 99 responses (56% male, 42% 
female, 2% undisclosed gender; 40% 16-25, 39% 26-40, 1% 26-50, 16% 41-65, 1% 
over 65, 2% undisclosed; 38% of respondents were students, 11% were teachers, and 
50% other) split roughly evenly across conditions (passing grades: 21 high conscien-
tiousness, 27 low; failing grades: 25 high conscientiousness, 26 low).  
 
 



300 M. Dennis, J. Masthoff, and C. Mellish 

Table 1. Scores, descriptions, modifiers and resulting slants 

Score Description Modifier Slant 

91% 
above  

substantially, none neutral 
slightly negative 

meeting n/a negative 
behind all negative 

69% 
above 

substantially positive 
none, slightly neutral 

meeting n/a negative 
behind all negative 

52% 
above 

substantially positive 
slightly, none neutral 

meeting n/a neutral 
behind all negative 

48% 

above all positive 
meeting n/a positive 

behind 
slightly, none neutral 
substantially negative 

33% 

above all positive 
meeting n/a positive 

behind 
substantially negative 
slightly, none neutral 

12% 

above all positive 
meeting n/a positive 

behind 
slightly positive 
none, substantially neutral 

2.3 Hypotheses 

We hypothesized that: 

• The slant participants employ on feedback will not differ between students with 
high and low conscientiousness on the passing set of grades (H1) 

• The slant participants employ on feedback will differ between students with high 
and low conscientiousness on the failing set of grades (H2) 

These hypotheses were based on our previous study investigating the effect of self- 
efficacy, where we found that participants tended to only employ slants on poor 
grades, and the higher stress experienced by highly conscientious people when failing 
to reach goals [3] (as discussed above).   

3 Study Results 

3.1 Comparing Slants Where the Grades Are Passing 

Figure 2 shows the distribution of the overall slants produced by the participants in 
the high and low conscientiousness conditions for a student with passing grades.  
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The slant between the two conditions does not significantly differ (p = 0.78, Mann-
Whitney test). This supports Hypothesis H1 (though one cannot really prove a hypo-
thesis of this type). Figure 2 also shows that slants employed are very similar. 

 

Fig. 2. Comparison of slant of feedback between levels of conscientiousness on passing grades 

3.2 Comparing Slants Where the Grades Are Failing 

In correspondence with H2, there is a significant difference between the high and low 
conditions of conscientiousness for a student with failing grades (p < 0.01, Mann-
Whitney test). Figure 3 shows the distribution of slants across the responses. Partici-
pants were more inclined to employ a positive slant when conscientiousness was high.  

 

Fig. 3. Comparison of slant of feedback between levels of conscientiousness on failing grades 

3.3 Topics 

Table 2 shows the slant on each topic for both conditions of the failing grades variant. 
The difference in responses appears to have come from Cleropathy, with 40% of par-
ticipants putting a positive slant in the high conscientiousness condition, compared to 
11.5% in the low condition. 

Table 2. Percentage slants for each topic. A = Aromathy B = Bartology C= Cleropathy 

Topic 
(score) 

Low Conscientiousness High Conscientiousnesss 
negative neutral positive negative neutral positive 

A (9%) 0 100 0 0 88 12 
B  (31%) 19 81 0 8 84 8 
C (48%) 8 80.5 11.5 4 66 40 
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4 Discussion and Future Work 

Based on the results of this study, there is no reason to adapt feedback to a learner’s 
conscientiousness for passing grades. This corroborates our earlier findings for self-
efficacy. However, there is evidence that adapting feedback to a learner’s conscien-
tiousness may be appropriate for failing grades. For these, participants appeared to 
place a more positive slant on feedback if the student had high conscientiousness than 
if the student had low conscientiousness.  

For the failing student with high conscientiousness, roughly the same number of 
participants employed a positive slant as employed a neutral slant. The relatively high 
proportion of neutral slants may be a side effect of using Mechanical Turk: partici-
pants work fast and tend to follow instructions very closely, so may consider their 
responses less deeply. Additionally, the ability of participants to give feedback is 
likely to vary. Nevertheless, the fact that many participants chose to use a positive 
slant indicates that this is potentially a good way in which to adapt feedback. 

In this study, the positive slant was primarily on the topic that was closest to pass-
ing (Cleropathy). However, this may be different with other grades. Additionally, as 
the study was split into passing and failing variants, we do not know how humans 
adapt when giving feedback to a student who passed some topics but not others. A 
further study will investigate this.   

Our work so far has investigated how humans adapt feedback to a learner’s perso-
nality to inspire adaptation algorithms. The next stage will investigate whether this 
adaptation will indeed impact learners’ affective state and motivation.   

Acknowledgments. The study was funded by EPSRC platform grant EP/E011764/1. 
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Abstract. In this paper we describe an initial attempt to build multi-
faceted user models from raw Twitter data. The key contribution is to
describe a technique for categorising users and their social ties according
to a collection of curated topical categories and in this way resolve much
of the preference noise that is inherent within user conversations. We go
on to analyse and evaluate this approach on a data set of over 240,000
Twitter users and discuss the applications of these novel user models.
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1 Introduction

Twitter is a real-time sharing and conversation platform that has transformed
the way that millions of users communicate and share information online. To-
day Twitter boasts some 300 million active users generating some 6000+ 140-
character messages per second at peak1. And the service has evolved from a
simple way to keep up with friends to an important platform for information dis-
covery and dissemination2. Indeed, recent reports highlight the role that Twitter
has played in key events of the 21st century such as the Arab Spring [3].

As a real-time conversational platform Twitter presents a number of interest-
ing user modeling and profiling opportunities and challenges. Twitter users are
connected in relatively dense social networks of followers and friends and these
networks can contain communities of users with shared interests. In addition,
the conversations that take place within these networks, and the information
that is shared through these conversations, has the potential to provide a rich
source of user preference and interest data, notwithstanding the 140-character
limit that is placed on user posts. For example, user posts are often enriched
with tagging information and users often post URLs to pages that they find to
be interesting. In recent work [4], the text content of Twitter messages from a
user and their followers/friends was used as the basis for text-based profiles as
part of a recommendation system to suggest new users to follow. In this work,
recommended users were suggested on the basis of term overlaps between the

� This work is supported by SFI under grant 07/CE/I1147 and by Amdocs Inc.
1 http://blog.twitter.com/2011/03/numbers.html
2 http://mashable.com/2009/08/18/mainstream-news-twitter/
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target user’s profile and the profiles of other users. Other researchers have ex-
plored Twitter information to model users as the basis for news recommendation
[1,6] based on term overlap between news story content and user tweets.

One of the challenges with using tweet content as the basis for profiling is that
it can lead to very large but noisy user profiles [8]. Researchers have also explored
approaches to couple tags with a user model to enrich a user’s experience when
using a system [2,7]. In this work we examine an alternative approach that has
the potential to generate more focused profiles based on terms that are more
categorical in nature. To this end we harness information about the curated
lists that users have been placed in. In Twitter, users can curate topical lists of
other users – for example, a given user might create a list of technology people
that they follow – and millions of lists have been created on a wide variety
of topics. Services like Listorious (http://listorious.com) maintain a category
database of these lists with each list hand-annotated with a set of topical tags.
Recent research by Kim et al.[5] models a user’s characteristics by exploring the
tweets produced by users contained within a list. This content-based approach
though, can be susceptible to the inherent noise associated with using terms from
within tweets. In this paper we describe how using hand-annotated topics/tags
associated with lists can be used as the basis for a more focused user profile
and how these profiles can be partitioned in a way that helps to emphasize and
distinguish core versus peripheral interests.

2 Intentional and Extensional Tag-Based User Models

The user profile that we will describe in this paper associates a weighted set of
tags with the target user based on the curated lists that have been categorised
by Listorious. Simply put, for each list Li there are a set of members and a set
of tags as shown in Eq. 1 & 2.

members(Li) = {U1, ...Un} . (1)

tags(Li) = {t1, ..., tm} . (2)

For a target user UT , we can identify the set of lists that this user is a member
of (Eq. 3), and the tags applied to this user is the union of the tags that are
associated with the user’s lists (Eq. 4). Moreover, the weight of a tag for a user
is based on the frequency of occurrence of this tag in the user’s lists (Eq. 5 & 6).

lists(UT ) = {Li : UT εLi} . (3)

tags(UT ) =
⋃

∀Liεlists(UT )

tags(Li) . (4)

weight(UT , ti) =
∑

∀Liεlists(UT )

count(ti, Li) . (5)
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count(ti, Li) =

{
1 if tiεtags(Li);
0 otherwise.

(6)

We call this the user’s intentional tag profile because it maps a set of tags to
the user based on the categories of the Twitter lists that they are members of.
Further, it is possible to associate users with tags based on the lists that their
friends (people they follow) or followers (people who follow them) are members
of; we refer to this type of profile as the user’s extensional profile. Accordingly,
we can readily adapt the above equations to identify and weigh a set of tags that
are associated with a list of friends; see Eq. 7 & 8 with corresponding equations
assumed for followers. Accordingly we can now profile the target user by the
combination of their intentional and extensional profiles as per Eq. 9.

friendTags(UT ) =
⋃

∀UiεFriends(UT )

tags(Ui) . (7)

friendTagWeight(UT , ti) =
∑

∀UiεFriends(UT )

weight(Ui, ti) . (8)

profile(UT ) = tags(UT ) ∪ friendTags(UT ) ∪ followerTags(UT ) . (9)

3 Profile Facets

We propose that this profiling framework has a number of advantages over re-
lated research that chooses instead to focus on the content of user tweets [4].
For a start, it provides access to a more limited profile vocabulary, the tags
associated with Twitter lists, compared to the words of a tweet. Moreover, the
presence of a user in a list requires an explicit assessment and action on the part
of the list curator and the subsequent tagging of these lists by Listorious is also
a manual collective task. In addition, the overlap and difference between inten-
tional and extensional profile components suggests an opportunity to partition
tag-based profiles in a way that helps to emphasis core vs. peripheral interests.

Figure 1 (a) depicts a simple Venn diagram of the intentional and extensional
profile elements and divides the tag space of a target user profile up into seven
distinct regions. For example, region R1 is at the centre of the Venn diagram and
represents those tags that are common to the user’s intentional and extensional
profile elements (Eq. 10). This set of tags is interesting because it corresponds to
the core interests/expertise of the target user in the sense that these tags have
been associated with the target user and also with their followers and friends,
and, as such they are a strong indicator of shared topical interests across the
users social network. In contrast, region R6 corresponds to those tags that are
unique to the user’s intentional profile and as such they represent topics that are
of interest to the user that distinguish them from their friends and followers (Eq.
11). Also of particular interest is region R4, which represents the set of topics
that are of interest to both friends and followers but that are not associated
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Fig. 1. (a) Intentional and extensional profile regions. (b) Barack Obama’s profile
showing the tags associated with Obama and his friends and followers.

with the target user (Eq. 12); perhaps these tags represent interests that may be
relevant when it comes to expanding the network of the target user, for example.

R1(UT ) = tags(UT ) ∩ friendTags(UT ) ∩ followersTags(UT ) . (10)

R6(UT ) = tags(UT )− {friendTags(UT ) ∩ followersTags(UT )} . (11)

R4(UT ) = {friendTags(UT ) ∩ followersTags(UT )} − tags(UT ) . (12)

We propose that this regioned, multi-faceted approach to profiling Twitter users
provides an effective way to model the interests and preferences of users in a
way that facilitates a better understanding of core and peripheral interests and
also provides for a powerful framework for exploring a space of interests within
Twitter’s social graph. Figure 1 (b) shows an example of a profile generated for
the US President Barack Obama. It is clear that Obama and the people he follows
share interests such as advocacy, law and budget (region R3). Perhaps a greater
insight into the US President’s personal interests can be gleaned from the tags
in region R7, which are unique to the people he follows, and include interests
such as basketball and greenliving. Conversely those interests that are unique
to Obama’s followers, academics and siliconvalley (see region R5) highlight the
interests of those users that are perhaps most influenced by the US President.

Immediate and obvious applications leading from this approach include, for
instance, providing a more powerful recommendation interface to guide users
towards other interesting users. For instance, if a user is interested in expanding
their own interests they may wish to consider exploring the tags associated with
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region R4 since both their followers and friends share these interests. It remains
an important part of our future research to explore these opportunities but in
what follows we will describe preliminary results based on the construction of
profiles for some 246,000 Twitter users.

4 Preliminary Investigation

In order to build our user models we collected two datasets. The first is the lists
from Listorious, including membership and tags. In total we gathered 18,000
unique tags from lists covering 1.2 million unique users. We randomly selected
a subset of 246k of these 1.2m users, then collected the associated Twitter in-
formation of these users, including their follower and friend data. Figure 2(a)
shows the distribution of the tags from Listorious across these 246,000 users.
We can see that many tags are associated with reasonable numbers of users. For
instance, the top 2,000 most frequent tags are found in at least 100 user (in-
tentional) profiles and the top 10,000 tags are found in at least 30 user profiles.
Conversely, Figure 2(b) shows the distribution tags across users and we can see
that the most tagged users are associated with hundreds of unique tags but in
general the top 100,000 most tagged users are associated with at least 6 tags
each. To generate the tags for a Twitter user in this experiment we use up to
10,000 of their friends/followers and attempted to retrieve tags for these users
from our Listorious dataset. We attained a tag coverage of just under 60% for a
user’s friends and just under 40% for a user’s followers on average, high coverage
values given that there are no guarantees that a target user’s friends or followers
will be contained within tagged Listorious lists. This preliminary investigation
suggests that data from Listorious provides a suitably rich source of profile tags.
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Fig. 2. (a) Distribution of tag occurrences per user. (b) Distribution of the number of
total and distinct tags per user.

We were also interested in understanding how frequently we could populate
different regions of a user profile with tags. Figure 3 shows the percentage of each
user’s profiled tags (that is the combination of their intentional and extensional
profiles) that are contained in each region of the faceted profile. Clearly there is a
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Fig. 3. The percentage of each user’s tags in each region of the tag-space

lot of variation here. For a typical user, approximately 40% of their tags fall into
region R4, the user’s peripheral interests; these are tags that are not associated
with the user directly but that are shared by friends and followers. Region R7

is also well populated with about 43% of profile tags. These are tags associated
uniquely with the users that the target user has opted to follow. Together tags in
these two regions represent interesting opportunities to promote content/users
to the target user that are likely to be of interest. Interestingly, we find that
for most users region R6 is not well populated. In other words, it is rarely that
we find a user whose profile contains a significant proportion of tags that are
uniquely associated with the user but not their followers or friends. On the one
hand this is perhaps a reasonably intuitive finding – people tend to follow, and
are followed by, other people with shared interests; but at the same time, for users
who do have well populated R6 regions, it suggests immediate opportunities to
recommend users to follow who share these core interests. More generally it is
interesting to consider those users who do have profiles that contain unusually
well-populated regions. For example, users who have a lot of unique tags in
region R5 are followed by users with a variety of different interests which are not
shared by the target users or their friends. Obama above is an example of such
a user and this characteristic seems to be associated with public figures.

5 Conclusions

In this short paper, we have proposed a novel multi-faceted user model for Twit-
ter users. The model profiles users and their social network using tags sourced
from curated lists, thereby providing a more robust characterisation of users
compared to the more traditional content-based approaches. Our technique par-
titions the user tag-space into a set of disjoint regions which clearly depicts
the niche and shared tags associated with users and their friends/followers.
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We believe that the model has the potential to facilitate navigation through the
complex domain-space as represented by Twitter, and to provide the basis for
personalised topic discovery and friend recommendation.
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Abstract. User ratings are a valuable source of information for recommender
systems: often, personalized suggestions are generated by predicting the user’s
preference for an item, based on ratings users explicitly provided for other items.
In past experiments that were carried out by us in the gastronomy domain, re-
sults showed that rating scales have their own “personality” exerting an influence
on user ratings. In this paper, we aim at deepening our knowledge of the effect
of rating scale personality on user ratings by taking into account new empirical
settings and a different domain (a museum), and partially different rating scales.
We compare the results of these new experiments with our previous ones. Our
aim is to further validate in a different application context, and domain, and with
different rating scales, the fact that rating scales have their own personality which
affects users’ rating behavior.

Keywords: rating scales, user study, recommender systems.

1 Introduction

User ratings are valuable pieces of information for recommender systems: often, per-
sonalized suggestions are generated by predicting the user’s preference for an item,
based on ratings the users explicitly provided for other items [9]. Nowadays, with the
advent of Web 2.0, which has turned users into content producers, almost all the social
applications give users the opportunity to rate content (for social or for personaliza-
tion purposes). Users provides their votes by means of “rating scales”, i.e. graphical
widgets that are characterized by specific features (e.g. granularity, numbering, pres-
ence of a neutral position, etc.). Much work in the field of survey design refers to the
possible effects of rating scales on user ratings [7,1,8]. Reviews of psychological lit-
erature indicates that expanding the number of choice does not systematically increase
scale sensitivity[3,6]. This confirms that how people respond to different rating scales
is a primarilyan issue of psychology rather than a mathematical question [5]. In the
field of recommender systems there have been few works addressing the problems of
how to properly translate ratings given by means of different rating scales. Cosley et al.
[4] show that ratings given on different scales correlate well, and thus their approach
for ratings translation from one rating scale to another is simply based on mathemati-
cal proportion. They implicitly assume that rating scales are neutral tools which do not
have any influence on the user ratings themselves. Conversely, in a similar experimental
task, where some users were asked to rate the same object on different rating scales [2],
Cena et al. observed that 40% of the ratings departed considerably from mathematical

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 310–315, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Evaluating Rating Scales Personality 311

proportion. They confirmed this insight in two subsequent experiments [9]. The results
have led the authors to define the concept “personality” of the rating scales, which ex-
erts an influence on user ratings. Moreover, for both experiments the authors derived
a series of coefficients describing the relationship between the average ratings on each
rating scale and the average rating on a reference scale.

In this paper, we aim at deepening our knowledge of the effect of rating scale person-
ality on user ratings by taking into account new empirical settings, a different domain,
and partially different rating scales with respect to the experiments described in ([2]
and [9]). Instead of having a small number of users rating the same item repeatedly
or rating different sets of items with different rating scales, in a controlled lab exper-
iment, we now turned to a realistic setting. We consider the case of museum guides,
where real visitors rated multimedia presentations using different rating scales. Aiming
at validating our previous experiment in a real setting; we compare the results of this
new experiment with the previous ones in order to further validate in a different appli-
cation context,and domain, and with different rating scales, the fact that rating scales
have their own personality which effects users’ rating behavior. The paper is organized
as follows: Section 2 describes the rating scales features, while Section 3 describes the
novel evaluations we carried out, presents the results, and discusses them, comparing
them with previous studies. Section 4 concludes the paper with some final remarks and
hints for possible future work.

2 The Rating Scales: An Analysis

In [9] Gena et al. defined rating scales as complex widgets characterized by: i) gran-
ularity, i.e. the number of positions on the scale: coarse (e.g., a 3-points scale) or fine
(e.g., a 10-points scale); ii) numbering, i.e. the numbers, if any, which can be associ-
ated with each position (e.g., 3-points rating scales might be numbered 0,1,2; 1,2,3; or
-1,0,+1); iii) visual metaphor, i.e. the visualization form which influences the emotional
connotation of each scale: e.g., a smiley face rating scale is a metaphor related to human
emotions; a star rating scale is a metaphor which relies heavily on ranking and scoring
conventions (e.g., hotel ratings); both can also convey cultural connotations; iv) neutral
position, i.e. the presence of an intermediate, neutral point.

According to the authors, all these features contribute to define the personality of
rating scales, i.e., the way rating scales are perceived by users and affect their behavior.
Rating scales personality may cause a certain rating scale to have a specific influence on
user ratings, e.g., it stimulates users to express higher/lower ratings than other scales.
Rating scale personality may be also measured at two levels [9]. First, at an aggregate
level, where it is determined according to the behavior of all users of a system, and
reflects general tendencies in the use and perception of rating scales. Second, at an
individual level, where it is determined according to the behavior of a specific user,
and it reflects personal idiosyncrasies (e.g., a user might consistently give higher ratings
when using a specific rating scale, but her behavior can not be generalized to the whole
community). However not only the personality of the rating scale may determine final
users ratings. There are at least other two elements influencing the rating, the item which
is being rated and the personality of the user who is rating, e.g., optimistic users may
tend to assign positive ratings.
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3 The Experiments

In early 2011 a museum visitors guide system was introduced to the Hecht museum1,
a small archeological museum located at the University of Haifa, Israel. The system
was an advanced version of the system described in [11]. It is a web-based system that
allows users to freely walk around in the museum, wearing a small proximity sensor and
carrying an iPod touch. When they are detected at the vicinity of a point of interest, they
are offered a selection of multimedia presentations about objects of interest. Once they
selected a presentation and viewed it, they are required to provide feedback about their
satisfaction from the presentation before continuing the visit (i.e. providing feedback is
mandatory before the user continues to use the system).

As part of the design of the user interface 5 different feedback mechanisms designs
were implemented and integrated into the system (presented in Fig.1) in order to ex-
plore whether the interface design of the rating scales have an impact on the ratings, as
suggested by [9].

According to the features seen in the previous section, the rating scales in this ex-
periment differ in granularity (from 2 to 5 points), in metaphors (human emotions: the
smiley faces; school marks/degrees: the numerical scale; scoring/ranking: the stars), in
the presence of neutral position (present in stars, in 3-points faces, in the numerical
scale) and in numbering (there a scale consisting of -1,0,1).

Fig. 1. The used rating scales (left side) and ratings distribution (right side)

Experimental Settings. For experimentation purposes, whenever a visitor logged in
and started using the system, a randomly selected rating method was activated for her
and used throughout the whole visit. The interactions of the visitors with the system
were logged. The experimentation stated in October 2011 and by January 2012 we had

1 http://mushecht.haifa.ac.il/Default_eng.aspx

http://mushecht.haifa.ac.il/Default_eng.aspx
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72 logs of visitors that provided more than 3 ratings2. These logs included two groups
of visitors: regular visitors (34) and students (38) that participated in a study about in-
door navigation and also used the guide to view and rate various presentations during
their visit. For every rating scale we got between 14 to 16 user logs that we used for our
analysis.

Experimental Results. In general, all visitors scored the presentations high. Table 1
presents the average ratings of the 5 different methods used in the experiment. In order
to be able to compare the various scales, all were converted to 1-5 scale in the following
way: when there were 2 values, then 1 and 5 were used, when there were 3 values,
then 1,3 and 5 were used (for example: -1→ 1, 0→ 3, +1→ 5). Looking at the table
we can see that the average of the stars (1-5) and numerical values (-1,0,+1) are closer
than all the faces, whose ratings are higher. Moreover, while there is little difference
between 2 and 3 faces, the average score is a bit lower for 5 faces. This difference is
statistically validated by Chi-Square=92.44, df=4, p<0.01 and Levene Test F=15.40,
df1=4, df2=641, p<0.01. Using Duncan Homogenous Post Hoc testing we see that the
faces form a subgroup (their harmonic means don’t significantly differ) with confidence
value of at least 90% and the stars and numbers form a subgroup with 78% confidence
level.

Considering standard deviation, it seems that numerical values, followed by 2 smiley
faces, produce somehow more noisy data (higher STD) than the other rating scales.
It is interesting to note that when considering the use of neutral point, e.g. the 3 smiley
faces, users preferred the neutral face instead of using the lower value and they used the
neutral value more, as compared to the 2 faces scale (see Fig. 2).

Table 1. Rating scales described according to their personality and experimental results

Rating Scale Gran. Numb. Metaphor Neutral pos. Average STD Freq. Coeff.
-1 0 +1 3 x Marks/Grades x 4.06 1.294 85 0.921
5 stars 5 Cultural conventions x 4.21 0.744 145 0.955

2 smiley faces 2 Human emotions 4.66 1.118 165 1.058
3 smiley faces 3 Human emotions x 4.65 0.760 161 1.055
5 smiley faces 5 Human emotions x 4.44 0.659 90 1.008

It should be noted that we have considered the average values of the rating scales
at the aggregate level, namely the values reflect the behavior of all users of the sys-
tem, and thus they reflect general tendencies in the use and in the perception of rating
scales. However, since ratings may be also influenced by the evaluated item and by the
evaluating user, we also have taken into account the following aspects:

In our experiment, visitors watched and rated 43 different presentations and provided
646 ratings for them, giving an average of 15 ratings for presentations. We calculated
the average standard deviation, 0.47 (in a 1 to 5 range) with 14% of values higher than
1. Thus, presentations seem to have received quite homogeneous rates, closer to the

2 Visitors that viewed and responded to less than 3 presentations, did not use the guide in prac-
tice, so they were discarded from the analysis, there were only a few such cases.
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higher values. The 5 score received 64.6% of rates, which could mean, that more often
than not, users probably picked and therefore rated presentations they liked.
In order to have a measure of the individual user rating trend, we concentrated on the
medium standard deviation, 0.44, with 9% of values higher than 1. Thus users tend
to rate presentations they like in a consistent way, namely using the same value while
using the same rating scale.

We classified in Table 1, the rating scales, according to their features, their average
value, and their coefficient. The coefficient has been calculated in order to have a mea-
sure of the impact of the rating scale on the way the user rates. It is computed as a ratio
between the average ratings of each scale and the average of all the ratings.

As already noted, faces-based rating scales tend to push up the ratings. In particular
2-points and 3-points faces rating scales show a similar medium score. As seen in Fig.
1, the presence of the neutral position (in 3-points smiley face) produce some little
distortion in the distribution results, as mentioned in [8]). The neutral face is used more
compared to the lower face value in 2 faces scale, while the smiling face is used less
compared to the 2 faces scale, thus balancing at the end the final score. In the experiment
2-points and 3-points faces rating scales also seem to correlate with the quantity of
ratings, since users using these scales rated more items than other scales (11.8 and 12.6
rates per user vs. 9 rates per users of numbers and 5 faces), except for users using the
stars rating scales (13.1 rates per user).

Another interesting finding is related to the low values obtained by the “-1 0 +1”
rating scale. [1] found that scales with negative numbers have higher ratings since the
negative number is perceived as more negative, so users tend to avoid it. In fact, the
negative score has been used 2.6% of times, while the neutral point (“0”) has been used
38.5% of times, probably causing the score to be so low.

Discussion. We conclude by providing some insights regarding the features of rating
scales as described in Sec. 2: granularity, numbering, metaphor, and neutral position.
Regarding granularity, the experiment confirms the result reported in [9] that showed
that rating scale characterized by a coarse granularity promoted rates higher than the
average. Regarding numbering, the experiment shows that the explicit presence of num-
ber, even if with negative values, promotes lower ratings, similar to the sliders in the
experiment described in [9](-1,0,+1 and 0-10). Regarding neutral position, we have
observed that particularly 2-point and 3-point faces rating scales show similar score,
demonstrating that the presence of the neutral position (in 3-point face) produce some
little difference in results. We have noticed that, at least, that the neutral position is prob-
ably preferred to its corresponding lower values, probably due to social desirability bias,
see [8].

As far as the metaphor, looking at the results we could conclude that rating scales
sharing the human metaphor seem to correspond with higher results then other scales.
Also in [9] the rating scales conveying a metaphor related to human behavior - the
thumb - corresponded to rates higher than the average values. In particular, 2-point and
3-point faces, which are very popular on the Web and on social applications, show sim-
ilar trend and corresponded with the user rating more items. Another rating scale that
seems to correspond with higher results is the 5-stars rating scale, which is one of the
most used scale in rating-based systems. Thus we may hypothesize that the popularity
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of a rating scale is a another feature that needs to be taken into consideration, and con-
tributes to define the rating personality. This hypothesis needs to be verified in future
experiments.

4 Conclusion

In this paper the collected data confirm that that rating scales have a “personality” which
exerts an effect on user ratings. While visitors in general favored the presentations they
viewed, the average ratings differed (in some cases the differences were statistically
significant) between the different rating scales. The implication of our findings is that it
is necessary to consider the rating scales personality when translating from one scale to
another, since pure mathematical solutions are fundamentally untrustworthy [3]. In fact
given the different distributions no linear transformation can exist [10]. This translation
can be useful, for example, when users of system can choose the rating scales to vote on
items, and thus the system must transpose ratings in a unique scale [2]. A transposition
is necessary when systems exchange the user’s ratings in a user model interoperability
scenario. Finally, sometimes researchers need to compare scores derived from different
rating scales [3]. As part of a future work, we are planning to test our ideas with more
users. We are also working on finding an approach for translating user ratings that can
be used by different applications.
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Abstract. Modeling learners is a fundamental part of intelligent tutoring 
systems. It allows tutors to provide personalized feedback and to assess the 
learners’ mastery over a task domain. One aspect often overlooked is the 
modeling of erroneous behaviors that can be used to provide error specific 
feedback. This is especially true for model-tracing tutors that usually require 
erroneous procedural knowledge associated to each of the possible error. This 
process can be automated thanks to a task independent model describing the 
learners’ erroneous behaviors. The model proposed in this paper is inspired by 
the Sierra theory of procedural error and is developed for ASTUS, an authoring 
framework for model-tracing tutors. 

Keywords: Erroneous behaviors, learner modeling, model-tracing tutors. 

1 Introduction 

Intelligent tutoring systems (ITS) model different aspects of the learner’s interaction 
with the tutor: how they solve problems [1]; how they manipulate the learning 
environment’s user interface [2]; and how they acquire new knowledge [3]. Those 
models can be exploited by the tutor to provide personalized feedback. 

One aspect of tutoring less frequently modeled is the erroneous behaviors exhibited by 
the learners. Modeling such behaviors can be benefic for ITSs as it allows them to provide 
negative feedback on errors, one of Ohlsson’s nine learning mechanisms [4]. Constraint 
based tutors [5] can diagnose errors and provide feedback for them. Baffes and Mooney 
[6] designed a system to automatically compile bug libraries for classification tasks. 
Although both those systems can diagnose errors, they are less efficient than model-
tracing tutors (MTTs) for modeling the sequence of steps committed by learners while 
they solve problems [7]. On the contrary, MTTs do not efficiently diagnose the learners’ 
errors and would thus greatly benefit from a model of erroneous behaviors. 

The modeling of erroneous behaviors is often neglected in MTTs as it usually 
requires adding erroneous procedural knowledge to the task’s model, a process that 
requires much effort. In order to solve part of this problem, we took inspiration from 
computational theories explaining the source of procedural errors. More specifically, 
we were inspired by Sierra [8], a theory explaining the development of the learners’ 
procedural misconceptions in procedural tasks such as subtraction. This theory 
provides cognitively plausible explanations for the learners’ erroneous behaviors that 
could be used by MTTs to provide error specific feedback. 
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Whereas Sierra was designed to simulate the learner’s behavior while solving a 
problem, MTTs are designed to teach how to solve problems. This fundamental 
difference influences the definition of their task’s models. Sierra constructs multiple 
possible models of the learners’ knowledge of the task at different moments during 
their learning process. MTTs, on the other hand, start with a complete model of the 
task. This model is designed by an expert to ensure that the tutor can provide efficient 
pedagogical feedback. Because of this difference, it is not possible to directly apply 
the Sierra theory in the context of MTTs. 

Thus, we defined a model describing how an MTT’s procedural knowledge can 
automatically be disrupted in order to produce erroneous behaviors analogous to those 
generated by Sierra. We developed this model for ASTUS [9], an authoring 
framework for MTTs. ASTUS’s knowledge representation system was designed so 
that it can be manipulated by task independent processes such as the automatic 
disruption of a task’s knowledge model. 

In this paper we present our model of the learners’ erroneous behaviors. First, we 
show how ASTUS’s knowledge representation system respects Sierra’s assumptions. 
Then, we explain how its procedural knowledge can be disrupted using processes 
inspired by Sierra. Finally, we describe how the repair strategies defined by Sierra can 
be adapted to ASTUS’s knowledge representation system. 

2 Knowledge Representation 

The first step towards elaborating our model was to make sure that the knowledge 
representation system used by ASTUS is compatible with the Sierra theory [8]. This 
theory enumerates assumptions regarding its knowledge representation approach. 
Even though ASTUS’s approach is significantly different from Sierra’s, we can show 
that it is compatible with Sierra’s assumptions. In this section, we specify the relevant 
assumptions for our model and explain how ASTUS implements them. 

Sierra is a theory for procedural errors and thus does not define a specific 
representation for semantic knowledge, but it asserts that the procedural knowledge 
contains patterns used to access semantic knowledge. The pattern assumption 
indicates that those patterns are defined using a formalism that can be interpreted by 
the system (Sierra uses predicate calculus). In ASTUS, the patterns are queries that 
can be used by the procedural knowledge in order to access elements from the 
knowledge base such as concepts (pedagogically relevant abstraction) and relations 
(n-ary predicates defined over concepts). Their structure can be manipulated by the 
system to disrupt a task’s procedural knowledge and generate erroneous behaviors. 

Sierra’s recurrence assumption specifies that, during the execution of a task, a goal 
stack is minimally required to describe its control regime. In ASTUS, the control 
regime is described using a goal tree, a structure containing more information than a 
stack. In addition to the current goals and the procedures that can be applied to 
achieve them, this episodic tree (figure 1) also contains all the previously satisfied 
goals and goals already planned. 

Sierra also specifies the “goal types” assumption which asserts that the execution 
of each goal is determined by its type (AND, OR and FOR-EACH). Those three types 
were chosen to accurately model the learner’s cognitive processes. ASTUS’s 
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knowledge representation system also offers multiple execution types, but it differs 
from Sierra in two main aspects. First, ASTUS separates the goals and the procedures 
applied to achieve them. Thus, the execution behavior is associated to procedures 
rather than to goals. Second, ASTUS’s execution types were designed to model the 
teacher’s instructions. ASTUS offers different types of procedures such as sequences, 
equivalent to Sierra’s AND goals; selections, equivalent to OR goals; iterations, 
analogous to FOR-EACH goals; and primitives that represent atomic actions in the 
learning environment’s user interface. Since a procedure’s type is explicitly defined, it 
can be used when disrupting a procedure to generate its possible incorrect executions. 

 

Fig. 1. Part of an episodic tree for a subtraction tutor, rectangles are goals and ovals are 
procedures. Only the currently active goals are expended. 

3 Modeling Erroneous Knowledge 

Sierra [8] simulates learning and generates knowledge models that learners could 
have acquired after a set of lessons. Those models produce the correct solution for 
problems covered by the lessons used to generate it, but might produce erroneous 
behaviors when applied to problems from subsequent lessons. The errors might be the 
result of overly specific patterns or of attempting to solve problems that requires 
procedures introduced only in subsequent lessons. Sierra also simulates incomplete 
learning by generating models resulting from the removal of sub goals in AND goals. 

ASTUS’s knowledge representation system can be used to model erroneous 
behaviors by disrupting the expert’s model of the task to produce incomplete and 
incorrect models. This objective is achieved by applying principles analogous to 
Sierra’s but adapted to a knowledge representation system designed for MTTs. We 
first defined, for each type of procedural units, the knowledge required for their 
correct execution. Then, we enumerated all the disruptions that can be applied to each 
unit and we described the resulting erroneous behaviors. 

This process can be illustrated using conditional procedures which are selection-
based procedures where each goal is paired with a logical condition. To successfully 
execute a conditional procedure, one must know each of these goals and also know 
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the conditions specifying when to use each one of them. During the execution of the 
procedure, the conditions are evaluated and the goal associated to the first condition 
that evaluates to true is activated. 

Conditional procedures can be disrupted in two ways to represent erroneous 
behaviors: 1) each sub goal can be removed from the procedure and 2) each condition 
can be disrupted. When removing a sub goal, its associated condition will also be 
removed thus preventing it from being selected. There are two different ways to 
disrupt a condition. First, the disrupted condition can be too specific. In this case, the 
conditional procedure might not have any active condition for some of the problems. 
Second, the disrupted condition can be too generic. In this case, the conditional 
procedure might have more than one active condition at the same time. In both cases, 
if the number of active conditions is not exactly one, the execution of the procedure 
will need to be repaired by choosing one goal to achieve. 

We illustrate the process of disrupting a procedure with an example from a 
subtraction tutor. The task of subtraction was chosen since it was used to develop 
Sierra, but the same process can be applied to any task modeled with ASTUS. The 
procedure taken as an example is the one that determines how to proceed in order to 
find the difference of a specific column. Three sub goals are available: find the 
difference of the column’s terms, borrow from the next column before finding the 
difference or copy the minuend as the difference. 

Conditional ‘PCSubtractColumn’ achieves ‘GSubtractColumn’ { 

  if ‘c’ instanceOf ‘TopGreaterColumn’ 

    goal ‘GFindDiff’ with ‘c’ 

  if ‘c’ instanceOf ‘TopSmallerColumn’ 

    goal ‘GSubtractWithBorrow’ with ‘c’ 

  if ‘c’ instanceOf ‘NoSubtrahendColumn’ 

    goal ‘GCopyMinuend’ with ‘c’ 

}   

Any of the sub goals from this procedure can be removed to produce erroneous 
behaviors. For example, the ‘GSubtractWithBorrow’ goal can be removed to produce: 

Conditional ‘PCSubtractColumn’ achieves ‘GSubtractColumn’ { 

  if ‘c’ instanceOf ‘TopGreaterColumn’ 

    goal ‘GFindDiff’ with ‘c’ 

  if ‘c’ instanceOf ‘NoSubtrahendColumn’ 

    goal ‘GCopyMinued’ with ‘c’ 

}   

When using this version of the procedure, any subtraction problem that requires 
borrowing will be executed incorrectly. Indeed, there are no conditions that will be 
evaluated to true when the subtrahend of a column is greater than its minuend. This 
can lead to errors such as doesn’t-borrow (described in [8]). 

In addition to removing goals, the procedure could be disrupted by modifying its 
conditions. For instance, the condition for the ‘GFindDiff’ goal could be made too 
specific by adding the restriction that the column must also be the units’ column: 
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(c isA TopSmallerColumn) and (c isA UnitsColumn) 

This disturbed condition can lead to the copy-top-except-units error [8] by causing 
erroneous behaviors when subtracting any column, except the units, if the subtrahend 
is not blank. 

We applied a similar process for each type of procedures available in ASTUS’s 
knowledge representation system. The result is a specification of how each one can be 
disrupted in order to model the learners’ erroneous behaviors. 

The execution of a disrupted task’s model can lead to two kinds of erroneous 
behaviors. A model can be executed apparently without any issue but resulting in an 
incorrect step sequence or its execution might lead to impasses (situations for which 
the knowledge model can’t be executed furthermore) that will need to be repaired. 

4 Repairs 

The occurrence of impasses blocks the execution of the knowledge model. In order to 
resume problem solving when faced with an impasse, learners will try to repair it by 
applying known procedural knowledge. The Sierra theory [8] includes three repair 
strategies that learners might use: 

• No-op: the goal causing the impasse is not executed. This is achieved by popping 
the first goal from the goals stack. 

• Back-up: very similar to no-op, but pops the goals stack more than once. 
• Barge-on: alter the results of patterns in order to obtain a result that enables the 

execution of the knowledge model. 

Each of these repair strategy can be adapted to ATSUS’s knowledge representation 
system. The no-op and the back-up strategies can be simulated by going back to a 
previous goal in the episodic tree (figure 1). The barge-on strategy requires the 
modification to the results of queries and to the evaluation of conditions in order to 
produce results compatible with the execution of the knowledge model. 

Examples taken from our subtraction tutor can be used to illustrate how each of the 
three repair strategies can be applied in ASTUS. If a learner does not know how to 
borrow from a column containing a zero as its top digit and the current problem is 
203-107, the resulting erroneous behaviors will vary depending on the applied repair 
strategy. Figure 1 shows part of the episodic tree for this problem’s initial state.  

If the no-op strategy is used, the learner will omit borrowing from the tens column 
(GBorrowAcrossZero), but will still add ten to the units column (GBorrowInto) and find 
the column’s difference correctly (GFindDiff). The result of the subtraction will be 203-
107 = 106. This erroneous behavior is an instance of the borrow-no-decrement error 
described in [8]. 

If the applied repair strategy is back-up, the learner can go back to any of the 
previous goal contained in the episodic tree. He might back-up as far as the initial 
goal (GSubtract) of subtracting the whole problem and skip the units’ column. This 
behavior would produce the answer 203-107 = 10_, an example of the blank-instead-
of-borrow-from-zero [8] error. He might also back-up to the earlier goal deciding 
whether he should borrow or not (GSubtractColumn), and try to solve the problem 
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without borrowing for the units’ column. This will cause a second impasse since the 
difference for 3-7 is a negative number.  

To repair this second impasse, the learner could use the barge-on repair strategy. 
This strategy can be used to modify the result of the queries used to find the 
difference 3-7 by inverting its argument. The new query would then find the 
difference 7-3, thus subtracting the top number from the bottom one. The use of this 
repair would produce 203-107 = 104 as its answer and correspond to the smaller-
from-larger-instead-of-borrow-from-zero error [8].  

5 Conclusion 

In this paper we showed how an MTT authoring framework can model the learners’ 
erroneous behaviors using task independent processes. This is achieved by specifying 
how ASTUS’s procedural knowledge can be disrupted and how impasses can be 
repaired to produce behaviors analogous to those generated by Sierra. 

The model presented in this paper will have multiple applications in ASTUS. For 
example, it could be used to help assess the learners’ knowledge mastery or to 
facilitate the development of a simulated learner. 

Our next objective will be to validate our model by using it to diagnose the 
erroneous behaviors of a leaner while solving a problem. It will allow us to evaluate 
the pedagogical relevance of our approach by providing negative feedback on errors, 
one of Ohlsson’s nine learning mechanisms [4]. 
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Using Touch as a Predictor of Effort:

What the iPad Can Tell Us
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Abstract. Touch is a new and significantly different method of interact-
ing with a computer and it is being adapted at a rapidly increasing rate
with the introduction of the tablet computer. We log the characteristics
of a student’s touch interaction while solving math problems on a tablet.
By correlating this data to high and low effort problem solving conditions
we demonstrate the ability to predict student effort level. The technique
is context free, thus can potentially be applied to any computer tablet
application.

Keywords: touch, data mining, statistical analysis, intelligent tutoring
systems, human computer interaction, affective computing.

1 Introduction

In a human tutoring situation, an experienced teacher attempts to be aware of a
students’ affective state and to use this knowledge to adjust his/her teaching[6][8].
For the student who requires a challenge, problem difficulty can be increased.
And for the frustrated student, assistance can be provided. Research has shown
that affect detection and interventions in the intelligent tutoring environment
can also improve learning effectiveness[2][3][4]. But the effectiveness of any in-
tervention based on students’ learning state is dependent on the ability to accu-
rately access that state, whether by the human or the computer. In an intelligent
tutoring system, real time affect detection is typically attempted either by ana-
lyzing student interaction with the system or with sensors[2]. Sensors have the
advantage over content specific predictors as they are usually context free; the
predictive model is applicable across applications and content. Hardware sensors
are used to detect physical actions of the user; camera, chair and mouse sensors
can detect facial expressions, posture changes, and hand pressure [4]. And phys-
iological sensors detect internal changes such as heart rate and skin resistance.
While sensors have been successfully correlated to student affective state, they
are also hard to deploy in real-life situations; they require invasive non-standard
hardware and software.

The introduction of computer tablets has produced a new, potentially unique,
source of sensory data: touch movements. Tablets, particularly the Apple
iPad, are rapidly replacing the traditional PC especially in the education
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environment[7][11]. The tablet predominately uses touch interaction; one or more
fingers control the interface and provide input by their location and movement
directionality. It replaces the mouse and keyboard for control, and the pen in
drawing applications. Research has shown differences in cognitive load between
keyboard and handwriting input, with increased load for the former method[9].
While touch writing is similar to handwriting, it also feels very different, and we
may hypothesize cognitive differences will be found between it and these other
input modalities.

This research suggests the touch interaction can be used as a sensor input
for affect detection. The advantages over other sensors as a predictor are readily
apparent. The tablet platform is inexpensive and becoming widespread, no ad-
ditional hardware is required. Data collection is straightforward, and the sensor,
as integral to tablet use, is non-invasive. Previous research in detecting affect
in touch is very sparse. One study attempted to predict emotion comparing
mouse and touch screen devices[10]. The results showed good predictive ability
using the mouse for one affective state only (irritation). Touch input was less
predictive. No other applicable studies were found.

2 mathTouch System

2.1 Description

In this study we demonstrate a method of predicting student effort level using
touch data. We implemented a simple iPad ‘app’ to present problems and record
solution input; providing a controlled environment for studying touch as a pre-
dictor of affective state. Student activities are used as inputs to models that
predict student affective state and thus support tutor interventions.

Fig. 1. The touchMath interface

The touchMath app is an environ-
ment that supports detection of stu-
dent effort through touch. It presents
mathematics problems, enables and
records the student drawings of the so-
lution, then uploads the solution and
touch data to a server. Running on the
iPad tablet, touchMath sequentially
loads the images, math problems, and
instructs students to solve the prob-
lem (Figure 1). Below the mathematics
problem is a drawing space where stu-
dents use touch to work on the prob-
lem and deliver answers. The student
is instructed to ‘show all work’ as the
writing provides the data for affec-
tive state detection. Below the work-
ing spaced are three action buttons:
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‘Got it right!’, ‘Not sure?’ or ‘Quit.’ By compelling the student to self-report the
perceived correctness, we are able to differentiate from actual correctness. The
problems are loaded from the server in sequential order until the last problem is
completed. New problems can be quickly ‘authored’ by simply creating an image
file, e.g. using a graphics program, hand drawing and scanning, copying from the
internet, then uploading the images to the server. This ease of authoring allows
rapid and flexible problem creation.

2.2 Implementation

For each problem the app logs the all touch movements; including strokes, unin-
terrupted touch movements and the points within each stroke. Points are defined
by timestamp and x,y,z coordinates, with z the movement of the tablet due to
touch pressure (Table 1). The iPad surface is not touch pressure sensitive, how-
ever, it contains a hardware accelerometer that detects positive and negative
movements along the z axis. The hardware is sensitive enough to roughly repli-
cate the functionality of a pressure sensitive tablet surface1.

When the student touches the tablet a new stroke recording starts, and con-
tinues until the finger is lifted. The stroke time is logged along with the points
within the stroke2. The series of strokes are logged for each problem solution.
When the student completes the problem the strokes log is retained with the
problem level information. When the student completes the session, all problem
data is retained with the student level information, and the complete data file
is uploaded to the server for later analysis. From this data we can derive: stroke
time, stroke distance, and stroke velocity.

Table 1. Touch Data

event level logged data derived data

student studentId, problemId,
startTime, stopTime

timeElapsed, numReportedCorrect,
numActuallyCorrect

problems strokes, problemId,
solutionImage,
reportCorrect, startTime,
stopTime

timeElapsed, numStrokes

strokes points, startTime, stopTime timeElapsed, distance, velocity

points x, y, z accel, timeStamp

1 Also recorded are x accel and y accel, although this data is not currently analyzed.
2 Points are logged by system interrupts with polling determined by an internal algo-
rithm and dependent on hardware and the variability of position change.
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2.3 Testing Environment

Preliminary testing was done on a single subject: a male, 12 year old, 7th grade
middle school student. The four chosen problems were basic algebra equation
simplification problems, a subject chosen as it was similar to the students current
math curriculum. The problems were intended to increase in difficulty from easy
to beyond ability: prob0 : x+y=10, prob1 : 3x + y = 5, prob2 : 3

5x + 7
8y = 4,

prob3 : 3 = 34y2 − y − 5.3 x3.
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Fig. 2. prob3 with accel z

Knowing this students level
of algebra knowledge we cate-
gorized prob0, prob1 as low ef-
fort, prob2 as high effort, prob3
as beyond current ability. The
student performed as expected
with the first three problems,
solving the first two with little
difficulty, and the third, prob2,
with greater effort. The stu-
dent’s approach to prob3 was to
solve for y, but in error, leaving
the y2 variable on the right side
of the equation. At the students
level of knowledge this was ap-
propriate, as he solved for y as-
suming it was correct to include
y2 in the solution, and he indicated this by selecting ‘Got it right!’. Therefore,
we categorized this solution with the first two as requiring low effort.
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3 Findings

Initial visual analysis of the logged data and derived data (Table 1), was per-
formed comparing these metrics across problems. The plots indicated only ac-
cel z differs significantly between low effort prob0, prob1, prob3 and high ef-
fort prob2 (Figure 3a); with prob2 plot having more variation and a bimodal
distribution[12]. ANOVA results indicate significance for accel z∼problem (p-
value 0). And pairwise t-test using Bonferroni adjustment confirmed a signifi-
cant difference only between the low and high effort problems (Figure 3b) with
overlap of SEM intervals except in prob2 ; showing touch pressure as defined by
movement on the z axis as a predictor of level of effort in problem solving [5].

4 Discussion and Future Work

The potential implications of this research is profound. We have shown how the
students’ pressure in the touchMap app while solving mathematics problems
can be predictive of the level of student effort. The potential of touch, being the
input for tablets, for context-free modeling of user affective state is of significant
importance. For example, in a intelligent tutoring environment a natural inter-
vention when a student is answering questions correctly is to increase problem
difficulty. However, if this student was working with high effort this would be an
incorrect choice and could lead to errors and frustration. A model using touch
input to predict effort level would avoid this unadvised intervention.

We will verify this research, conducting a full study with statistically signifi-
cant sample size, with demographic diversity, varying student ages, sex, ability.
Variation across these groups will be analyzed to determine the need for specific
models. Problem content will be varied to include geometry, puzzles, other sub-
jects etc. The statistical techniques used in the studies analysis were sufficient to
indicate the usefulness of the analysis of touch idea; regression analysis using a
combination of touch metrics as predictors and data mining techniques such as
unsupervised cluster analysis will be explored to expand on our findings. Other
problem metrics will be derived from the data such as acceleration and jitter of
touch movements and studied as possible predictors.

Self-reporting to include affective states such as frustration, boredom, and
excitement will allow the creation of a general model of affective state. Random
sampling could query user affective state or an intelligent questioning mechanism
could trigger a query: a student indicating ‘Not sure’ would trigger the ‘Are you
frustrated?’ query.

A simple intervention model has been implemented, but not used in this study,
to change the problem difficulty based on student self-reports. An eraser function
will improve the ability of the student to work on solutions, and at the same
time, provide new metrics: amount of use, pressure in use, etc. As a very different
event than drawing, erasing could be an important predictor of affective state.

In addition to being used as a research tool, we will explore developing math-
Touch app as a tutoring system. Used as a homework delivery tool (or for in



Using Touch as a Predictor of Effort 327

class testing) a teacher can quickly author homework assignments and upload
these to a server; the students’ app will present the new problems and collect
answers. This is partially implemented as the functionality exists in mathTouch
to choose among problem sets.

Publishing touchMath as free app on the Apple App Store, would allow distri-
bution as a math practice tool, emailing the solutions to stakeholders (teacher,
tutor, researcher, etc). For our research this will provide data for analysis. As a
math intelligence test, the users’ anonymous touch data with self-reports will be
uploaded to a server providing a potentially large sample size. Applying data-
mining techniques to a large set of data could yield a refined affect model based
on touch input.
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Abstract. In recommendation systems a variation of the cold start problem is a 
situation where the target user has few-to-none item ratings belonging to the 
target domain (e.g., movies) to base recommendations on. One way to over-
come this is by basing recommendations on items from different domains, for 
example recommending movies based on the target user's book item ratings. 
This technique is called cross-domain recommendation. When basing recom-
mendations on a source domain that is different from the target domain a ques-
tion arises, from which domain should items be chosen? Is there a source  
domain that is a better predictor for each target domain? Do books better predict 
a users' taste in movies or perhaps it’s their music preferences? In this study we 
present initial results of work in progress that ranks and maps between pairs of 
domains based on the ability to create recommendations in domain one using 
ratings of items from the other domain. The recommendations are made using 
cross domain collaborative filtering, and evaluated on the social networking 
profiles of 2148 users. Initial results show that information that is freely availa-
ble in social networks can be used for cross domain recommendation and that 
there are differences between the source domains with respect to the quality of 
the recommendations. 

Keywords: cross-domain recommendation, cold-start problem, collaborative-
filtering. 

1 Introduction 

Information overload nowadays prevents us from building information systems following 
the “one-fits-all” paradigm. In order to provide users with easy access to information, 
information systems must be adaptable; they should tailor the information served by 
them to the personal preferences and needs of their users. One approach for adapting 
content to users’ preferences is Collaborative Filtering (CF). The CF approach [1] is 
based on similarity of users’ preferences. It assumes that users which agreed in the past 
on items they liked will probably agree on more items in the future. For example taking 
one user’s bookshelf and cross checking it with shelves of other users, finding those with 
similar books, will yield several possible book recommendations for that user. To carry 
this approach, information needs to be collected from the target user and a large number 
of other users, regarding their preferences and interests. Having no details at all or an 
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insufficient amount of them regarding the target user’s interests/preferences is defined as 
the ‘Cold-start Problem’ [2]. A specific case of the cold-start problem is when a CF for a 
dedicated target domain does not have the user’s preferences in that domain, but do have 
the user’s preferences in other domains. For example, users are requesting recommenda-
tions for movies (the target domain), but the CF system only has their books/music prefe-
rences. One way to overcome this problem is by making Cross-Domain Collaborative 
Filtering (CDCF) [3]. In CDCF the system finds users with similar preferences to those 
of the target user based on domains in which that information is available (‘source do-
mains’). Then items from the target domain that were preferred by those users are filtered 
and recommended to the target user. When considering CDCF application, a major ques-
tion is how can we decide which source domain to use for what target domain. 

2 Background 

In order to overcome the sparsity of users to items rating matrices in CF recommenda-
tion systems, [3] suggest to mediate ratings across domains. Cross domain mediation 
works by calculating similarity among users in domains other than the target domain 
(using methods such as k-nearest neighbors); recommendations are generated based 
on those similar users taste in the target domain. In their work they have evaluated the 
mediated recommendations in comparison to regular CF results; separate domains 
were mimicked by taking a single domain, movies, and splitting it into sub domains 
based on genres. For example, for recommending an action movie to a target user, 
that had too few ratings for movies in that genre, the system would take ratings of the 
user from other genres (e.g., comedy, romance), find similar users based on their rat-
ings for movies in the other genres and for these similar users, and return their most 
liked movies in the action genre. Results showed that the cross domain based recom-
mendations had even better results than the regular CF ones. 

To the best of our knowledge, there was very little work done about domain map-
ping for the purpose of cross domain recommendations. One example is [4], in that 
work the authors have mapped between domains using a user study of 144 university 
students. In their initial analysis they searched for correlation between domains based 
on shared items, for example “If a user liked the book ‘The Devil Wears Prada’ did 
they also like the movie based on it?” or if users enjoyed movies in which a singer 
they like preformed. This analysis results showed high correlation between song items 
and movies that were related to each other, and items which involved singers who are 
also actors. In their second evaluation, domains were mapped using categories simi-
larity; for example, do users who enjoy video games that belong to the action genre, 
also enjoy action movies?  The results of this evaluation showed that users who liked 
books of a certain genre also enjoyed TV series from the same genre. Their last eval-
uation method tried to make CF recommendations for a target domain based on items 
from multiple source domains; in example, making movies and TV series recommen-
dations based on the target user’s set of movies, TV series, and CD items combined. 
The results were that for each combination of source domain items that did not con-
tain items from the target domain, their recommendations ranked last. A related anal-
ysis is also shown in [5], in which a community based approach for overcoming the 
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cold start problem has been evaluated. The evaluation was carried on 10,000 users of 
the social network “imhonet”, and two item domains: books and movies. Recommen-
dations were made by splitting the users into communities either based on their social 
relations or shared items’ voting; then CF recommendations were generated for the 
users, based on the ratings of the members of the community they belong to. The 
results showed that a community based CF, performs better than taking all users in the 
user space into consideration. On another example [6], a mapping approach based on 
Information Retrieval (IR) techniques was suggested and evaluated for measuring the 
similarity of domains based on Google Directory and Open Directory. A vector of 
terms frequency was calculated using TF-IDF, for several domains in both web direc-
tories (web directories aggregate and categorize websites belonging to the same do-
main); the cosine similarity between the vector representations of the domains was 
measured and the results showed that indeed, distances were different between differ-
ent domains and these results were consistent in the two directories. The authors con-
cluded that inter-domain similarity may help in selecting domains for cross-domain 
recommendation. Their approach and the one proposed in this work both suggest an 
automatic way to generate domain mappings. The mapping presented in this work 
will be based on a larger scale of users (thousands) and from more heterogeneous 
backgrounds (age, employment, education). We too use CF recommendations and the 
target user’s own set of items from the target domain to evaluate our results, however 
we do so for any source-to-target domain combinations, creating a full map between 
available domains. Our results are not refined by domain sub categories, since the 
dataset lacks that information, but we intend to complete it in future work. This eval-
uation will be completed by an additional comparison to the recommendations that 
would have been generated for the dataset using regular CF, as done in [3]. 

3 Cross Domain Recommendation Using SNS data 

The suitability of different domains for CDCF is based on the evaluation of 2148 Face-
book1 profiles, which contained items (“likes”) in four domains: Music (artists/bands), 
Movies, TV shows, and Books. The dataset originally contained 6370 user profiles.  
However, only 33.72% of them contained at least a single item that belongs to at least 
one of the domains that were evaluated. The total number of items in each domain, and 
the average number of items each user liked from each domain are detailed in Table 1.  

Table 1. Dataset Statistics 

 Music Movies TV Books 

Total Amount  
of Items 

7481 5470 3310 4140 

Average Amount  
of Items Per User 

6.49 4.68 3.24 2.42 

Standard Deviation 13.39 7.78 4.68 3.80 

                                                           
1 http://www.facebook.com 
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The dataset was collected using the platform’s application API and based on users’ 
consent to participate in an online experiment. All profiles and items were loaded into 
a graph based database system called Neo4j2; users and items as nodes connected to 
each other based on “Likes”, with edges labeled by the domain name. A generic cross 
domain graph walk was then implemented; the walk receives as parameters a source 
domain and target domain, and returns the various measurements that are described 
below. The walking method was then performed for each source and target domain 
combination for the existing domains. 

In order to find out which domains are more influential with respect to recom-
mending for other domains in CDCF we have measured the precision of CDCF rec-
ommendation using different source and target domains. The process we followed 
was finding the K-nearest neighbors in a source domain and using these “neighbor-
hoods” for creating recommendations in a target domain. For comparing the results 
we defined two precision measures. The first was defined as the percentage of items 
recommended by the system for a user in the target domain, that were included in the 
items the user actually rated/liked in that domain (PR#1). For example, if music rec-
ommendations were made based on movie items, then PR#1 represents the percentage 
of each user’s own music likings that appeared amongst the music recommendations 
generated by the system. The second measure (PR#2) is the percentage of items ap-
peared in the top 10 items recommended by the CDCF that appeared in the set of 
recommendations generated for the target domain using regular (non cross domain) 
collaborative filtering; naturally those did not contain the user’s own likings in the 
domain (to continue with the previous example of music recommendations, in this 
method music recommendations were generated for each user using both CDCF and 
regular CF, the results of the CF did not contain the user’s original preferences in 
music, and the two sets were intersected). For PR#1 we excluded from the measure-
ments users that did not have items belonging either to the source domain (since no 
recommendations could be made for them), or that did not have items belonging to 
the target domain, (since there was nothing to compare to). In PR#2 we excluded 
users that did not have any recommendation results for the regular CF (since those 
serve as the basis for the comparison). For both metrics, PR#1 and PR#2, we also 
filtered out users with less than 5 items in each domain, in order to enable a minimal 
level of accuracy. An average of 18% of the 2148 users had at least 5 items from the 
source domain, and 1 item in the target domain, for the various evaluation combina-
tions. Table 2 presents the results of the CDCF recommendation experiment; the rows 
are grouped by target domain and internally sorted by PR#1. The PR#1 column con-
tains both the number of “hits” and their percentage, averaged for all users that had 
items in that target domain. As can be seen, although the absolute numbers are low, 
for nearly every target domain at least 40% of the items a user liked were identified 
based on the preferences in a different source domain. For example, generating movie 
recommendations based on similarity in TV series preferences, yielded 5.31 matching 
items on average, which are 43.56% of the target users’ preferred movies. As may be 
expected, there are noticeable differences between the different domains, it seems that 
recommending music items based on other domains is more accurate than recom-
mending books. Using a basic co-occurrence ranking, we have capped PR#1’s results 

                                                           
2 http://neo4j.org/ 
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to the top 100 returned; the hit rate based on those is given in the 4th column 
(“PR#1@100”). The drop in the hit rate between PR#1 and PR#1@100 indicates 
farther work should be done regarding the ranking method of the CDCF returned 
results (a challenge since users to items rates in Facebook are unary and contain only 
a “Like” indication). PR#2 shows a similar general behavior to PR#1 – there are do-
mains where CDCF performs better than others, when compared with classical CF.  

Table 2. Cross-Domain Collaborative Filtering Domain Ranking 

Source Domain Target Domain PR #1 PR#1@100 PR #2 

TV 

Music 

6.73 (42.59%) 2.66 (16.87%) 3.25 

Movies 6.45 (38.98%) 2.73 (16.54%) 2.92 

Books 2.24 (14.02%) 1.29 (08.05%) 1.51 

TV 

Movies 

5.31 (43.56%) 2.47 (20.30%) 3.02 

Music 4.45 (39.84%) 2.13 (19.10%) 2.64 

Books 2.51 (18.49%) 1.51 (11.13%) 1.23 

Movies 

TV 

3.37 (45.03%) 2.59 (34.53%) 5.48 

Music 3.21 (46.51%) 2.29 (33.15%) 5.48 

Books 1.90 (24.52%) 1.54 (19.88%) 3.07 

TV 
Books 

 

1.02 (18.19%) 0.53 (09.55%) 1.60 

Movies 1.00 (16.41%) 0.58 (09.54%) 1.48 

Music 0.77 (13.63%) 0.40 (07.15%) 0.92 

The standard deviations of PR#1 and PR#2 in all cases were higher than the metrics 
values. It is worth noting, that as can be expected, without filtering out users with at least 
5 items in the source domain (e.g. too little information for prediction), the successful 
prediction percentage drops to 30% for leading source domains in each group.  

4 Discussion and Conclusions 

This work contributes by suggesting a way for mapping similarity of domains for the 
purpose of cross-domain collaborative filtering, using available domain-rich users’ in-
formation. This work gives a unique perspective about CDCF, both because of its scale 
and the heterogeneity of the user base (multi nationalities/age groups/occupations) and 
items. Two precision parameters have been used to evaluate the resulted ranking; they 
demonstrate the ranking both by comparing recommendations to users’ previously seen 
items and unseen ones (e.g. recommended by a community of users in the target domain, 
applying classical collaborative filtering).  
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In the future, we intend to further investigate the above mapping. We plan to better 
understand the differences between domains, in order to be able to suggest how these 
differences may be taken into account for defining the uncertainty in the CDCF 
process. We also plan to investigate how the number of ratings in the source domain 
affects the accuracy of the recommendations in the target domain and the overlap 
between profiles in the source domain and its potential impact on finding partners for 
CDCF in the target domain. It is also intended to enrich the dataset using domain 
knowledge (e.g., Genres) and evaluate its effect on the domain ranks. 

Taking a closer look at the dataset, we noticed that sometimes users chose to list all 
the items they liked as a single long string (there is an option to enter open text on 
Facebook). Currently we were unable to process this data, but simple parsing may 
help resolve this problem and further increase the performance of the recommenda-
tions.  
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Abstract. The recent exponential growth in mobile applications and
the growing reliance on and awareness of ‘user models’ by end-users
have led to the need to rethink the functional and end-user requirements
of existing user modelling systems. This paper has two goals. Firstly,
leveraging a functioning user modelling ecosystem that provides any-
where and anytime access to desktop-, web-, and mobile- applications,
this paper identifies a current opportunity (and need) to enhance user in-
teraction with existing user modelling frameworks, by extending beyond
the stereotypical cloud-based user modelling approach to encompass also
a client-based service and an accompanying synchronisation module. Sec-
ondly, we draw on an analysis of previous work and a small user study,
to establish the need for a user-centred design focus for user modelling
frameworks. We also identify functionality that end-users (rather than
developers) need and want from a user modelling ecosystem.

Keywords: User modelling ecosystems, client-side and cloud-based user
models, personalisation, framework requirements, user-centred design.

1 Introduction

As described in [7], User Modelling (UM) frameworks have in the past typically
been classified as either: shell systems, in which the UM components exist as
code that can be integrated into a number of different applications; or as user
modelling servers, in which the UM components can be interfaced as a service
running on a server. The review of UM frameworks in [7] also shows that most
applications making use of UM components are either specialty stand-alone ap-
plications, as in the case of shell systems, or web-based systems, as in the case
of user modelling servers. However, with the exponential growth in mobile ap-
plications, it is no longer just desktop and/or web applications that require the
use of UM components, but also this new breed of mobile application. Mobile
application storefronts like Android Marketplace and the Apple AppStore now
offer in excess of 400,000 and 500,000 applications respectively1, and for a range
of different device form-factors covering not just communication devices like
smartphones and tablets, but also consumer electronic devices like wrist-watches,

1 Distimo mobile app store analytics, January 2012. http://www.distimo.com/

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 334–339, 2012.
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in-car and gaming consoles, and set-top boxes. Mobile devices, especially smart-
phones, offer particular promise for personalised applications because they are
always on and usually with the user. So, we conclude that it is inevitable that
these applications of the future will have significant interaction with feature-rich
UM ecosystems and with one another based on such ecosystems. In the context
of this paper, the term user-modelling ecosystem is used to refer to multiple
UM frameworks and their components, each interacting with one another and
functioning as a single larger unit.

Another commonality of most previous user modelling frameworks is that they
were designed with developers first in mind. This may be partly because most
people do not have much understanding of user models, as shown for example in
a study on Facebook users [1]. As a result, most UM servers are currently used
as backend components in the form of building blocks for larger applications
or services. They are accessed by APIs, and their benefits to end-users are the
personalised applications and services that UMs enable, rather than the actual
UMs themselves. This separation of the user from their UM also contributes to
the conflict in themes that are and should be addressed by UM frameworks,
like ownership, control, privacy, and the scrutability of user models. However,
as end-users continue to become savvier about the benefits and potential uses of
their user models, and indeed as they become more reliant on such user models,
the need for feature-rich UM ecosystems that have been designed with users
(rather than developers) in mind will increase.

In this paper, we outline how a synchronisation module has been used to
combine the Personis cloud-based UM server [6] with the PersonisJ client-based
UM service for Android [3]. Moreover, we outline how the resulting Personis
User Modelling Ecosystem caters for both the functional requirements and the
end-user requirements of a modern UM platform. In Section 2, we outline the
functional requirements that UM Frameworks have typically followed in past
work, as well as the challenges that user models have typically faced due to the
conflict between themes such as privacy and personalisation. Then in Section
3, we outline the Personis UM Ecosystem. This is followed by the results of
a user experiment conducted to provide insight into the user-centred design
requirements for UM Ecosystems in Section 4, and our conclusions in Section 5.

2 Related Work

In his seminal review of generic user modelling systems, Kobsa [7] describes the
prominent components of a UM system as incorporating a ‘representation mech-
anism’ for expressing the contents of the user model and a ‘reasoning’ mechanism
for deriving assumptions about the user and for detecting inconsistencies in the
user model. In that paper, a list of requirements for UM systems is also defined.
In particular, it is stated that UM systems should exhibit: generality (i.e. be
reusable in as many domains as possible); expressiveness and strong inferential
capabilities; support for quick adaptation (i.e. in order to bond with first-time
users); extensibility (e.g. to integrate third-party tools); support for importing
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external user-related information; the ability to manage distributed information;
support for open standards; load balancing capabilities; failover strategies; and
privacy support. A similar set of requirements is also defined in [2], in which the
authors additionally note that there is a disjoint between classical UM research -
which looks at themes like generality, domain-independence, expressiveness, and
strong inferential capabilities - and UM deployment requirements for real-world
environments - which, in contrast, focus on themes like performance, scalability,
extensibility, integration of pre-existing data, and privacy protection.

The above reviews place significant focus on the functional requirements of UM
systems; they are designed with developers in mind, and for systems in which
the UM components are a backend feature that is invisible to the end user. Our
work by contrast, although aligned with the essential functional requirements of
UM systems, as outlined above, has a strong emphasis on user-centred design,
i.e. the process in which system functionality is optimised to the needs and
wants of end-users. In this way, we focus on providing a UM ecosystem with
a feature set that caters not just to developers but specifically to end-users
of the UM ecosystem. These features, as outlined later in the paper, cover the
themes: accessibility, location, ownership, scrutability, user control, model reuse,
life logging, application logging, and portability.

Past work on personalisation and adaptive systems (including our own) has
also highlighted a range of user-centred themes that can be applied not just to
personalisation, but to UM systems in general. These themes cover aspects like
a UM’s location [3], scrutability, user control and privacy [4], and life logging
[5]. Few (if any) past UM frameworks cover all of these end-user requirements,
despite - as our study outlines below - these features being classified important
to end-users. This is where the Personis UM Ecosystem differentiates itself from
the other UM research platforms. In addition to serving as an educational tool,
in which UM concepts can be demonstrated to end-users, it has been developed
based on a user-centred approach, and as such has been designed to address a
growing number of requirements that end-users find important when interacting
with their user model and the applications that make use of it.

3 The Personis User Modelling Ecosystem

The Personis User Modelling Ecosystem combines both a cloud-based UM server
called Personis [6] and a client-based UM service called PersonisJ that runs
on Android devices [3]. Both of these UM platforms provide a mechanism for
representing the contents of the user model and a reasoning mechanism for
deriving assumptions about the user. So they meet the essential functional
requirements identified in [7]. In particular, the representation is based on the
accretion/resolution method, in which ‘evidence’ is accreted or collected and
stored in a hierarchical model of ‘contexts’ and ‘components’ [3]. Such evidence
is supplied to the model via a ‘tell’ operation and is retrieved from the model
using an ‘ask’ operation. The reasoning mechanism employed by the Personis
components is based on inference rules contained in a combination of evidence



User Modelling Ecosystems: A User-Centred Approach 337

filters and resolvers. Whereas the filters are used by the system to retrieve a
subset of relevant evidence, the resolvers are responsible for interpreting a set of
evidence to generate a result.

Some of the user-centred features that are available to end-users of the Per-
sonis UM Ecosystem include the ability to view and edit the contents of the
model, scrutinise the model, and set permissions for access to it by third-party
applications. The end-user is also able to export their user model and be notified
when applications attempt to access the model (e.g. to share and/or reuse con-
tent). A synchronisation module additionally provides the functionality for an
end-user to access their data anywhere and anytime (and regardless of cellular
and/or network coverage), and to also visually select which parts of their model
should be synchronised with the server. In addition to ‘manual’ synchronisation,
the model can also be ‘automatically’ synchronised by setting a synchronisation
time interval such as 1hr or 6hrs. This executes as part of a background service
on the client device. The synchronisation process essentially entails the client
and the server exchanging all evidence since a last agreed-upon synchronisation
time between those two devices. Since all evidence is time-stamped and contains
details on the source of origin, the task of synchronisation becomes a simple
comparison of evidence timestamps, and more advanced semantic interpretation
of the evidence is left to the filters and the resolvers.

As described earlier, most previous UM frameworks provided only a UM server
with which applications can communicate to retrieve user model information
from a central repository. With that approach there is a strong requirement for
constant and ongoing connectivity to the UM server, which cannot always be
guaranteed. This, combined with the increased reliance that end-users now have
on UM frameworks, is detrimental to the reliability afforded by ubiquitous and
mobile adaptive systems. Other work provides some focus on the replication of
a user model from a server onto a mobile device, e.g. [8], which is based on the
LDAP protocol, but with this approach the client-side model is always only a
derivation of the server-side model (i.e. controlled by the server).

The UM ecosystem described in this paper represents the natural evolution
of these earlier approaches. First, it extends on the benefits of the typical UM
server as stated in [7] in that by allowing the model to be maintained also on
the client-side, true ‘anywhere’ and ‘anytime’ access to the model is afforded
to end-users; furthermore, the exact same advantages provided to cloud-based
UM servers are as a result also afforded to the rich application ecosystems that
already exist in today’s mobile operating systems, including UM availability,
locality, and performance as described in [8]. Additionally, in comparison to the
model replication approach used in other work, the use of an entirely distinct
client-side UM service provides much increased flexibility that some end-users
do deem important to them, e.g. consider the partial synchronisation of a model
which, rather than being part of the server model that is replicated to the client,
it is the client-model that is only partially synchronised with the server; such
a feature would be particularly important in cases where an end user does not
have control over a cloud-based UM server.
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4 User-Centred Study into UM Design Requirements

In addition to the Personis UM Ecosystem being developed in accordance to end-
user requirements that were gathered from past studies and reviews like those
described above, the resulting UM ecosystem has also enabled research into
better understanding the real-world end-user requirements for such frameworks.
In particular, a study was conducted with 8 participants to determine which
features of UM ecosystems are important to them. The study is unique in that
its end-users interacted in a practical hands-on manner with the UM ecosystem
as a frontend component rather than as an invisible backend component, before
being asked to quantify the importance of different UM features.

The study had four parts: a background questionnaire; a 5-10 minute tuto-
rial on user modelling; a set of user tasks conducted as a think-aloud; and a
questionnaire about the importance of different UM features based on a 7-point
Likert scale (which in Table 1 has been collapsed into the values: disagree, neu-
tral, and agree). The participants (5 male and 3 female) ranged in age from 21
to 25 years (mean: 21.6 years), and all were students. Five of the 8 participants
were not familiar with the term ‘user modelling’/‘user models’; though all par-
ticipants listed at least one social networking site that they actively use, and all
participants were aware of their profile data being stored by such websites.

Table 1. Study results on the importance of different UM features to end-users

UM Framework Features Likert-scale Results
Accessibility: It is important to you that the user model can be used Agree=7;
anywhere, anytime, and on any device: Disagree=1; Neutral=0
Location: You would prefer your user model to be stored client-side Neutral=4;
(on the mobile device) rather than in the cloud (Internet): Disagree=3; Agree=1
Ownership: You would prefer to be the sole owner of your user model Agree=5;
rather than allowing access for other services to own your data as well: Neutral=3; Disagree=0
Scrutability: It is important that users be able to inspect their own Agree=7;
user model: Disagree=1; Neutral=0
User control: It is useful in the user’s perspective to create, edit, and Agree=5;
delete parts of the user model: Disagree=2; Neutral=1
Model reuse: Applications should be able to share information in the Agree=7;
user model between each other provided that the user has given per- Neutral=1; Disagree=0
mission to do so:
Life-long logging: It is okay that your user model will store infor- Agree=6;
mation on you for a long period of time: Disagree=1; Neutral=1
Application access logging: It is suitable that the user model will log Agree=6;
every time an application accesses your user model and the particular Neutral=2; Disagree=0
content that the applications were trying to access:
Portability: The idea of importing and exporting your user models to Agree=6;
another user modelling framework is useful: Disagree=1; Neutral=1

The tutorial component of the study was designed to provide participants
with knowledge of the concept of user modelling, including example situations
in which user models are commonly used. The tutorial also included the exper-
imenter demonstrating all of the UM functionalities (see Table 1) and allowed
time for the participants to ask questions and familiarise themselves with the
software. The tasks that the users were asked to complete related to the use of
a career organiser application, and the UM model browser and synchronisation
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module. In particular, users were asked to modify an existing resume contained
on a smartphone, and to then perform a (partial) synchronisation of the model
from the smartphone to the cloud and then from the cloud to a tablet device.
After having completed the tasks, the users quantified the importance of the UM
features, the results of which are outlined in Table 1.

The results show that users find it important to access their user models
pervasively; that some (but not all) users prefer to store their user models in the
cloud rather than locally; that users would like to have sole ownership over their
user models; that it is important that users be able to inspect their models and
understand the reasons why such information is in the model; that users want
full control over their user models; that users would like applications to use their
user model (provided that the user has granted permission for this); and that
users are okay with information on them being recorded for long periods of time.

5 Conclusions

As described above, this work makes two contributions. First, it introduces the
concept of a User Modelling Ecosystem to provide improved user modelling sup-
port to mobile-, desktop-, and web- applications; this is achieved by extending
the functionality of existing UM server approaches with that of a client-based ser-
vice and an accompanying synchronisation module. Second, this work highlights
the need for user-centred design of UM frameworks by drawing on the views of a
small sample of end-users (rather than developers) who provide greater insight
into the importance of different UM features.
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Abstract. This paper introduces the idea of adaptive score reports that can be 
used to provide educational stakeholders with a personalized experience aimed 
at facilitating student understanding and use of assessment information. These 
reports can also provide additional learning opportunities for users based on 
assessment results. An interactive score report for students is used to illustrate 
opportunities for adaptation.  

Keywords: Adaptive score reports, Open student models, Educational 
assessment, Adaptive learning environments. 

1 Introduction 

Educational assessment systems generate reports for teachers, students, parents, 
school administrators or policymakers. Research shows that many educators and ad-
ministrators have trouble understanding and making appropriate use of score reports 
[8]. Goodman and Hambleton [6] report that score reports usually include “too much” 
information and technical jargon which make the reports difficult to understand.  

Score reports can be designed and evaluated taking into account the goals, needs, 
and attitudes of the audience (e.g., [16]). For example, reports for administrators 
should respond to their need for aggregate level information (across classrooms, 
schools, or districts) that can be used to make comparisons across these aggregations 
and between their data and normative data. Teachers on the other hand, are interested 
in student- and class-level performance data. They want to use these data to inform 
their instructional strategies. Although this user-centered design approach yields good 
results, even members of a particular audience may differ in prior knowledge, skills, 
interests, and attitudes which may result in score report designs that do not meet the 
needs of particular audience members.  

Current efforts on exploring how to communicate standard error of measurement to 
teachers using various text and graphical representations showed that some teachers 
may have various misconceptions that interfere with their understanding of measure-
ment error and its implications for making appropriate inferences of score report  
information [19]. These findings suggest that additional information based on mis-
conceptions can facilitate teacher understanding of score report information.  

Researchers in the area of open student models have used a variety of external repre-
sentations to share student model information, maintained by intelligent tutoring systems, 
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with teachers, students, and sometimes parents. These representations usually include 
task- and skill-level information. Some of the representations that have been used  
include: a hierarchy of topics augmented with student mastery information [10], text 
descriptions of student performance [4],  graphical or tabular representations of the stu-
dents’ strengths and weaknesses [3], Skillometers [1], conceptual graphs [5], Prolog 
clauses [12], Bayesian networks [17], graphical representations of assessment arguments 
accompanied by supporting evidence [14,18] and interactive visualization tools for ana-
lyzing group performance data [11]. This research has found positive effects on student 
reflection [2, 17], knowledge awareness [4]; and student learning [7].  

Open student models give students control over the adaptation process. However, 
these systems can also be adaptive and/or adapted to the user needs, knowledge, and 
goals. For example, Zapata-Rivera & Greer [17] describe how various guidance me-
chanisms were used to support student interaction with open student models. These 
supporting mechanisms yielded different levels of student reflection. 

As reporting applications become widely used by a wider audience for different 
purposes, their complexity increases, as well as the chances for misunderstanding and 
misuse. Thus, personalizing human interaction with these types of tools becomes a 
good alternative for dealing with these issues [13]. 

This paper makes the case for adaptive score report applications and describes a 
use case for adaptive reports based on an interactive score report for students. 

2 The Case for Adaptive Score Reports 

Score reports are no longer static documents. Score reports are interactive applica-
tions that support user interaction with Web-based educational systems. Users have 
different needs, prior knowledge, and interests. User interaction with these systems 
may be enhanced by making them adaptive. Adaptive score reports can use informa-
tion about individual users to adapt interface components and provide additional  
support to help users understand and make good use of score report information. 
Hullman, Rhodes, Rodriguez, & Shah [9] suggest that possible dimensions for adapt-
ing score reports include: education level, needs for cognition, goals, perceived  
importance, and self-efficacy.   

Implementing adaptive score report applications requires maintaining and keeping 
track of users’ knowledge, goals, and interests, and using this information to adapt 
user interaction with the system. Some system components that can be made adaptive 
include: (a) navigation (e.g., maintaining a list of relevant links or questions/answers 
based on user interests); (b) external representations (e.g., providing annotations and 
different types of representations based on user prior knowledge and familiarity with 
particular concepts); (c) explanations and feedback (e.g., definitions, examples based 
on prior knowledge, current task, and goals) and (d) suggestions (e.g., recommenda-
tions for related relevant information based on current task and goals). 

By implementing adaptive score report applications, it is expected that individuals 
will experience a more enjoyable and efficient interaction with online reporting  
systems. In addition, these adaptive systems may help minimize misuse and misinter-
pretation of score reports. 
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The next section presents a use case for adaptive score reports based on an existing 
interactive score report for students. 

3 An Interactive Score Report for Students 

Score reports should provide useful information for teachers, students, and parents to 
guide student learning. However, in some cases score report information may not be 
clearly communicated or may arrive too late to be useful in guiding instruction  
(e.g., reports that are only available at the end of the academic year). Assessment 
results from periodic assessments, formative activities, or online learning and assess-
ment tools are available on time for teachers, students, and parents to guide  
instruction.  

In order for reports to be useful, students need to be engaged in exploring the  
information included in the score reports and using it in appropriate ways. An interac-
tive score report for middle school students aimed at supporting student engagement 
by including game-like elements has been designed and evaluated [15]. This interac-
tive student score report implements a guided-instructional activity that involves  
collecting coins by correctly answering questions about the content of the report. A 
virtual character guides the students through the score report and provides feedback 
on their answers (see Figure 1). After they have explored all of the sections of the 
score report, students write about their performance and propose an action plan.   

The report covers the following sections: student identification, purpose and use in-
formation (Section 1), overall results (e.g., How you did on all the math tests; Section 
2), task-level performance and highlights (e.g., What you did on particular tasks and 
highlights across tasks; Section 3), and summary and recommendations (e.g., What 
you did and what you need to do to get the next performance level; Section 4). 

Our preliminary data (results of a usability study with 11 middle-school students) 
show that students find the interactive score report useful and easy to understand. 
Students (nine out of 11) liked answering the questions about the different areas of the 
score report and eight out of 11 liked being able to write about what to do to improve 
their performance. Students (nine out of 11) said that they felt that this activity helped 
them to learn about the different sections of a score report, and eight out of 11 stu-
dents felt that the embedded questions helped them to understand the score report. 
Students had mixed feelings about the dog character that was used to provide feed-
back. Seven out of 11 students said that they liked the way the dog looked. Two of the 
students who did not like the dog said that they felt it was more appropriate for 
younger students. Based on this finding, future versions of the score report might 
show students several possible characters and let them choose which one they would 
like to see in the report. Even though several students did not like the way the dog 
looked, all of them thought the feedback that it gave was helpful [15]. 
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Fig. 1. A virtual dog provides immediate feedback 

3.1 Adaptive Features 

Several adaptive features that can be implemented in this score reporting application 
include: 

• Adaptive graphical and text representations. Different types of graphical representa-
tions can be used to convey assessment information to students. These representations 
can involve various types of annotations based on students’ prior knowledge and  
familiarity with particular representations.  

• Adaptive questions. Students can be provided with questions that are relevant to 
their own performance (e.g., questions that focused on understanding their weak-
nesses and strengths). The difficulty of questions can be selected to match the stu-
dent’s knowledge level. The number of points given to students for correct answers 
can be made proportional to the difficulty level of the question. Feedback and  
examples may be available for students to learn while interacting with the system. 

• Adaptive feedback. Feedback and opportunities for students to learn and practice 
particular concepts can be made available based on the information in the report 
and students’ performance on additional questions. Feedback may fade out as stu-
dents demonstrate mastery of relevant concepts. The character could also exhibit 
various emotions that may be triggered based on students’ knowledge and perfor-
mance on particular questions. 

• Adaptive suggestions. Recommendations for additional learning activities can be 
provided to students based on their knowledge and interests. In addition, teachers 
can provide a list of activities to be recommended to students that seem to have 
particular misconceptions. 
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Score reports should not only communicate assessment information to particular au-
diences effectively, but they also have the potential to foster communication among 
teachers, students, and parents. Adaptive score reports can help bridge several com-
ponents of a comprehensive assessment and learning system (e.g., summative results, 
formative activities, online tutoring systems, and professional development). 

4 Future Work 

This line of research opens up several areas for future work, including designing and 
evaluating adaptive score reports for various audiences. Some examples include re-
ports that adapt to teacher characteristics and can be used to suggest opportunities for 
professional development and reports that adapt their interaction to parents’ prior 
knowledge and language characteristics.  

Adaptive reports can also support communication among teachers, students, and 
parents. These reports may help parents play a more active role in students’ learning. 
Teachers may also benefit from clearly communicating student assessment informa-
tion with parents.  

Future work also involves evaluating these adaptive reports in terms of user com-
prehension of assessment information, use, learning support, and user preference. 
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Abstract. Matrix factorization is a general technique that can extract
latent factors from data. Recent studies applied matrix factorization to
the problem of establishing which skills are required by question items,
and for assessing student skills mastery from student performance data.
A number of generic algorithms, such as Non-negative Matrix Factoriza-
tion and Tensor factorization, are used in these studies to perform the
factorization, but few have looked at optimizing these algorithms to the
specific characteristics of student performance data. In this thesis, we
explore how one such characteristic can lead to better factorization: the
fact that items are learnt in a constrained order and allow such inferences
as if a difficult item is succeeded, an easier one should also be succeeded.
In particular, we want to address this question: can a partial order knowl-
edge structure (POKS) be used to guide matrix factorization algorithms
and lead to faster or better solutions to latent skills modelling?

1 Introduction

Matrix factorization decomposes a matrix into two or more matrices and it
can be used to extract latent factors in some data. This technique plays an
important role in different fields such, bioinformatics, recommender systems,
and vision, to name but a few. It has achieved great results in each of these
fields. For skills assessment, Nguyen et al. [11] have shown that the approach can
lead to prediction accuracies comparable and even better than well established
techniques such as Bayesian Knowledge Tracing [2]. Matrix factorization can also
lead to better means for mapping which skills can explain the success to specific
items. For example, in [3], we recently showed that it is possible to derive a
conjunctive Q-matrix from synthetic test data with NMF and in [1] we introduce
some techniques to derive the number of skills. These recent studies lead us to
believe that matrix factorization techniques can yield substantial advances to
the domain of skills modelling and assessment.

One avenue to improve over current matrix factorization models is to adapt
existing algorithms to the specific nature of the domain data. In particular,
student performance data is known to be constrained by prerequisite relations
among skills or knowledge items [8,7]. This constraint can substantially reduce
the space of factorization, both for the purpose of assessing student skills and
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for mapping items to skills. The objective of this thesis is to explore how one
type of constraints, known as Partial Order Knowledge Structures (POKS), can
lead to better factorization techniques for the purposes mentioned.

First, we review the studies that applied factorization techniques in skills
modelling.

1.1 Q-Matrix and Matrix Factorization

Matrix factorization is a method to decompose a matrix into two or more ma-
trices. SVD and Non-negative Matrix Factorization (NMF) are well known ex-
amples of such methods. We focus our proposal on means to improve the NMF
method.

Assume V is a matrix containing student test results of n items and m stu-
dents, where a failure is 0 and a success is 1. Factorizing this matrix into two
matrices W and H:

V ≈ W ×H (1)

leads to a model where W is an m × k Q-matrix [10] that maps m items to
k skills, and H is a skills mastery matrix, which indicates the mastery of the
k skills by each of the n students. The fewer the number of skills is, the more
compact the model is, but, in general, the lower is the accuracy of the matrix
derived by the product W ×H compared to the original matrix.

1.2 Constraints on the Factorization

Skills will increase the chances of success to items and they never decrease them.
Therefore, they should have positive values and this is a first obvious constraint
on the factorization. Non-negative Matrix Factorization (NMF) is a well known
matrix factorization technique that takes this constraint into account by penal-
izing negative values in the objective function of the factorization algorithm [9].

As mentioned above, skills are often learnt in a given order. Children learn
addition, then subtraction, then multiplication, and so on. This is reflected in
the results matrix V by closure constraints. Defining a student knowledge state
as a subset of all items (i.e. a column vector in V), then the space of valid
knowledge states is closed under union and intersection according to the the-
ory of Knowledge spaces [6]. In our study, we will relax this constraint to a
closure under union, meaning that the union of any two individual knowledge
states is also a valid knowledge state. This means that the constraints can be
expressed as a partial order of implications among items [4], termed a Partial
Order Knowledge Structure (POKS). A few algorithms have been defined to de-
rive such structures from the data in V [4,5] and the general idea of the thesis
is to use this information to guide factorization algorithms.

1.3 Factorization Algorithm

Many algorithms for matrix factorization search the space of solutions to equa-
tion (1) by gradient descent. These algorithms can be interpreted as rescaled
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gradient descent, where the rescaling factor is optimally chosen to ensure con-
vergence. Most of factorization algorithms operate iteratively in order to find
the optimal factors. In each iteration of these algorithms, the new value of W
or H (for NMF) is found by multiplying the current value by some factor that
depends on the quality of the approximation in Eq. (1). It was proved that re-
peated iteration of the update rules is guaranteed to converge to a locally optimal
factorization [9].

Changes to the factorization solution and to the search algorithm can be
obtained by modifications to the update rule. This is where we can integrate
information from the partial order into the search algorithm.

2 Problem Specification

2.1 Hypothesis

Can Partial Order Knowledge Structures improve the Matrix Factorization and
Tensor Factorization? We hypothesize that the more a domain is constrained to
follow a partial order, the smaller is the space of valid solutions. This will lead
to finding better solutions and make the search algorithms more efficient.

2.2 POKS Constraints on the Matrices V, W, and H

Violation of a partial order can be easily detected in matrix V: if an order Ii ≺ Ij
is defined, meaning that Ii is always learnt before Ij , then we have a violation
of this order if and only if Ij is 1 and Ii is 0 in a student column vector (test
result). The number of violations indicates the extent to which the data conforms
to POKS. A measure will need to be defined for that purpose.

A partial order over items also imposes constraints on W, the matrix that
represents Q-matrix. Using the same example Ii ≺ Ij , if item Ii is linked to a
skill Sk, then this skill must also be linked to item Ij . We therefore expect to
find a closure under the union operator in the skills column vectors of matrix
W that is consistent with the closure we have for the student knowledge state
vectors in matrix V.

As mentioned above, once we have confirmed these constraints and that we
can measure their strength, methods to use them for optimizing the matrix
factorization algorithm will be developed for the NMF approach.

2.3 Validation

The new algorithms are to be compared over the quality of theW andHmatrices
derived from V, and by the efficiency of the search algorithm.

There are two kinds of validation for this purpose.

- Validation with synthetic data.
The first validation process is to validate with synthetic data using knownW
and H matrices. There are a number of variants to validate the approach.
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We could generate a simulated V matrix from the product of the prede-
fined matrices W ×H and add slip and guess factors as in [3]. Or we could
use a Bayesian network by defining a conditional probability table that is
consistent with a given POKS and Q-matrix.
Once the simulated data is generated and an algorithm that uses constraints
from partial ordering is defined, we can derive the Q-matrix and skills ma-
trices and compare the factorization W×H with the original matrices. The
hope is that the new algorithm will yield better Q-matrices and skills ma-
trices than the ones derived from standard NMF algorithms.

- Validation with real data.
Besides synthetic data, we should use real data to validate the approach. For
such data, we cannot directly compare the Q-matrices and skills matrices
since the “real” ones are unknown. However, the measure of quality can be
the comparison of the product W ×H for the factorized matrices with the
observed data.

3 Conclusion

The goal of this thesis is to develop algorithms to improve matrix factorization for
skills modeling and assessment. To do so, we will change the objective function
of NMF algorithms according to the partial order constraints that are derived
from POKS. If the algorithm does not conform to the partial order constraints,
some form of penalty should be applied to the objective function in order to
guide the factorization towards a solution compatible with the POKS derived
from the same data.

For the evaluation of our work, we should compare the results from normal
MF with the aforementioned algorithm both on simulated data and real data to
see if we can get any better performance in matrix factorization process.

Matrix factorization is an important technique in different fields of studies
and the improvement we are looking for can hopefully be reached by applying
partial ordering. In conclusion, we can claim that applying partial ordering into
factorization techniques can reduce the result domain in which eventually it can
have two potential benefits: a better and faster algorithm that is also compatible
with partial ordering.

If the partial order constraints can successfully guide the factorization, the
impact should span different fields in addition to skills modeling, namely any
domain for which the data follows a partial order structure. In fact, any domain
that is subject to a causal structure among observations should contain some
form of partial order relations.
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Abstract. Current Game-based Learning (GBL) applications often lack
features that have been commonplace in conventional e-learning. One of
these is the ability to provide players with a personalised experience. The
author’s dissertation aims at further establishing adaptivity in GBL as
a practical feature through three contributions: An adaptive educational
game that fulfills key demands for GBL; an architecture that adapts
at runtime according to authored references; and a controlled trial to
evaluate effects of adaptivity in a statistically sound way.

1 Research Topic: Adaptivity in Game-Based Learning

Digital educational games have been an academic research topic since the early
1980s. But only recently, following an increasing popularity as well as prevalence
of computer games as a leisure time activity, so called “serious games” have more
widely been accepted as one learning medium among others.

As a result, current Game-based Learning (GBL) applications, while generally
providing a more motivating and appealing learning experience [1], often lack
features that have been commonplace in conventional e-learning products. One
of these is the ability to provide the player with a personalised experience.

It is well understood that non-adapting e-learing tools are less effective in
their educational outcome. [2][3] Personalisation, adapivity and reusability are
key demands for modern e-learning systems. [4] The author’s dissertation intends
to help turning adaptivity in Game-based Learning from a “longer-term research
vision” [3] into a practical feature.

2 Proposed Contributions

2.1 A Sound Educational Game

Demands. Over the course of the research, an educational game is being de-
veloped that shall fulfill two key demands for GBL:

– Bringing playing and learning together in a meaningful way. A lot of educa-
tional games commercially available fail in this respect, mainly because of
the lack of an agreed-upon model how to achieve this fusion. [5] The game
to be made will approach this by focussing on simulation aspects, abstaining
from text-based learning screens and using stealth assessment techniques. [6]
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– Using game mechanics for learning purposes. While this may seem a trivial
demand, a lot of commercial games decouple the learning process from actual
gameplay. [7] Tan et al. have isolated components that utilise game features
for learning purposes in [8]. Topic, learning outcome and game mechanics of
the game to be made will be adjusted to satisfy this design goal.

Synopsis. The educational game aims at training project management skills,
especially parallelising tasks, managing resource constraints and handling break-
ages and delays.

The game consists of a series of scenarios where the player commands a set of
agents that are able to fulfill tasks. In order to succeed in a scenario, the player
has to make the agents complete a given project within given boundaries of time
and budget.

Constraints. The constraints for this contribution are the shortage of resources
in terms of time, personnel and content production. An academic product, es-
pecially when done as part of doctoral research, can provide a well-engineered
technical solution, but will inevitably fall behind commercial products regarding
the quality of design, content, and testing.

2.2 Adaptivity

In e-learning, there is a number of commonly used techniques to achieve adap-
tivity: Pre-learning Assessment [9], Assembly On-demand [4] and Monitoring [2].
From these three, the latter is most suitable for the proposed game. Contrary to
the former two, the learner can actively participate in the running adaptation
process. In addition, the adaptation does not call attention to itself, thus not
interrupting the learning process.

The game is planned to adapt to two types of players:

– Underperformers who critically lag behind or do not complete the project
goals. Here the game will use the technique of an in-game tutor who assists
these players, effectively rendering it an Intelligent Tutoring System (ITS).
These are well described in the research literature. [10]

– Overperformers who excel in performing the tasks associated with a project.
These will experience increasing obstacles that delay the completion of a
project and require re-planning. Following an adaptive testing approach, dif-
ficulty for these players will increase until it matches their abilities. As op-
posed to conventional game design which consists of a progression of levels
of increasing difficulty, as the adaptation will happen in real-time.

There are sophisticated models for adaptive ITS. [10] They however are tailored
for e-learning systems with a comparatively low interaction frequency. The key
contribution of this part of the thesis will be an adaptation of these models to
the high-resolution systems that current games represent.
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Charles et al. published a potential framework for adaptive game systems
in [11]. It is the author’s belief that for educational games, this framework has
to be extended by an authored performance reference as well as an adaption
threshold. This is necessary because fundamental pedagogical design decisions
should be made by a human author. The two cases of adaptation presented above
are a consequence of this design, as they represent a positive or negative deviation
from the reference, respectively. A flowchart of a framework for adaptive GBL
is given in figure 1.

Fig. 1. A flowchart of the framework for adaptive Game-based Learning applications
to be implemented

The game to be made will implement this architecture and thus provide a
proof of concept. To learn about the feasibility of the architecture itself, further
implementations and studies are needed.

2.3 Trial

Not all research projects that propose an adaptive architecture implement a
prototype. If they do, its evaluation often uses few test cases, leading to a ques-
tionable validity of the results. [12] With adaptive GBL still being a novel topic
in adaptive systems research, this problem is even more prevalent.1

The author’s thesis will verify the implemented architecture by using the
method of a controlled trial. After pre-testing to adjust for playing and project
management experience, subjects will be assigned randomly to one of three
groups: Group I is planned to go through several levels of the game with adap-
tivity enabled, and then play a final test level. Group II as a control group is
planned to play a series of levels with adaptivity disabled, and then also play the
final test level. Group III is planned to play only the test level without any prior
training to provide control against a training effect. The number of subjects per
group is planned to be n = 50 to reach statistically meaningful results.

1 See for example chapter 6.6 in [1].
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3 Status and Remaining Work

– An architecture has been devised, as shown in figure 1. Still lacking is a self-
evaluating component that measures the effect of adaptivity at runtime. [11]

– The proposed game has been implemented up to the point of underper-
former adaptivity. Overperformer adaptivity is still work in progress. Two
sub-projects have spawned so far: Fabula, an open source game engine for
research purposes [13], and StepSim, a step-based simulation framework2.

– A measured variable to base the adaptation on has been identified: a vector
of percentages of completness for project milestones over time.

– The actual trial and its evaluation remain to be done. The trial will be
carried out using students of business economics, media and education man-
agement and computer science from three universities.

4 Research Questions

Questions that the author would like to receive advice on are:

– Is adaptation to under- and overperformers in the same game using the same
measurement variable (milestone progress over time) a valid approach, or are
these rather two distinct categories that should be measured differently?

– The trial assumes a possible training effect that is enhanced by adaptation,
and aims at quantifying it using a test level (see 2.3). There is a number
of alternatives to that, e.g. measuring variables related to motivation, time
to completion, voluntary repeated playing, and their respective changes over
time. How can the effect of adaptivity on learning be measured effectively?
What is a sound null hypothesis for the evaluation of adaptive GBL?
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Abstract. This paper aims to present our generic model for user assistance. The 
approach we propose allows a designer to describe the assistance requested for 
an application using a common formalism; this description is then used by a 
generic assistant. A set of epiphyte assistants is then involved to perform 
assistance actions specified in the assistance description made by the designer. 
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1 Introduction 

Over the years, computer applications have become more and more complex. Facing 
the numerous functionalities offered by these applications and their often dense 
interfaces, a novice user may become confused and give up using them despite the 
rich possibilities they offer. Otherwise, some users may under-exploit these 
applications, thus limiting their interest and richness. To overcome this difficulty of 
handling and use, there are two main ways of working: improving the usability, and 
assisting the user. First, the establishment of a good ergonomics in an application can 
increase significantly its usability. For this reason, the quality of ergonomics should 
be a major concern of application designers. However, this does not resolve all the 
problems encountered by users. For this reason, assuming that the ergonomics 
problem can be solved, this PhD thesis is focused towards user assistance. 

User assistance, also named help, encompasses everything that can allow users to 
avoid under-exploit an application, or turn to another user, more expert, to help them 
overcome their difficulties. It is intended for all users (novice, occasional, standards or 
expert), addressing both first use and everyday use. The development of an assistance 
system for an application is a complex but important work. However, developers often 
neglect it to concentrate on the development the application’s functionalities.   

The main issue of our thesis is to allow designers to create more efficiently an 
assistance system suited to a given application and fully customizable according to 
user models. Our aim is to define generic models to describe assistants and 
applications’ expected assistance. We will use an existing generic model to describe 
users. It will then be possible to define a broker that will use such descriptions to 
trigger the appropriate assistant for a given application. The description of the 
application will help the broker in providing context-sensitive assistance. The user 
model will make it possible to personalize this assistance according to the user’ 
knowledge, abilities, preferences, goals, experiences… 
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2 User Assistance 

Typology of User Assistance. For the first step of this thesis, we proposed a typology 
of user assistance, which presents the user needs (whether novice, occasional or 
expert standards), and compares the different techniques and approaches of assistance 
that can meet these needs. Assistance needs of users are varied (discovery 
functionality, guiding, improving practice...). Furthermore, these needs vary 
depending on the application, its complexity and richness, as well as users, their 
objectives and their experience of the application. Techniques to meet some 
assistance needs can be as simple as posting messages, or more elaborate, as the use 
of patterns or models. Assistance approaches implement different techniques, it may 
be, for example, systems consultants, tutorials or Context help [Erreur ! Source du 
renvoi introuvable.]. 

Assistance Model. In order to propose a generic model of user assistance, we are 
interested in assistance models, and more particularly in generic models, independent 
from the application where they will be implemented. The generic model of advisor 
system proposed by [1] allows to designe advisor systems that can be grafted onto an 
existing application. This approach has been implemented in the Epitalk system, which 
allows the designer to define, for a given application, a suitable assistance using the 
advisor system. However, the applications have to be implemented in Smalltalk, and 
the use of Epitalk requires a good knowledge of Smalltalk and multi-agent 
programming, which greatly limits its scope.The generic assistance model proposed by 
[2] aims at actors of distance learning. It consists of a model of the task, a model of the 
user and the group, and a set of assistance interventions. Assistance interventions can 
meet the needs of users; it is associated with a set of metadata (user name, goal ...) and 
a set of rules of the form "If Condition, Then Action". To be reused in the context of 
our work, the set of proposed actions (change the interface, display messages, change 
the user model ...) must be enriched to meet the diverse needs of users. 

User Model. To allow the personalization of the assistance, we must have 
information about the users. This information may include knowledge (such as a skill 
level in using the application), their abilities and possible disabilities (such as a 
hearing or view rate), and their preferences (such as the mode of assistance they 
prefer). All this information can be collected, deduced or provided directly by the 
users themselves. It constitutes a user model. To exploit this information about a user, 
it is necessary that they be expressed in the same formalism. We chose to use the 
profile modeling language PMDLe [3; 4]. It allows to describe the structure of our 
user model, i.e. the way data are organized in the model, and the data itself. In 
PMDLe, the structure may be common to several users, for example to all users of an 
application, while the data is specific to each user.  PMDLe is already implemented in 
an environment able to manage (create, populate and edit) user models [4]. 

Personalization of the Assistance. To obtain assistance that is effective and accepted 
by the user, it can be useful to personalize it to suit the context and specificities of the 
user. Thus, we will not offer the same assistance to a novice user and an expert user, 
and the proposed assistance will be different for a basic or advanced functionality of 
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the application. An approach to take into account the specificities of users 
(knowledge, skills, preferences...) consists in defining constraints on the user model. 
The profile modeling language PMDLe is associated with a model of constraints on 
profiles cPMDLe [5]. Currently, cPMDLe is implemented for customizing learning 
activities [6; 5]. Used in another context, cPMDLe can be used to personalize any kind 
of application using PMDLe for describing user models. For example cPMDLe allows 
to select users having a knowledge level "novice" for the application, or those whose 
hearing is between 60% and 80%.  

Epiphyte Systems. An epiphyte system is a system that is grafted on another system 
without interfering with its operation [1]. An assistant system can be grafted to an 
application, to provide assistance to the users of this application. Several existing 
systems provide epiphyte assistance [7]. However, these advisor systems are not 
generic; they can only be applied to their intended applications. However, some 
studies propose assistance both epiphytic and generic, like the Microsoft companions 
[8] and the animated conversational agents of WebLéa [9] and Cantoche [10]. 

3 Our Approach of Assistance to User 

In this section, we present our generic model of user assistance. The principle of our 
approach is to allow in a first step a designer to describe the assistance requested for a 
given application, and in a second step to provide that assistance, as specified by that 
description, but also personalized to each user. Our approach involves a set of epiphytes 
assistants (cf. Ⓐ Fig. 1), such as advisor systems or conversational agents. Thereafter, 
new assistants may be added to this set. To enable the use of these epiphytes assistants, 
they must be described using a common formalism, an assistant description language (cf. 
Ⓑ Fig. 1). This description will later allow our generic assistant to drive these assistants 
and to graft them onto the target application. This description is made only once by an 
expert each time a new assistant is added to the system. 

 

Fig. 1. Generic assistant model 
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To set up assistance for a given application, the designer should describe the 

requested assistance, using a common assistance description language, cf. Ⓒ Fig. 1. 
Let’s take the example of an application with an integrated advisor system and to 
which a designer wants to add a more complete assistance system, combining several 
assistance techniques and able to provide each user with personalized assistance. In 
the description of the requested assistance, the designer can specify for example that a 
tutorial and a conversational agent must be added to the application. It may also 
specify that the tutorial is recommended for novice users and available upon request 
to other users. The choice of the avatar of the conversational agent may depend on the 
user's preferences. Regarding the advisor system already integrated in the application, 
the designer can personalize it by specifying for example that the advisor system will 
frequently intervene to give simple advices on the overall functioning of the 
application for novice users, while it will intervene less often with expert users, but 
with an emphasis on very specific advices related to the current task. 

The description of the assistance for an application specifies on one hand the 
assistance techniques that the designer wishes to implement (in addition to any 
assistance techniques previously integrated to the application) and on the other hand 
the personalization required for the assistance. To that end, the designer creates 
assistance rules of the forum "If Condition, then Action". In the specification of 
conditions, the designer can combine conditions on the user model (such as "If the 
user is a novice" or "If the user is blind"), with conditions on the context (such as "If 
the user has completed Stage X" or "If the user has clicked button Y"). In actions, the 
designer specifies which assistant will perform the action: so this action must respect 
the assistant description i.e., be a possible action of this particular assistant. For 
example, if the assistant is a conversational agent whose description states that an 
action must contain a message and a set of animations (from a list of possible 
animations), then a possible action could be {message = "Now you can proceed to the 
next step", animation = "point the finger at the button Next", animation = "smile"}. 

Once the assistance designer of an application has specified the description of the 
requested assistance, our generic assistant will assist each user accordingly. For this 
purpose, the generic assistant uses together the description of each assistant, the 
description of the requested assistance, and the user model to control epiphyte 
assistants when their action is required, but also to personalize any assistance system 
already integrated into the application as long as it is described using the common 
assistant description language. 

4 Conclusion and Perspectives 

With the increasing complexity of applications, a need to assist users of such 
applications has emerged, because of the wide possibilities they offer. 

We presented our generic model for user assistance. This model relies on three 
description languages, used for describing the available assistants, the assistance 
requested for the application, and the user model. Then, these descriptions will be 
used by a generic assistant that will provide the required assistance to each user of the 
application, in a fully personalized manner according to the designer's choices. For 
that purpose, the generic assistant can appeal to different epiphyte assistants. We are 
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now defining the formalisms for the description of assistance and for the description 
of epiphyte assistants. We will then implement these two formalisms in an editor 
aimed at designers. This editor must enable designers to express their choices but they 
must also be easy to use and help the designers in their task. We will finally 
implement a generic assistant, able to provide personalized assistance to user of any 
application, using the assistance description of this application. We also plan to 
experiment our propositions, by providing assistance to users of different 
applications. We will make sure that the editor we provide for designers allows them 
to express their choices without being too complicated. We will also make sure that 
the assistance provided to end-users of these applications is a real asset for them. 
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1 Research Problems

Recommender systems (RSs) are heavily used in e-commerce to provide users
with high quality, personalized recommendations from a large number of choices.
Collaborative filtering (CF) is a widely used technique to generate recommen-
dations [1]. The main research problems we desire to address are the two severe
issues that original CF inherently suffers from:

– Data sparsity arises from the phenomenon that users in general rate only a
limited number of items;

– Cold start refers to the difficulty in bootstrapping the RSs for new users or
new items.

The principle of CF is to aggregate the ratings of like-minded users. However,
the reported matrix of user-item ratings is usually very sparse (up to 99%) due
to users’ lack of knowledge or incentives to rate items. In addition, for the new
users or new items, in general, they report or receive only a few or no ratings.
Both issues will prevent the CF from providing effective recommendations, be-
cause users’ preference is hard to extract. Although many algorithms have been
proposed to date, these issues have not been well-addressed yet.

2 Progress to Date

Due to the popularity of social networks such as Facebook, more and more
researchers turn to incorporate the social relationships (e.g. trust1) of users to
help complement users’ preference in addition to item ratings. However, trust
has not been well utilized so far since the improved performance of trust-based
approaches is marginal. Therefore, we would like to propose a new method that
incorporates trust with CF to achieve better performance.

On the other hand, with the advent of virtual worlds such as Second Life,
e-commerce in virtual reality (VR) is believed to have a promising future. Since
the VR accommodates richer item (product) related information than the tra-
ditional online environment, a few works (e.g. [5]) attempt to apply traditional

1 Trust reflects the extent to which users’ opinions are valuable in decision makings.
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recommendation methods based on the additional information. However, none
of them makes good use of the features of VR, such as that users can effectively
interact with 3D virtual products and human beings. We believe that VR is
more likely and meaningful to be a medium that embraces users’ pro-active in-
teractions rather than a mere information source of products. Thus we propose
a way to take advantage of these features to enrich the user-item matrix itself.

2.1 Incorporating Trust with Collaborative Filtering

To begin with, we seek a trust-based solution to the concerned issues of CF.
Trust relationships of users are often employed in order to correlate more po-
tential raters for the active users who require recommendations, in addition to
users’ ratings on items. The active user can report his evaluations of trustwor-
thiness towards other users, and each trusted user (neighbor) can also have their
own trusted neighbors. Hence a web of trust (WOT) can be constructed. It
is reported that trust is positively correlated with similarity [6]. Trust-aware
recommender systems [4] attract researchers’ attention because trust is able to
propagate through the WOT. However, trust propagation is time-consuming and
the best length of propagation can only be determined empirically.

Motivated by the previous usage of trust, we propose a simple but effective
method to utilize trust to find more similar users whose ratings can be aggre-
gated to generate recommendations [2]. More specifically, the ratings of trusted
neighbors will be merged to represent the preference of the active user. Note
that the active user is also regarded as a trusted neighbor of himself. Formally,
the weighted average of trusted neighbors’ ratings on a certain item i will be
calculated as follows, used as the new rating for the active user u on this item.

r̃u,i =

∑
v∈TNu

tu,vrv,i∑
v∈TNu

tu,v
(1)

where r̃u,i is the merged rating, tu,v is the trust user u has toward user v, and
TNu denotes the set of u’s trusted neighbors (including himself).

After that, similar users will be probed using the newly formed rating profile
of the active user, and traditional CF is applied to generate recommendations. At
the present, only explicit trust information specified by the users themselves is
made use of because explicit trust is more reliable than implicit trust in general.

Our method is demonstrated to be effective using three real-life datasets. The
results show that our method achieves the best performance in terms of both
accuracy and coverage comparing with other benchmarks, especially in the case
of cold-start users where the greatest improvement in performance is reached.
We also analyze that theoretically, our method is able to function well even in
two extreme cases: 1) users have only specified trusted neighbors but not rated
any items; and 2) users have only rated items but not identified any trusted
neighbors. It will fail to work if and only if both trust and rating information
are out of reach. In that case, information other than trust or item ratings is
required to model user preference. Furthermore, trust propagation does not pro-
vide significant benefits and hence is not necessary for our method, considering
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the cost and issues it brings. Overall, the data sparsity and cold start problems
are largely alleviated.

2.2 Recommender Systems in Virtual Reality

At present we turn to the emerging VR environment in which even richer infor-
mation is available compared to 2D online environments. For example, the actual
products can be represented in the 3D models which enable users to interact with
the virtual products, such as viewing from different angles, zooming in and out,
touching the surface, customizing the components and even trying them on. It
has been reported that the virtual product experience can help users judge the
product value and make a better decision prior to purchase [3]. Other features
such as the sense of presence, can also enhance user’s evaluation of products.

Inspired by those features, we define two new concepts called virtual rating and
physical rating. The former refers to the rating that is reported during or after
users’ interaction with 3D virtual products prior to purchase whereas the latter
corresponds to the rating that is given after users’ purchase and experience the
actual products. Hence, virtual ratings are the outcomes of product evaluations
according to users’ virtual product experience. Inversely, physical ratings are the
evaluative outcomes of products in the light of real product experience, which
in fact are the user-item ratings in traditional RSs. We propose a new RS that
makes use of both virtual and physical ratings for recommendations.

For virtual ratings, there could be two approaches for the proposed RS to
collect data: manual and automatic. Firstly, the system could provide a user in-
terface to accept users’ manual inputs of ratings. Our ongoing research is mainly
focused on this approach. Secondly, the system could automatically gather users’
ratings according to their emotional responses. More specifically, the positive
emotions are captured in the form of electroencephalogram (EEG) signals while
users are interacting with 3D virtual products prior to purchase, with the help
of a real-time convenient wireless EEG headset. The virtual ratings are then
calculated from the averaged relative power of the collected EEG signals.

Recommender systems can benefit from introducing virtual ratings in at least
two aspects. Firstly, the data sparsity is reduced because more user-item ratings
(virtual and physical) are available. Users can form concrete opinions towards
the products they interact with in VR, though they may not have the intention
to purchase, which may depend on many other factors in addition to product
value, such as consumption need or goal, income or salary, time constraints and
so on. Users may interact with lots of products, but only purchase a small por-
tion of them, e.g., users may experience different alternatives before choosing
one of them. In most cases, users are not willing to express their opinions about
the purchased products unless they are well motivated by good incentive mecha-
nisms. In a word, physical ratings occupy only a small proportion of all products
whereas virtual ratings may cover a wider range. The proposed RS will have a
sound rating richness and reduce its reliance on incentive mechanisms.

Secondly, the cold start problem is largely alleviated. For users who have vir-
tual and/or physical ratings, their preference can be extracted based on which
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similar users can be found and recommendations can be generated. Since the
preference is more complete, the recommendations generated will be more accu-
rate. Similarly, for the new products, as long as there are some virtual ratings (no
need to be purchased) available, they are made possible for recommendations.

3 Future Research

For our trust-based recommender systems, majority strategy is another way
to merge the ratings of trusted neighbors, which works well if the ratings are
diverse. Thus we would like to investigate how the majority strategy can possibly
improve our previous method, especially when the item receives many ratings.

The main future work is to design an effective CF that incorporates both
virtual and physical ratings to make better recommendations. Basically, virtual
ratings can be utilized at least two ways: 1) separately to form another user-
item rating matrix to generate recommendations; or 2) transformed into physical
ratings somehow and integrated into the original user-item rating matrix to fill in
the missing values. In order to determine the best way to utilize virtual ratings,
we need to understand them more deeply. In principle, there are two fundamental
research concerns. The first is the method that users use to evaluate product
values in VR and the factors that are taken into considerations. The other is the
connections and distinctions between virtual and physical ratings. To validate
the soundness and effectiveness of the proposed method, we may need to build
up a prototype of virtual malls and recruit real users for ratings collection.

Since VR also supports users’ interaction with other users in real time and face
to face, another line of future research focuses on the social (trust) relationships
among users. Although we have successfully employed explicit trust, it is not
clear whether the method is applicable to VR. Furthermore, now that virtual
ratings are introduced, it is worth investigating whether trust can be built upon
virtual ratings. In that case, trust usage will be even more complex.
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Abstract. Due to the open ended nature of the interaction with exploratory en-
vironments (EE) for learning, it is not trivial to add mechanisms for providing 
adaptive support to users. Our goal is to devise and evaluate a data mining  
approach for providing adaptive interventions that help users to achieve better 
task performance during the interaction with an EE. 

Keywords: Educational Data Mining, Adaptive User Interfaces, Adaptive  
Interventions, Exploratory Environments. 

1 Background and Motivation 

Advances in HCI continuously aid the creation of novel interfaces to support educa-
tion and training. For example, Interactive Simulations (IS hereafter) are increasingly 
used as Exploratory/open-ended Environments (EE henceforth) for learning. These 
environments are designed to foster exploratory and active learning by giving students 
the opportunity to proactively experiment with concrete examples of concepts and 
processes they have learned in theory. However, it has been shown that some students 
may not learn well from this relatively unstructured and open-ended form of interac-
tion (e.g., [2]), because they lack the skills needed to explore effectively and thus end 
up being overwhelmed by the large amount of available options compared to more 
structured learning activities (e.g., [1]). These students can benefit from having addi-
tional guidance when they interact with an IS (e.g., [3]). We plan to provide this guid-
ance in the form of adaptive interventions. Implementing adaptive interventions  
requires adding two components to an EE: (i) a user model that determines if and 
when to intervene, with additional information on which interventions are appropriate 
at a given time, and (ii) an intervention mechanism that can deliver different types 
of interventions based on the assessment of the user model. 

A user modeling approach that has been extensively used in learning environments 
that support structured problem solving activities is to rely on domain experts to iden-
tify the relevant knowledge and behaviors to include in the model. This expert-based 
approach, however, has several disadvantages. First, it can be costly and time con-
suming (e.g., [4]). Second, it may be unfeasible in EE because the novelty of these 
systems makes it difficult to judge a priori which ensemble of user interaction beha-
viors are conducive to better/worse learning and should be represented in the user 
model. Finally, expert-based user models tend to be domain and application-specific 
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and thus have limited transferability. All these issues make an expert-based approach 
less likely to succeed for EE (e.g., [5], [6]. 

The alternative method for user modeling which is less reliant on expert knowl-
edge, is to use machine learning techniques on user-related data. This approach has 
become very popular recently leading to a great increase in publications in Educa-
tional Data Mining (EDM) [7]. A common source of data that has been used to build 
user models in EDM is interface action logs (e.g., [8, 9]). More recently, there has 
been increasing interest in exploring eye-tracking data as an additional source of in-
formation in user modeling for ELE. (e.g., [6, 10, 11]). However, there has been so far 
very limited work on how to user these data-based user models to provide adaptive 
support within an EE. Data mining approaches have been used for generating hints 
during more structured problem solving activities (e.g., [12]). Intention to use  
generated models/patterns for providing a personalized experience in an interactive 
learning environment is stated in some works (e.g., [8, 9]), but to the best of our 
knowledge there is no educational EE in which both adaptive interventions and the 
user model activating them are generated by mining the user interaction data. Our 
proposed research aims to fill this gap. 

2 Goals and Objectives 

The goal of our research is to devise and evaluate a framework for adding adaptive 
support to EE. Our approach relies on using data mining techniques to (i) cluster users 
into classes that correspond to different levels of task performance and (ii) identify 
distinctive behaviours of each class. These clusters and the corresponding behaviours 
are then used to create a user model that can classify new users as they interact with 
the target EE. The output of the user modeling process (i.e. predicted user perform-
ance along with the interaction behaviours that cause it) will be used by an interven-
tion mechanism that provides adaptive support during the interaction if the detected 
user behaviours are associated with suboptimal task performance. We expect that an 
EE with user-adaptive interventions will be more effective compared to its non-
adaptive counterpart. To achieve the aforementioned research goal, we need to answer 
following questions: 

─ Q1: Is it possible to cluster users into different performance groups based on the 
similarity of their behaviours, and find which patterns are responsible for the dif-
ferent performance levels? 

─ Q2: Given interface actions and gaze data as two sources of user data, how do they 
compare as predictors of user performance? 

─ Q3: When both sources are available, is there any benefit in combining them? If 
so, how can they be combined effectively? 

─ Q4: How can suitable types of adaptive interventions be derived from the detected 
interaction patterns 

─ Q5: What are suitable ways of delivering the types of adaptive interventions identi-
fied in Q4 (e.g., subtle vs. assertive delivery)? 

─ Q6: How effective are these adaptive interventions? 
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So far, we have conducted a user study to collected both interface and eye-gaze data 
for an EE. We have also developed a user modeling framework [13] that showed posi-
tive findings in relation to Q1 for both user actions [13] and eye-gaze data [14].  

3 Approach and Expected Contributions 

This work extends existing work in the EDM community by using a data-based user 
modeling approach to provide adaptive, real-time interventions in EE. This involves 
covering all four steps of the cycle of applying EDM to a domain [15]:  

─ Collecting user-related data, in our case both interface actions and eye-gaze data, 
by running appropriate user experiments. 

─ Pre-processing the collected data. In our research, this step will require new meth-
ods for (i) validating inherently noisy gaze data, and (ii) meaningfully combine in-
terface and gaze data [Q3].  

─ Applying data mining techniques to identify clusters of users with effective vs. 
ineffective interaction patterns, and use these to build an online user model that can 
assess in real-time the effectiveness of a user’s interactions with an EE. [Q1, Q2, 
Q3]. Some of the challenges we face in this step include: (i) clustering of sparse 
feature vectors, (ii) defining an appropriate multi-criteria objective function to 
identify meaningful user clusters with similar behaviours and learning perform-
ance, and (iii) using association rule mining for building user models that can accu-
rately classify users in real time during interaction with the ELE  

─ Interpret, evaluate and deploy the results: In our work, this step includes (i) 
analyzing the discovered behaviour patterns and evaluating the performance of the 
generated user models; (ii) devising a method to derive effective adaptive interven-
tions based on the discovered patterns (e.g. providing explicit help on how to use at 
best the available EE functionalities, vs. scaffolding adequate usage via interface 
adaptation) [Q4, Q5]; (iii) evaluating the effectiveness of this approach by con-
ducting a user study to compare an adaptive and a non-adaptive version of the 
same EE [Q6]. 

To summarize, this work is expected to make the following contributions:  

─ An in-depth and inclusive evaluation of using data mining on user interaction data 
for providing adaptive interventions within an EE. We will quantitatively evaluate 
our method in different stages of the process including: (i) meaningfulness of user 
clustering based on the interaction data; (ii) performance of generated user models; 
(iii), effectiveness of the adaptive interventions derived by the proposed approach . 

─ Novel insights on using eye-gaze data for modeling user performance in EE, in-
cluding: (i) identifying and validating meaningful eye-gaze features, (ii) evaluating 
gaze data as a predictor of user performance with an EE and (iii) compar-
ing/combining gaze and action data as performance predictors. 

─ A dataset containing the interface actions and eye-gaze data of 45 users interacting 
with an EE that will be made available to the EDM research community. 



368 S. Kardan 

Acknowledgement. This research is done under the supervision of Dr. Cristina Conati at 
the Computer Science Department of the University of British Columbia. It is funded by 
the GRAND NCE network (projects AFFEVAl and SIMUL) 

References 

1. Ploetzner, R., Lippitsch, S., Galmbacher, M., Heuer, D., Scherrer, S.: Students’ difficulties 
in learning from dynamic visualisations and how they be overcome. Computers in Human 
Behavior 25, 56–65 (2009) 

2. Shute, V.J.: A comparison of learning environments: All that glitters. In: Computers as 
Cognitive Tools, pp. 47–73. Lawrence Erlbaum Associates, Inc., Hillsdale (1993) 

3. De Jong, T.: Technological Advances in Inquiry Learning. Science 312, 532–533 (2006) 
4. Beck, J., Stern, M., Haugsjaa, E.: Applications of AI in education. Crossroads 3, 11–15 

(1996) 
5. Ting, C.-Y., Zadeh, M.R.B., Chong, Y.-K.: A Decision-Theoretic Approach to Scientific 

Inquiry Exploratory Learning Environment. In: Ikeda, M., Ashley, K.D., Chan, T.-W. 
(eds.) ITS 2006. LNCS, vol. 4053, pp. 85–94. Springer, Heidelberg (2006) 

6. Amershi, S., Conati, C.: Combining Unsupervised and Supervised Classification to Build 
User Models for Exploratory Learning Environments. Journal of Educational Data Mining 
18–71 (2009) 

7. Romero, C., Ventura, S.: Educational Data Mining: A Review of the State of the Art. IEEE 
Transactions on Systems, Man, and Cybernetics, Part C: Applications and Reviews 40, 
601–618 (2010) 

8. Köck, M., Paramythis, A.: Activity sequence modelling and dynamic clustering for perso-
nalized e-learning. User Modeling and User-Adapted Interaction 21, 51–97 (2011) 

9. Shanabrook, D.H., Cooper, D.G., Woolf, B.P., Arroyo, I.: Identifying High-Level Student 
Behavior Using Sequence-based Motif Discovery. In: Proceedings of 3rd International 
Conference on Educational Data Mining, Pittsburgh, PA, USA, pp. 191–200 (2010) 

10. Eivazi, S., Bednarik, R.: Predicting Problem-Solving Behavior and Expertise Levels from 
Visual Attention Data. In: The 2nd Workshop on the Eye Gaze in Intelligent Human Ma-
chine Interaction, Palo Alto, California, USA, pp. 9–16 (2011) 

11. Perera, D., Kay, J., Koprinska, I., Yacef, K., Zaïane, O.R.: Clustering and Sequential Pat-
tern Mining of Online Collaborative Learning Data. IEEE Trans. on Knowl. and Data 
Eng. 21, 759–772 (2009) 

12. Barnes, T., Stamper, J., Lehman, L., Croy, M.: A pilot study on logic proof tutoring using 
hints generated from historical student data. In: Educational Data Mining 2008: Proceed-
ings of 1st International Conference on Educational Data Mining (2008) 

13. Kardan, S., Conati, C.: A Framework for Capturing Distinguishing User Interaction Be-
haviours in Novel Interfaces. In: Proceedings of the 4th International Conference on Edu-
cational Data Mining, Eindhoven, The Netherlands, pp. 159–168 (2011) 

14. Kardan, S., Conati, C.: Exploring Gaze Data for Determining User Learning with an Inter-
active Simulation. In: Masthoff, J., et al. (eds.) UMAP 2012. LNCS, vol. 7379. Springer, 
Heidelberg (2012) 

15. Romero, C., Ventura, S., García, E.: Data mining in course management systems: Moodle 
case study and tutorial. Computers & Education 51, 368–384 (2008) 



Formalising Human Mental Workload

as Non-monotonic Concept
for Adaptive and Personalised Web-Design

Luca Longo

School of Computer Science and Statistics, Trinity College Dublin
longol@scss.tcd.ie

Abstract. Web Design has been evolving with Web-based systems be-
coming more complex and structured due to the delivery of personalised
information adapted to end-users. Although information presented can
be useful and well formatted, people have little mental workload avail-
able for dealing with unusable systems. Subjective mental workload as-
sessments tools are usually adopted to measure the impact of Web-tasks
upon end-users thanks to their ease of use and are aimed at support-
ing design practices. The Nasa Task Load Index subjective procedure
has been taken as a reference technique for measuring mental workload,
but it has a background in aircraft cockpits, supervisory and process
control environments. We argue that the tool is not fully appropriate
for dealing with Web-information tasks, characterised by a wide spec-
trum of contexts of use, cognitive factors and individual user differences
such as skill, background, emotional state and motivation. Furthermore,
in this model, inputs are averaged without considering their mutual in-
teractions and relations. We propose to see human mental workload as
non-monotonic concept and to model it via argumentation theory. The
evaluation strategy includes coparisons with the NASA-TLX in terms of
statistical correlation, sensitivity, diagnosticity, selectivity and reliability.

Keywords: Human Mental Workload, Non-monotonic Reasoning, Ar-
gumentation Theory, Human-Computer Interaction, Web Design.

1 Introduction

Interaction and Web Design have been continuously evolving with Web-sites be-
coming more complex and structured. This shift is mainly caused by the increas-
ing degree of personalisation of information presented to end-users and by the
increasing adaptivity new interactive Web-based systems incorporate. Although
information presented can be useful, interesting and well formatted, people have
little mental workload available for dealing with unusable interfaces [1]. A bur-
densome interface has a negative impact on the analysis of data and decision-
making processes of individuals consuming information over the Web. Similarly,
boring and monotonous interfaces are skipped and avoided by end-users as not
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engaging. Designers are usually focused on creating user-friendly interfaces. How-
ever, poor usability impedes individuals to properly seek and consume informa-
tion, and in turn Web-sites loose visitors [2]. If designers can measure the mental
workload of end-users, during interaction, then specific structural interface or
system changes can be evaluated in the design process. Interfaces that generate
low mental workload on end-users (underload), are usually perceived being bor-
ing and not interesting. High mental workload (overload), instead, is synonymous
of complex and tiresome interfaces. Both the levels should be avoided, bringing
workload to proper fitting load. Mental workload assessment techniques can be
small scale, representing a discount and cheap method for enhancing testings
of usability. Nasa Task Load Index [3] is a subjective mental workload assess-
ment technique adopted in Web-based systems. Although it has been taken as a
reference tool for its simplicity, it has a background in aircraft cockpits, super-
visory and process control environments. In this proposal, we argue the tool is
not fully appropriate for dealing with Web-information tasks, characterised by
a wide pool of cognitive and environmental factors affecting mental workload.
NASA-Tlx a multi-dimensional rating procedure that infers an overall workload
index based on a weighted average of ratings on six sub-scales: mental, physical
and temporal demands, own performance, effort and frustration. We argue that
this set of factors is limited to properly assess workload on Web-tasks because
it does not consider individual differences such as the skills, the background and
the motivation of operators along with the context of use. Furthermore, in this
model, inputs are averaged without considering their mutual interactions and
relations.

1.1 Human Mental Workload

Human Mental Workload (MWL) is a multifaceted complex construct mainly
applied in psychology. A plethora of definitions exists in the literature [4,5,6,7].
Intuitively, mental or cognitive workload is the amount of mental work necessary
for a person to complete a task over a given period of time. Generally, it is
not a inherent property, rather it emerges from the interaction between the
requirements of a task, the circumstances under which it is performed, and the
skills, behaviour and perceptions of the operator [3]. All these factors can be
combined in different ways, supporting and contradicting each other. Some of
them can be uncertain and contraddicting. For this reason we propose to see
the construct of mental workload as a non-monotonic concept. The basic idea
of non-monotonic inferences is that, when more information is obtained about
a concept, some inference that were earlier reasonable may be no longer so.
In modeling mental workload, pieces of evidence can be aggregated following a
defeasible reasoning process, and the conclusion they support can change in the
light of new evidence. For instance, if the time spent for executing a task is known
to be high, this is a reason to believe that the mental workload elicited is high as
well. However, if the objective activity on the same task is also available, and it is
known to be low, then there is a new reason to infer the mental workload is low.
Yet, if the end-user is known to be not skilled, then is believed that workload is
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high, thus justifying the high time for executing the task. Further evidence can
be part of this reasoning process [8], known to be defeasible due to the fact that
arguments are not infallible, instead they can be defeated by new information.

1.2 Argumentation Theory

Argumentation theory has become an important topic in the field of Artificial
Intelligence and Computer Science, resulting from a multi-disciplinary approach
at the intersection of Philosophy and Law, and with elements drawn from Psy-
chology and Sociology. It systematically studies how pieces of evidence, built as
arguments, can be expressed, sustained or discarded in a defeasible reasoning
process, as well as the validity of the conclusions reached [9]. Argumentation
theory gained importance with the introduction of formal and computable mod-
els, inspired by human-like reasoning. These models extended classical reasoning
models based on deductive logic that appeared increasingly inadequate for prob-
lems requiring non-monotonic reasoning, commonly used by humans, as well as
explanatory reasoning, not available in standard non-monotonic logics such as
default logic [10]. Argumentation Theory implements non-monotonic reasoning
[11] that differs from standard deductive reasoning because in the former a con-
clusion can be retracted in the light of new pieces of evidence, whereas in the
latter the set of conclusions always grows. Argumentation lends itself to explana-
tory reasoning because argumentative reasoning is composed of modular and
intuitive steps, thus avoiding the monolithic approach of many traditional logics
for non-monotonic reasoning. The reasoning required in defining and modeling
the concept of human mental workload is both non-monotonic and explanatory.
Argumentation theory is also suitable when the available information may be
uncertain and conflicting. This is the case of mental workload, where there may
be relevant but partially uncertain and conflicting evidence.

2 Proposal

We propose to extend the well-known work of Dung, on abstract argumentation
frameworks [10], for rationally measuring mental workload and for aggregating
available evidence, in a given Web-context, towards a unique representative level
of workload. Practically, we propose to design a context-aware and user-centered
framework in which human mental workload can be defined, measured, analysed
and explained taking into consideration individual differences and contexts of
use. The research question RQ is:

As human mental workload can be seen as a non-monotonic
complex construct, what is the impact of non-monotonic rea-
soning techniques in approximating it as a usable computa-
tional concept and in enhancing the quality of human mental
workload assessments?



372 L. Longo

Two sub-research questions can be defined: sRQ1: To what extent can Argumen-
tation Theory support the measurement of subjective mental workload? sRQ2:
To what extent can an argument-based model foster/enhance the assessment of
subject mental workload in Web-based information systems?

3 Evaluation Strategy

The evaluation is aimed at assessing the quality of the outcomes of the arguments-
based computational model by means of comparisons against the outcomes of the
Nasa-TLX model in terms of statistical correlation and differences in sensitivity,
diagnosticity, selectivity and reliability. This evaluation process is as following:

1. selection of a set of Web-interfaces X;
2. design of a set T of Web-tasks for each x in X;
3. implementation of structural changes on each x in X resulting in a set Xmod;
4. execution of designed tasks T by two groups of end-users on X & Xmod;
5. subjective assessment of workloads, after execution of tasks T , both by the designed

arguments-based model (AM) and the Nasa-TLX;
6. evaluation of AM comparing its outputs against the ones of Nasa-TLX’s (on X &

Xmod) by means of statistical correlation;
7. evaluation of the sensitivity, diagnosticity, selectivity and reliability of AM.

4 Key contributions

The research will contribute to the field of Web design, proposing a novel ex-
ecutable paradigm capable of human mental workload assessments in the field
of Web-based information systems. The expected outcomes are to produce an
applicable context-aware and user-centered methodology more appropriate for
assessing subjective mental workload in Web scenarios. The contribution will
provide reference and case studies for the application of a tool useful for pro-
moting mental workload-aware Web systems contributing to the appreciation
and support of design, personalisation and adaptation practices in HCI.
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Abstract. The PhD research presented in this paper addresses some of
the problems involved in creating a context-aware personalized service.
Our main interest is in the steps of defining, detecting, acquiring and
using real and relevant context of users. Our goals are to: collect and
publish a context-rich movie recommender database, add theoretical re-
quirements for contextual information in existing definitions of context,
develop a methodology for relevant-context detection and inspect the
impact of relevant and irrelevant context on the rating prediction using
the matrix-factorization algorithm. This paper presents the work done
so far and future plans with open issues.

Keywords: user modeling, recommender systems, contextual informa-
tion.

1 Introduction

Incorporating contextual information in recommender system (RS) has been a
popular research topic over the past decade. Contextual information is defined
as information that can be used to describe the situation and the environment
of the entities involved in such a system [1], and has shown to improve the
recommendation results in context-aware recommender systems (CARS), as well
as other personalized services [2].

However, there are still a number of issues concerning the definition, acquisi-
tion, detection and modeling of these dynamic information [3]. It is not easy to
decide which contextual information to use. Information that is relevant in one
system might be irrelevant in others [4]. Contextual information that does not
have a significant contribution to explaining the variance in the ratings could de-
grade the prediction, since it could play the role of noise [5]. For that reason, we
should be able to predict and later detect whether a specific piece of information
should be acquired and used or not.

The issue of assessing the usefulness of certain contextual information has
been already addressed. The authors in [6] used the paired t-test to detect which
contextual information is useful in their database; however, this test can be used
only if certain assumptions are met by the data. In [7] the χ2 test was used for the
detection of the relevant context; however, this test could be inappropriate for
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small sample sizes, i.e., for new systems and the cold-start problem. The authors
in [8] conducted a context-relevance assessment to determine the influence of
some contextual conditions on the users’ ratings in the tourist domain, by asking
users to imagine a given contextual condition and evaluate the influence of that
condition. However, as they state, such an approach is problematic, since the
users rate differently in real and supposed contexts [9].

In addition, several discussions on the context-aware topic were raised at the
RECSYS2011 conference’s workshops [10] and [11]. The question remains which
pieces of contextual information should be included in the databases and how to
assess the context quality in the existing databases, such as Moviepilot, Yahoo!
Music, Movielense, etc.

The aim of this study is to provide the theoretical background that will help
predict which information is contextual and, as such, could be used in a context-
aware service. In addition we will provide a methodology for the detection of
relevant pieces of contextual information in the early stage of the data acquisi-
tion, that will not have the limitations of the aforementioned related work, and
inspect the impact of the context relevancy on the recommendations.

2 Goals to Achieve

Contextual information can improve the recommendations since it takes the
description of the situation, in which the user consumed the item, into account.
However, from all the available pieces of contextual information we should be able
to identify the relevant ones, which do contribute to explaining the variance in
the users’ decision making process. For this reason we are interested in achieving
the following goals in our study:

Extending the Definition of Context. We identified several important is-
sues concerning the time dimension of contextual information during our studies
(e.g., specific context changes several time during the consumption of the item,
different stages during the user-item interaction which all have different context,
etc.). Since these issues can lead to the acquisition of the irrelevant contex-
tual information, we would like to extend the existing definition with the list
of requirements that should insure avoiding the irrelevant information in some
extent.

Acquiring a Context Rich Database. The existing databases are scarce in
contextual information so a real data with multiple contextual variables is needed
for our research.

Context Relevancy Detection. Contextual variables that explain the part of
the unexplained variance in users’ decision (i.e., ratings) should be detected by
using statistical methods with power analysis that are appropriate for a specific
dataset.

Assessment from Users’ Opinion vs. Detection on the Data. We are
interested in inspecting whether users are aware of what influences their decision
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and could the assessment from users’ opinion provide the insight on which pieces
of contextual information to use.

Impact of the Detection on the Rating Prediction. We want to evaluate
the impact of the different detection methods on the recommendation results,
by using the real (not hypothetical) consumption data.

3 Work Done So Far

We created an online application for rating movies (www.ldos.si/recommender.
html). In addition to providing a rating for a movie consumed, users fill in a
questionnaire created to explicitly acquire the contextual information describing
the situation during the consumption stage of the user-item interaction. Ratings
and contextual information are provided immediately after the consumption.
Our context movie database (LDOS-CoMoDa) [12] has been in development
since 15.9.2010. It contains three main groups of information: general user infor-
mation, item metadata and contextual information. The pieces of the contextual
information in our database are: Time, Day, Season, Location (home, public,
friend’s), Weather, Social (alone, partner, friend/s, colleagues, parents, public,
family), End Emotion,Dominant Emotion (six basic emotions and neutral),
Mood, Physical State (healthy, ill), Decision (user’s choice, other) and In-
teraction (first, n-th). Up to this date we collected 2001 ratings from 112 users
for 1109 items. The database is available for other researches.

In order to acquire the users’ opinion on which contextual information is rele-
vant, we created an online survey, which was answered by 72 subjects. Once the
survey data was acquired we assessed which contextual information is relevant
and which is irrelevant.

The relevancy of each contextual variable in the LDOS-CoMoDa database was
tested by statistical testing. We also used the power analysis which proved to be
important in order to avoid rejecting relevant context. For the detection, we used
the Pearson’s χ2 test, the Freeman-Halton test, and the Kruskal-Wallis ANOVA
test. The decision which test to use depends on the data and the assumptions
of each test.

The problem of determining how well the results from the assessment and
the detection match, is basically the problem of determining the inter-annotator
agreement with two annotators: assessment from survey and detection from rat-
ing data. We also measured how well does each approach determine relevant
context. From these results we concluded that the users are not always aware of
what influences their decisions, and that detection performs much better than
the assessment.

We inspected the impact of relevant and irrelevant context on the rating
prediction by incorporating context in the matrix factorization (MF) algorithm.
We have implemented and tested different contextualized models with MF, each
piece of contextual information at the time and multiple context at once.

www.ldos.si/recommender.html
www.ldos.si/recommender.html
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4 Contributions

By addressing the described problems we believe we can improve the under-
standing of the contextual information and its’ impact on the recommendations.
We believe that our findings and the methods developed will help answer the
question which data to acquire, how to insure the quality of the acquired con-
textual information, how to avoid using and spending resources on acquiring
those pieces of information that are irrelevant and could deteriorate the results
of CARS, and how to incorporate such relative contextual information into the
recommendation algorithms.

Acknowledgments. I would like to thank my supervisor Andrej Košir and
colleague Marko Tkalčič for all the guidance. I also thank my colleagues Matevž
Kunaver and Tomaž Požrl for the help with creating the online application.
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Abstract. The creation of accurate user profiles of interest across het-
erogeneous websites is a fundamental step for personalisation, recom-
mendations and analysis of social networks. The opportunities offered
by the Web of Data and Semantic Web technologies introduce new in-
teresting challenges. In particular, the main benefits for user profiling
techniques are given by the extensive amount of already available and
structured information and the solution to the “cold start” problem. On
the other hand it is difficult to manage a massive “open corpus” such as
the Web of Data and select only the relevant features and sources from
an heterogeneous collection of datasets. Hence we propose semantic tech-
nologies for interlinking social websites and provenance management on
the Web of Data to retrieve accurate information about data producers.
The goal is to build comprehensive user profiles based on qualitative and
quantitative measures about user activities across social sites.

Keywords: Social Web, Semantic Web, User Modelling, User Profiles,
Web of Data, Provenance of Data.

1 Introduction

The extraction, analysis and representation of information about users’ knowl-
edge and activities on the Web plays an important role for software systems
providing personalisation and recommendations to their users. The demand for
personalisation on social media websites, search engines, e-commerce websites,
etc. is clearly growing and becoming an essential part of every relevant web
service. The challenges for web service providers are to provide accurate rec-
ommendations and personalisation without having to explicitly ask for users’
input or make users wait for valuable recommendations only after a long initial
training period on the system (the “cold start” problem). To overcome these
challenges it is important to create accurate user models and integrate relevant
information about users from different sources on the Web [3]. In this regard the
Web of Data is certainly a valid and extensive source of information for profiling
and recommendation algorithms. The Web of Data offers structured data from
different domains and communities. It provides easily accessible and machine
readable data that can help solving the “cold start” problem and enriching the
level of detail of user profiles. However one of the main challenges in dealing
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with the Web of Data is to select only the relevant features and sources [2].
Especially in the social web context, where content is usually created by users
themselves, it changes frequently and it is spread across multiple heterogeneous
social sites. In this context provenance of data is a building block for: establish-
ing data trust and quality measures, the knowledge acquisition/filtering process
and the user profiling phase [4]. Moreover, semantic annotations and reasoning
provide a solution to the problem of selecting only the relevant information.

Research Goals

The purpose of our research is to investigate: (i) how to extract relevant informa-
tion from social media websites and make it available following the Linked Data
principles; (ii) how to use the Web of Data as a global open corpus for person-
alisation purposes; (iii) the role of provenance on the Web of Data and how to
use it for user profiling; (iv) how to improve the current user profiling and per-
sonalisation techniques leveraging the potentialities of Linked Data, provenance
of data and Social Web Science.

2 Research Contributions

Following a state of the art review for the research areas of user modelling and
personalisation, especially in relation with the Semantic Web field, our contri-
butions in the first two years of research focused on the following:

1) The development of a framework for the semantic representation and data
management of wikis. In particular we built and efficient application with a
simple user-interface enabling semantic searching and browsing capabilities on
top of different interlinked wikis. We described how we designed a common
model for representing social and structural wiki features and how we extracted
semantic data from heterogeneous wikis [6].

2) A solution for representing and managing provenance of data from
Wikipedia (and other wikis) using Semantic Web technologies. In particular
we provided a specific lightweight ontology for provenance in wikis. Then, a
framework for the extraction of provenance data from Wikipedia has been im-
plemented, as well as an application for accessing the generated data in a mean-
ingful way and exposing it to the Web of Data.

3) An approach for modelling and managing provenance on DBpedia (one of
the largest datasets on the Web of Data) using Wikipedia edits, and making
this information available on the Web of Data. For this purpose a modelling
solution, an information extraction framework and a provenance-computation
system have been implemented [7].

4) A Semantic Web approach to filter public microblog posts matching inter-
ests from personalised user profiles. Our approach includes automatic genera-
tion of multi-domain and personalised user profiles of interest, filtering Twitter
stream based on the generated profiles and delivering them in real-time [5].

5) A system that allows users to set fine-grained privacy preferences for the
creation of privacy-aware faceted user profiles on the Social Web.
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Fig. 1. The complete profiling process: from user activities on heterogeneous social
media websites (1), to their provenance representation (2), do the data aggregation
and analysis (3)

3 Current and Future Work

The studies conducted on the use of semantics for interlinking social websites
and subsequently on provenance on the Web of Data provide us the necessary
baseline for our current work. In particular we focus on building comprehensive
user profiles based on quantitative and qualitative measures about user activ-
ities across different social websites. Provenance of data is particularly useful
to evaluate on each different website and/or dataset the type and amount of
contributions to be attributed to a particular user. This would allow us to infer
expertise, interests and qualitative estimations on users’ activities.

More in detail, we are now focusing on user profiling algorithms for Wikipedia
users that take into account the different possible types of contributions on that
wiki. The different types of contributions are not only those that involve changes
in Wikipedia articles’ content but also those that result in changes on the Web
of Data, in this case in the DBpedia dataset. Every edit in Wikipedia that
involves structural features of the Wikipedia articles, results in a change in the
DBpedia dataset. Hence we are currently investigating the relevancy of those
edits compared to the other types.

Moreover one of our current activities involves the real-time user profiling and
personalisation on Twitter. The aim is to provide a user profiling framework
building user profiles of interests across different social websites. These user
profiles can then be used for personalising and filtering social web streams of
messages such as the Twitter stream (see also [1]). We plan to implement a
framework that manages user models from different applications starting from
Wikipedia and integrating it to other social media websites. Specific ontologies
will be used to represent and connect user models from different applications in
an interoperable way. The application will be capable of collecting information
from the Web of Data and use it to enrich the user models. Approaches to
automatically aggregate ontology-based user models will be explored.
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4 Conclusions and Future Research Questions

The aforementioned research plan is expected to be completed in two more years.
One of the main important challenges is the evaluation of the user profiling
algorithms implemented. In particular, at the moment a corpus for measuring
the quality of the developed methods is not available and user based evaluations
are demanding and require a large number of participants.

Another challenge is the study on the different sets of features for a user pro-
filing algorithm that have to be implemented depending on the use case, the
application and the source. For example, the profiling algorithm should adapt
to the personalisation scenario or the use case, whether it is for music recom-
mendations or for filtering a microblog stream. Moreover, the user model should
also adapt to the source where the user information is extracted from. Users
use different sites for different purposes, hence the activities performed and the
interests expressed on social websites should be captured adopting different cri-
teria. Thus, the profile information originated from different sources may have
different importance for the application that requires the aggregated profile and
this issue needs to be investigated.

Finally, as our background is closer to the Semantic Web area of research,
a more accurate investigation on the user modelling topics will be beneficial.
Especially on the automatic aggregation and representation of user models which
is crucial to our research, it is still a research challenge but extensive work has
been done already in the past.
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Abstract. In this paper, we present our vision and some initial experiments on 
how to anticipate significance, similarity or polarity of various types of 
(preferably implicit) user feedback and how to form individual user preference 
for recommendation. Throughout the corporate web, we can observe the same 
patterns or actions in user behavior (e.g. page-view, amount of scrolling, rating 
or purchasing). Recorded user behavior – user feedback – is often used as base 
for personalized recommendation, but the connection between the feedback and 
user preference is often unclear or noisy.  

Our goal is to analyze user behavior in order to understand its relation to the 
user preference. We report on some initial experiments on a real-world  
e-commerce application. We describe our new models and methods how to 
combine various feedback types and how to learn user preferences. 

Keywords: User preference, user behavior, implicit feedback, recommender 
systems. 

1 Introduction, Motivation, Contribution and Related Work 

Recommending and estimating user preferences on the web are both important 
commerce application and interesting research topic. Traditionally the most time and 
effort was spent on the explicit feedback based research, mainly on the single 
feedback factor – rating the objects. Probably the most important reason for that is a 
very straightforward link between user’s feedback and user’s preference. However on 
the other hand user rating is often too rare to provide reasonable output alone. 

While moving to the implicit feedback, where user behavior is recorded without 
user cooperation, we may receive abundant amount of data, but the link between 
feedback and preference becomes less clear, especially if we record various feedback 
factors (e.g. time on page, amount of scrolling, mouse clicks, etc.). There are several 
questions linked: Should we use more various implicit factors? Are there any 
advantages? If so, how should we combine or evaluate them? 

Motivation Example: a travel agency site employing tours recommendation. The site 
can record several types of implicit user feedback see [6] and want to use it in their 
collaborative based recommending methods. Recommending methods typically 
expects user preference to the objects he knows as their input. Our mission is then to 
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provide recommending methods with such preference composed from the feedback. 
Such composed system can thereafter produce recommendation (top-k objects) based 
on combined feedbacks. 

The main contribution of our work will be:  

- Proposing new models and methods how to combine various feedbacks into 
the preference (Fig. 1,2). 

- Online experiments and comparison of our methods against baselines and 
other recommenders. Generate data for further offline experiments. 

- Improve recommending by embedding our methods into the existing systems 
e.g. [2], [6]. 

Related Work: The majority of the research on recommender systems focused on 
explicit or only one implicit feedback type. This is probably because, that many 
publicly available datasets (Netflix, Last.fm etc.) contains only a few different types 
of user feedback. There are several review articles e.g. Xiao and Benbasat [7] provide 
in-depth study of e-commerce recommender systems.  

We extend the work of Eckhardt and Vojtas on combining various user modeling 
methods [2]. Lee and Brusilovsky [5] used implicit negative feedback in their job 
recommender. Claypool et al. [1] compared Scrolling, Mouse Clicks, Mouse Move and 
Time on Page implicit factors against explicit Rating using adapted browser. Several 
other authors compare implicit behavior against explicit rating e.g.  Jawaheer et al. [3] on 
an online music server. 

Important for our research is work of prof. Kiessling et al. on Preference SQL 
system e.g. [4] as we use their combination operators in our models. Our first results 
and the UPComp recommender are published in [6]. 

2 Models of User’s Preference and Methods How to Learn Them 

Preference on the Single Feedback Type: We assume, that for arbitrary fixed user 
any feedback is in the form Feedback(object,  feedback type, value). First we need to 
establish link between the feedback value and user’s preference. We illustrate our 
approach on handling two implicit factors (see Fig. 1a,b). We look for rules of type 
Fig 1c composing feedback factor and purchases to the preference (using various rule 
learning methods like Apriori algorithm, Bayesian networks, ILP adapted to the 
preference). The result of this phase will be the user preference mined from single 
feedback factor e.g. value from [0,1]. 

 

Fig. 1. Example of mouse clicks on object vs. purchases (Fig. 1a) and time on page vs. 
purchases distribution function (Fig. 1b) recorded on SLAN tour travel agency (see [6]). 
Pseudocode rules of how to learn single factor preferences (Fig. 1c). 
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Models of User Preference: Having user preference mined from single factor we can 
form a preference cube [0,1] |F|, where (1,…1) is the ideal object. In our previous work 
we used (heuristically) weighted average as combination method. This idea can be 
generalized into the Ranking model, where the user’s preference is the result of a 
ranking function keeping partial order over single factor preferences. 

A valuable extension to the Ranking model provides Kiessling’s et al. [4]. Their 
model works on a data cube of object attributes.  The user’s conjunctive queries are 
transformed into the soft conditions (rules made by a domain expert) and then 
combined with Priorization, Pareto or Ranking operator. We use their operators over 
our single factor preferences to form the Preference algebra model. As an addition to 
the Kiessling’s models, we will formulate methods to learn combination function over 
single factor preferences. We also plan to compare original [4] with our new methods. 

Both previous models expect that the single feedback preference is equally 
important in all its values, which does not have to be true (e.g. “user spent 10sec on 
page” is probably not as interesting as “user spent 1500sec on page”). We will 
enhance Preference algebra model to cope with such situations e.g. by employing 
work of Zimmermann and Zysno [8]. 

Interesting task could be also to employ preferences of the site owner into our 
models (especially in e-commerce).  

 

 

Fig. 2. Overview of the proposed system for combining user feedback 

 
Learning Preference Model 
There are several ways how to learn the preference models: from recommending 
efficiency, similarity between explicit and implicit feedback, positive and negative 
examples etc. Due to the space reasons, we present only one of our proposed methods 
to learn Preference algebra model from pos/neg examples (Fig. 2b). 

If we have an empty system, we will start with a heuristic function e.g. average. 
We define user actions distributing objects into the positive/neutral/negative groups. 
This is e.g. purchasing (positive), rating the object or immediate leaving (negative). 
Iteratively, we will compare factors values for objects in each group. Then we will 
combine factors with Priorization or Ranking operator according to their resolution or 
Pareto if results are similar (again, there are several methods to distinct factor 
usefulness e.g. mean and variance analyzes or evolutionary algorithms). This step  
can be done for aggregated values of all users, certain user clusters or for single user 
only. 
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Table 1. Results of single factor recommending efficiency, online experiment on SLAN tour 
travel agency (see [6]); in total 7760 unique users 

Factor Click through rate Conversion rate 
Random recommending (baseline) 3.02% 0.97% 
Time on object 4.50% 1.71% 
Amount of scrolling 4.94% 1.98% 
Mouse actions on object 4.15% 0.98% 

Experiments on Learning Preference Models: Our primary domain for experiments 
is the e-commerce sites, where we can benefit from large number of different 
feedback types and well defined utility functions like click through or conversion 
rate. Our previous experiments were made on cooperating sites measuring 
recommending efficiency (see Tab. 1). However we would like to introduce a browser 
plug-in recording user feedback to extend our research to non-cooperating sites.  

The social networks are also important domain, where we can benefit from 
explicitly specified connections between users and rich user profiles. We can use user 
data from sitit.cz portal and e.g. measure differences in user behavior between groups 
of users based on their profile or connections. 

3 Conclusions and Future Work 

We have presented our vision on how to understand various types of user feedback, 
how to model user preferences and some methods to learn the preference models. Our 
key problem is how to combine more types or sources of feedback together. Another 
interesting challenge related to implicit feedback is how to model negative preference. 

There was not enough space to discuss more aspects of our work like the process 
model, other ways to express feedback, temporal aspect of user’s preference, owner 
preferences or events causing changes in user preferences and/or behavior etc.  

This work was supported by the grant SVV-2012-265312 and GACR 202-10-0761, 
with thanks to my advisor Peter Vojtas. 
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Abstract. In this paper, we propose an interoperable ubiquitous user
model which illustrates different aspects of the individual’s interests,
preferences and personality. It is constructed by mining socially enhanced
online traces of the user and aggregating the partially obtained profiles.
Those traces include actions performed and relationships established in
the social web accounts in addition to the local machine traces such as
bookmarks and web history. Moreover, we claim that mining the content
in a context-aware approach and computing fuzziness values during the
process results in a more reliable user profile.

Keywords: ubiquitous user model, social web mining, user profiles, user
modeling.

1 Introduction

In this paper, we propose a ubiquitous fuzzy user model which illustrates dif-
ferent aspects of the individual’s interests, preferences and personality. The pro-
posed model is constructed by mining socially enhanced online traces of the user
and aggregating and aligning the partially obtained profiles. Those traces include
actions performed and relationships established in the social web accounts in ad-
dition to the local machine traces such as bookmarks and web history. Moreover,
we claim that mining the content in a context-aware approach and computing
fuzziness values during the process results in a more reliable user profile.

In our study, we not only consider explicitly stated form based information in
social networks, but also activities performed such as sharing or commenting on
a video about a certain topic and clicking the ‘like’ button on a sports team page
etc. When advanced activity types are taken into account, more sophisticated
user model structures are required. [2] models high order relations in the social
network as a unified hypergraph. Influenced by this idea we employ unified fuzzy
hypergraph[4] structure which is able to model high order relations naturally in
addition to supporting applications with different data reliability requirements.
For instance, the reliability of whether an individual is a fan of a specific rock
band is more important for a find-best-gift-for-your-friend program than a music
recommendation application.

J. Masthoff et al. (Eds.): UMAP 2012, LNCS 7379, pp. 387–390, 2012.
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A generic user modeling library for the social semantic web is proposed in [1].
Similarly, we aim to tailor the constructed user model in accordance with the
needs of the requester applications. Furthermore, we intend to manage whole life
cycle of an individual’s user model by considering not only the construction of
the profile but also the necessary information updates to the profile.Moreover,
the constructed user model is mapped to supported ontologies by external links
during construction phase enabling export of the required portion of the profile
partially in the form of the ontology supported by the consumer application.

2 User Model Construction by Mining Socially Enhanced
Online Traces

The information which is required in order to construct the user profile is synthe-
sized from two main sources: (i)distributed user profiles embedded in the social
accounts and (ii)the traces left on the devices of the individual. In the proposed
work, Facebook, Twitter and LinkedIn accounts of the individual are going to
be mined in order to obtain long and short term interests of the user besides
his/her relationships with other people. Exploitation of the user’s smart phone,
home and work computers in the user model construction process is optional
and requires the user to install a client application to analyze information such
as his web usage data and bookmarked web sites. The user model construction
and consumption process is illustrated in Fig. 1. The first task in the construc-
tion of the user model is finding the social web accounts of the user. The social
web mining component is responsible for mining the activities in the discovered
accounts in a context-aware fashion. The context in this work consists of place
and time. Current context information is extracted from check-in declarations
on social web accounts or mobile phone GPS. Besides, future context is available
when the user declares to attend an event on his/her social web account. As an

Fig. 1. User Model Construction and Consumption Process
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example use of the context, suppose the user liked the page for Adidas products
and currently in Ankamall. In this scenario, an advertisement application is able
to inform the user about the discount in Adidas store in Ankamall. On the other
hand, fuzziness values for the findings is computed by assessing the reliability
which usually depends on how the information is supplied. For instance, in a
Facebook account, the information page where the user specifies his work and
school information and explicit likes on several categories such as music, movie,
hobbies and etc. are highly reliable especially for long term interests, whereas the
concepts the shared, liked or commented posts are about gives less trustful clues
about the user’s short term interests. In an analogical manner, the professional
interests obtained from LinkedIn profile of the individual are more reliable than
those on Facebook account.Afterwards, the constructed profiles from separate
data sources are aggregated and aligned to create a holistic user model which is
modeled and stored by unified fuzzy hypergraph structure. Following the pro-
file aggregation process, the concepts used are externally linked to supported
ontologies including GUMO [3] and Wikipedia categories, whereas semantic for
users are supplied by generating and linking hCard profiles.

3 Unified Fuzzy Hypergraph User Model Structure

A hypergraph is the generalization of an ordinary graph by introducing hyper-
edges which are nonempty subsets of the vertex set. Vertices of a hypergraph
represents the entities to be modeled such as people, resources, tags, organi-
zations, concepts etc. in social networking domain. Hyperedges represent the
high order relations between those entities. For instance, a hyperedge connect-
ing a user with a resource and a tag models the situation that the resource is
assigned with the tag by the user. In a fuzzy hypergraph, each vertex in the
hyperedge is assigned a fuzziness value in the range [0,1] representing the re-
liability of the entity belonging to the relation modeled by the hyperedge. For
instance, suppose the following information is mined from Facebook: (i)Feride
liked Lady Gaga page, (ii) Munise declared to attend Lady Gaga concert, (iii)
Munise liked Sertab Erener page, (iv) Kamuran shared a music video of Sertab
and (v) three Lady Gaga videos recently. The following is an incidence matrix
of a fuzzy hypergraph which accords with the given scenario:

⎛⎝
LadyGaga SertabErener popmusic

Feride 1 0 0
Munise 3/4 1 3/4
Kamuran 3/4 1/2 1/2

⎞⎠
The fuzziness value of Feride’s interest on Lady Gaga is determined as 1, since
she explicitly stated this on her Facebook page in (i). Similarly, Munise-Sertab
Erener like relation fuzziness is also 1 based on (iii). Since Munise is going to
attend Lady Gaga concert, there is a strong possibility that she likes her music,
which is stated as 3/4 fuzziness in the incidence matrix. Similarly, by judging
(iv), Kamuran may like Sertab Erener, but there is no strong evidence for this
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information. However, he probably likes Lady Gaga since he shared three videos
recently. The fuzziness values for pop music interest is determined by examining
interests on Lady Gaga and Sertab Erener, since both are pop music singers. If
the user has an interest on both singers, fuzziness value for pop music is taken
as the minimum of the two.

The subset of the fuzzy hypergraph which supports a reliability level can be
extracted by using the c-level hypergraph [4]. In the above incidence matrix,
the subset of hypergraph with reliability 1 includes edges Lady Gaga{Feride}
and Sertab Erener{Munise} whereas the subset with reliability 1/2 consists of
Lady Gaga{Feride, Munise, Kamuran}, Sertab Erener{Munise, Kamuran}, pop
music{Munise, Kamuran}. The c-level hypergraph with a strict reliability re-
quirement has less number of elements, since elements with lower reliability
than required trust level are filtered.

4 Conclusion

In this paper, we propose an ubiquitous user model for multi application en-
vironments which is constructed by mining the user’s activities on social web
accounts. Furthermore, we anticipate that computing fuzziness values and mod-
eling the user in a context-aware manner will reinforce the reliability of the user
profile. In order to accomplish this, fuzzy hypergraph data structure, which nat-
urally represents high order relations and defines fuzzy membership values for
each element of hyperedges, is used to model the user. In future work, we per-
form extensive analysis on social web mining methodology by providing several
fuzziness computation and context-awareness approaches in order to evaluate
the effect of fuzziness and context-awareness on the reliability of the ultimate
user profile.
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1 Research Problem and Solution Outline

The Web is an important resource for a programmer: as much as 20% of a
programmer’s time is spent on the Web [2]. When a programmer searches for
information on the Web, two distinct information needs arise depending on the
programmer’s previous knowledge of a library’s Application Programming In-
terfaces (APIs1): learning how to invoke a software library versus reminding the
programmers themselves the details deemed not worth remembering [2].

Of the various types of documentation programmers find on the Web, code
examples are one of the most effective because they demonstrate the usage of
APIs [8]. Researchers in Software Engineering, a field aiming at improving pro-
ductivity in software development, have proposed recommendation systems for
code examples (e.g., work by Bajracharya et al [1]). The problems with these sys-
tems and general search engines in addressing the learning and reminding cases
for code search are two-fold: 1-Re-finding code examples: A programmer
retrieving a known example may need to go through a search engine result page
and possibly click on multiple pages to re-find the code example. 2-Connecting
a code example to known knowledge: Existing code example recommenda-
tion systems do not attempt to provide explanations on why a recommendation
is made. Providing appropriate explanations can increase a recommendation
system’s effectiveness, efficiency, and user satisfaction.2 To alleviate these two
problems, we personalize code example search on the Web by taking into account
each programmer’s expertise, by addressing the following:

RQ1: How do we generate a user profile that captures a programmer’s expertise?
RQ2: How do we help a programmer identify known code examples more effec-
tively?
RQ3: How do we provide explanation on a code example for a programmer to
make decision about whether the example is relevant more efficiently?

For RQ1, we propose to use the interaction of a programmer with APIs as a way
to measure the expertise in the short-term: the more a programmer interacts
with an API, the more expertise the programmer has on a particular API and

� Supervisor: Martin Robillard, McGill University.
1 The mechanism (e.g., method calls) to invoke a functionality of the library.
2 Tintarev and Masthoff surveyed on explanation in recommendation systems [11].
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the more likely it is the reminding scenario. Our expertise measure is adapted
from previous work [7,5] which calculated the measure by analyzing logs from
programming environments (e.g., Eclipse3) and from the version history of the
source code. To represent more long-term programming expertise, we use existing
work in ontological-based user profile [10]. The ontology is inferred from tags
from a community-based programming question-answering site, StackOverflow.4

For RQ2, we propose a summary snippet generation method that displays the
code example a programmer is re-finding to directly satisfy the information need.
For RQ3, we adapt a tag-based explanation approach [13] to programming tags.

These solutions are mostly contributions in Software Engineering. For the
User Modeling community, our contribution is in showing Software Engineering
as a promising domain to apply User Modeling (RQ1). In this thesis, we extend
Ye and Fischer’s work [4], one of a few in applying User Modeling to Software
Engineering, for a more comprehensive representation of programming expertise.
Our work highlights the diversity of information sources (e.g., from source code
to tags from StackOverflow on programming questions), the availability of struc-
tured information (e.g., source code), and the abundance of existing data (e.g.,
version history of source code) in Software Engineering, enabling an unusually
rich user profile representation. For the rest of the paper, we focus on solutions
to RQ1 on generating user profiles (Section 2.1) and briefly describe RQ2 and
RQ3 in Section 2.2. Section 3 outlines progress to date.

2 Proposed Solutions

2.1 User Profiles Based on Programmer Expertise (RQ1)

To better understand code search information needs on the Web, we turn to the
seminal work on search goal taxonomy [3] and its extension [9]. From analyzing
queries from the log of a code search engine, we map the learning and reminding
scenarios from the programming context to the search goal taxonomy: naviga-
tional (the goal is to “go to a known website the user has in mind”, and in
programming context, to a library or a package, for both learning or remind-
ing purposes) and informational (the goal is to “learn something by reading
or viewing Web pages”) which includes directed informational (the goal is
to “learn something in particular about my topic”, and in the programming
context, about a specific code element, e.g., the query http get request body, for
reminding purposes) versus undirected informational (the goal is to “learn
anything and everything about my topic,” and in the programming context, a
general programming concept and functionality, e.g., the query red black tree, for
learning purposes). Previous work in inferring query search goals exist for certain
types of queries but suggests that the search goal for software-related queries is
usually ambiguous [6], because depending on the searcher’s knowledge, the goal
can be different. Hence, we need to model the expertise of the programmer in a
user profile.

3 www.eclipse.com
4 www.stackoverflow.com

www.eclipse.com
www.stackoverflow.com
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Code Expertise (short-term): The rich body of previous work has shown
differences in programming experts and newcomers (e.g., by Wiedenbeck [14]).
However, these results are dated and on source code in general, not specifically
on API methods and their usage, of which code examples are targeted to demon-
strate. Therefore, we examined programmer interaction logs on the Eclipse pro-
gramming environment on over 4000 programming tasks and found that project
experts (those with commit rights to a project) navigate less to commonly-known
code, such as APIs, and navigate less to code they have interacted with a lot.

This difference in experts and newcomers motivated us to model API usage
expertise at the fine-grained code element level. We use an expertise notion called
usage expertise [7]: the more a programmer has authored code that uses an API
code element (as evident from the version history of the source code), the higher
the usage expertise. We adapted this measure to analyze interaction history in
addition to version history [5]. Our contribution is in the novel use of this type
of measure in a user profile.

Area Expertise (long-term): Code expertise is appropriate for short-term,
more specific representation in a user profile. To model the long-term exper-
tise of a programmer, we use a more general notion of expertise, in which we
make use of existing tags in the programming question-answering site, Stack-
Overflow. Researchers in Software Engineering have started to study these tags
[12]; our contribution is in using these tags to represent the type of knowledge a
programmer has and use this representation in a user profile.

First, we build a training set that maps for each API method (e.g., Frame.-
addWindowListener) mentioned in a question or an answer, the tags associ-
ated with the corresponding question (e.g., tags java and awt). Although the
tags from StackOverflow do not form a hierarchy, we can construct one by an-
alyzing tag co-occurrences.5 We create a supervised classification model that
distinguishes the terms which distinguish API methods associated with a tag
versus methods which are not. With this model, we can predict for a new API
method, which tags are associated with the method. The same algorithm can
be used to associate tags to API methods that are called in source code au-
thored by a programmer: the more code authored by a programmer containing
Frame.addWindowListener, the more knowledge on java and awt the program-
mer should have.

We use an ontological user profile as in the work by Sieg et al. [10]. The way
to populate the user profile is by “passive observation of a user’s information
access activity,” in our case, looking at the code authored by a programmer that
contains a given API method.

2.2 Applying the User Profiles (RQ2 and RQ3)

Snippet Generation: When a programmer enters a query for a reminding
purpose, the summary textual snippet should ideally satisfy the programmer’s
information need right away.

5 The tags perl and AWT seldom appear together, but when AWT appears, java
appears but not vice-versa. We can conclude that AWT is a child node of java.



394 A.T.T. Ying

Tag-Based Explanation Generation: We use the tag-based explanation gen-
eration ideas proposed by Vig et al [13] to enable a programmer make decision
about whether a code example is relevant more efficiently. Vig et al. showed that
if we want to use tags (in our case, of programming areas from StackOverflow)
as a way to explain the recommendations, the way that will maximize the level
of “justification” is to sort by tag relevance but showing user expertise in the
programming area.

3 Progress to Date

Work in progress include the mapping the code search information needs (learn-
ing versus reminding) to the search goal taxonomy and the short-term code
expertise user profile generation. User profile generation regarding expertise in
general programming areas and the application of user profile are work that
remains.
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