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Chapter 1

Introduction

Augusto Giussani and Christoph Hoeschen

Nuclear medicine is gaining greater and greater importance as a diagnostic tool, and

one reason for that is the enormous progress made in the imaging of the tissue

activity distribution and of its temporal variation after administration of

radiolabeled agents to patients. The availability of hybrid systems, where SPECT

or PET machines are combined with X-ray computed tomography (CT) or, more

recently with magnetic resonance (MR) devices, enables to integrate together the

functional information provided by the administered radiopharmaceutical with the

superior anatomical details of CT and MR. A look at the figures that are reproduced

in the chapters of this book (see in particular Chap. 2) gives a clear indication on

how the imaging processes have evolved over the years.

The generation of the image in nuclear medicine starts with the detection of the

radiation emitted by the administered radioactive agent that has accumulated in

specific tissues, including malignancies, and includes signal analysis and

processing, noise reduction, image reconstruction, image representation, maybe

even image analysis, and so on. All these aspects have profited over the years of

the results of research activities conducted in the field of nuclear medical imaging

and also in related fields, and even when those activities were not directly aimed to

nuclear medicine, their results could be more or less easily implemented. This is

valid for the development of new detectors, new detection setups, new
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mathematical approaches and algorithms for signal processing and reconstruction

techniques, not to mention the booming of the computer technologies and the

increased performances of the processors used for reconstruction and representation

or analysis tasks like 3D image representation.

In this book, which finds its origin in a Training Course held in Munich in

October 2010 (Third MADEIRA Training Course on Imaging in Nuclear Medi-

cine), we try to give an overview of the recent and future trends in the fields that did

and will contribute to the process of imaging using radioactive imaging agents.

Part I gives a general overview of imaging in nuclear medicine. The book starts

with a medical perspective: in Chap. 2, Professor Astrid Riklund, chief physician at

the Department of Radiation Sciences of the University of Umeå, Sweden,

describes the current and future challenges to nuclear medicine imaging from the

point of view of the “end users,” i.e., the medical doctors that have to evaluate the

images. In Chaps. 3 and 4, Andrej Studen, from the Jožef Stefan Institute in

Ljubljana, Slovenia, and Axel Martinez Möller, from the Technische Universität

München, Munich, Germany, describe, mainly from a physical point of view, the

processes related to the collection and formation of the electrical signals which are

the inputs for the generation of the images. The principle of tomographic and hybrid

systems, by now representing the large majority of devices in use, is described

there. Chapter 5 goes one step beyond it. Stephan Walrand and François Jamar,

from the Université Catholique de Louvain, Brussels, Belgium, illustrate the newest

developments and futuristic concepts for applications in nuclear medicine imaging.

Part II of this book is focussed on the issue of tomographic image reconstruction

and processing. The development of new, more efficient algorithms not only leads

to an improved image quality and to a shorter processing time but also to a

reduction of the activity that needs to be administered to the patient and conse-

quently to a reduction of her/his radiation exposure. The process of image recon-

struction in nuclear medicine (which is a so-called emission tomography technique,

since the reconstruction process starts with the collection of the radioactivity

emitted by the patient) is in several aspects different from the case of “transmission

tomography” techniques like CT, where the radiation source is external to the

patient and the image is reconstructed on the basis of the transmitted radiation

which can traverse the patient’s body. However, there are certainly also common

approaches as, e.g., in noise reduction principles. Oleg Tischenko, Christoph

Hoeschen (both from Helmholtz Zentrum München, Munich, Germany), and

Gernot Ebel (Scivis wissenschaftliche Bildverarbeitung GmbH, Göttingen,

Germany) describe in Chaps. 6–8 the newest approaches, partially taken from the

field of transmission radiography and specifically adapted to the characteristics of

nuclear medicine. This section integrates what was already presented in a previous

book of this series1 and shows the newest further developments. Also the new

trends in quality assurance in nuclear medicine are described by Hugo de las Heras

Gala in Chap. 9. As nowadays the majority of all new equipment consists in hybrid

1 Cantone MC, Hoeschen C (eds) (2011) Radiation physics for nuclear medicine. Springer,

Heidelberg.
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systems, quality assurance programs for transmission, as well as for emission

imaging are dealt with in this chapter.

Part III of this book is closely related to the outcomes of the European research

project MADEIRA (Minimizing Activities and Doses by Enhancing Imaging

quality in Radiopharmaceutical Administration). It was in the course of this project,

co-funded by the European Commission through the EURATOM Seventh Frame-

work Program, that the Training Course was organized and the book was

conceived. Aim of the project, as its title reveals, was to develop several strategies

to improve the imaging process and thus enable to reduce radiation dose to the

patients keeping the diagnostic information of the image at the same level, or even

enhancing it. Chapters 10 and 11 describe, among others, the development of a new

detector concept, aimed to provide higher definition images of selected regions of

interest and of a dedicated phantom, specifically developed for the experimental

determination of the quantities closely related to the image quality.

Finally, Chap. 12 summarizes useful “rules of the thumb” that can be directly put

in use for producing and keeping good quality images.

One final remark has to be made: nuclear medicine is likely the scientific and

medical discipline requiring the collaboration of experts from the highest number of

different fields: physicians, pharmacologists, biologists, chemists, physicists,

mathematicians, and programmers. All these experts are concerned by the develop-

ment of the perspectives presented here. Thus, the texts were formulated with the

intention to be understandable by the widest possible audience. As a result, some

explanations may appear superfluous or simplistic for some readers. In that case, the

reference lists at the end of each chapter are useful tools for deepening the

knowledge.

1 Introduction 3
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Basic Principles and Physics of Nuclear
Medical Imaging



Chapter 2

The Role of Imaging in Nuclear Medicine:

The Medical Perspective

Katrine Riklund

2.1 Introduction

The era of clinical nuclear medicine started already 70 years ago with the first

human examination of the thyroid (Fig. 2.1). Iodine’s natural affinity for the gland

was used for these first examinations in patients. In 1938 the first paper on the

diagnostic uses of 131I in thyroid diseases in humans was published [1]. The

development of this discipline has thereafter been tremendous, and still we have

not seen the end of progress. Nuclear medicine has a large input in the clinical

handling of patients with different diseases and is a modality to examine different

physiological function in humans. It is a molecular imaging method based on

emission gain by injecting the patients with a very small amount of a radioactive

radiopharmaceutical or tracer. The distribution is measured with a gamma camera,

a single-photon emission computed tomography (SPECT) camera or a positron

emission tomography (PET) camera. In gamma and SPECT camera, radionuclides

with gamma decay are used and in PET camera with positron emission.

The clinical scene in nuclear medicine today is hybrid imaging. It is the modality

developing most rapidly. By hybrid imaging a combination of two different

modalities is meant, most commonly SPECT and computed tomography (CT) or

PET and CT, resulting in a combination of molecular/biologic and structural

information displayed in a fused mode (Fig. 2.2).

Hybrid systems with a combination of PET and magnetic resonance tomography

(MR) are being introduced in the clinical setting, and greater details will be given in

Chap. 4. The structural part, the CT, contributes with morphologic information but

also with transmission data which is used for attenuation correction of the PET or

SPECT data. The strengths of CT are the spatial resolution and the contrast [2, 3].

PET and SPECT on the contrary have a relatively low spatial resolution, and the
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e-mail: Katrine.riklund.ahlstrom@diagrad.umu.se

A. Giussani and C. Hoeschen (eds.), Imaging in Nuclear Medicine,
DOI 10.1007/978-3-642-31415-5_2, # Springer-Verlag Berlin Heidelberg 2013

7

http://dx.doi.org/10.1007/978-3-642-31415-5_4
mailto:Katrine.riklund.ahlstrom@diagrad.umu.se


strength is the very high molar sensitivity giving the possibility to examine small

changes in physiology [4, 5]. A comparison of different imagingmodalities is shown

in Table 2.1. Also gadolinium-enhanced magnetic resonance imaging (Gd-MRI),

which is not based on the use of ionizing radiation, is shown for comparison.

Before an examination with radiation is done, it has to be justified. The appro-

priateness and the benefit versus risk have to be decided, and the examination

procedure has always to be optimized. A radiopharmacon, usually consisting of a

radionuclide bound to an active substance defining which function is examined, is

needed. For SPECT studies the most common radionuclide is 99mTc, a pure gamma

emitter and 6 h half-life (T1/2). For PET the working horse is 18F, a positron emitter

Fig. 2.1 An old image

showing the distribution of

function in a normal thyroid

gland measured with 131I

Fig. 2.2 An FDG-PET/CT

3D image of a patient with

lung cancer. The skeleton is

from the CT acquisition and

the uptake in the liver,

kidneys, bladder, heart and

the lung tumour is from the

PET acquisition

8 K. Riklund



with 109 min T1/2. The active substance can be a bone seeker, such as methyl-

diphosphonate (MDP) for SPECT or fluro-2-deoxy-2-D-glucose (FDG), which

measures the metabolism in PET. The radiopharmacon or tracer can be

administered to the patient in different ways, of which intravenous (iv) injection

is the most common.

Nuclear medicine covers a variety of clinical questions, and it is the clinical

question deciding the setup of a nuclear medicine examination. Some examples of

the most common and most recent applications of nuclear medicine imaging, listed

according to the imaging modality, are presented in the following sections, and

some indications on future trends and need, viewed from the medical perspective,

are given in the end.

2.2 Gamma Camera and SPECT Imaging

Examination of the whole skeleton with 99mTc-MDP (methyl-diphosphonate) to

diagnose metastases or other bone diseases is a very common examination with

conventional gamma camera (Fig. 2.3). Bone scintigraphy has been the method of

choice to follow patients with oncology diseases, but imaging with different tracers

in PET/CT is rapidly developing [6–8].

By using a substance measuring the regional brain blood flow (rCBF), the brain

function can be measured by a SPECT or a SPECT/CT camera [9, 10]. Hexamethyl-

propyleneamine oxime (HMPAO) or Neurolite is distributed in the brain in relation

to the blood flow, and most of the uptake takes place during the first passage. The

rational for examination is that brain function is correlated to blood flow. The

examination is used to diagnose dementia and to differ between neurodegenerative

and vascular dementias (Fig. 2.4a). The same substance (HMPAO) can also be used

to label white blood cells and with that substance inflammatory or infectious

diagnoses can be made. This is mostly used to diagnose inflammatory bowel

disorders (Fig. 2.4b). Blood flow and myocardial function can be examined with

other radiopharmaceuticals. A cocaine analogue, 123I-FP-CIT binding to dopami-

nergic neurons, is used to examine the function in striatum which is affected in

parkinsonian diseases and Lewy body dementia, but not in essential tremor, making

it possible to set correct diagnosis with high sensitivity and specificity (Fig. 2.5)

[11–13]. If the patient is allowed to breathe an aerosol of carbon particles covered

with 99mTc, the distribution of air in the lungs can be made.

Table 2.1 Molar sensitivity and spatial resolution for different tomographic modalities

Modality Concentration at target Resolution (mm)

PET Picomolar (10�12) 4–6

SPECT Nanomolar (10�9) 4–12

Gd-MRI Milli-micromolar (10�3/�6) <0.5

CE CT Millimolar (10�3) <0.5

PET positron emission tomography, SPECT single-photon emission computed tomography,

Gd-MRI gadolinium-enhanced magnetic resonance imaging, CE CT contrast-enhanced computed

tomography

2 The Role of Imaging in Nuclear Medicine: The Medical Perspective 9



This is used in combination with an iv injection of 99mTc-labelled macro-

aggregates of albumin, small enough to enter the capillaries. By measuring the

ventilation and blood flow distribution in the lungs, pulmonary embolism can be

diagnosed. A mismatch is seen in pulmonary embolism, with activity defect in the

Fig. 2.3 A whole body bone

scintigram of a normal

skeleton

10 K. Riklund



perfusion but not in the ventilation study (Fig. 2.6). Even if CT examination of

suspected pulmonary emboli is the first choice of examination, there is a clinical

need of scintigraphy studies [14, 15].

2.3 PET/CT Imaging

PET/CT was introduced to the clinical practice in the beginning of 2000 [16, 17]

and after that a tremendous development has been taking place. Compared to

SPECT, the PET scanner has a significantly higher sensitivity and a slightly better

spatial resolution (Table 2.1). Instead of using gamma emitters, positron emitters

are used. A positron emitter gives away a positron from the nucleus, and since this

antiparticle cannot exist, it interacts with an electron and annihilation takes place.

Fig. 2.4 (a) A CT and an rCBF-SPECT study with HMPAO of a patient with dementia. The blood

flow is reduced in the parietal lobes bilateral (red and blue arrows). The CT shows no atrophy.

(b) On the left, an intense uptake of HMPAO-labelled white blood cells is seen in the right fossa

(in the yellow circle) in a patient under investigation of inflammatory bowel disease. The uptake is

located to the bowel section with acute inflammation. On the right, the cobble stone appearance of
the mucosa is visualized with the small bowel contrast examination

Fig. 2.5 FP-CIT-SPECT images of two patients with tremor. The one on the left has a normal

dopamine transporter SPECT study with preserved activity in striatum bilateral and is suffering

from essential tremor. The patient on the right has reduced activity in putamen bilateral (the lower

part of striatum) and on the right nucleus caudatus consistent with a parkinsonian disease

2 The Role of Imaging in Nuclear Medicine: The Medical Perspective 11



The result is that mass converts to energy, and 511 keV photons radiating almost

180� in opposite direction are produced. These 511 keV photons are measured by

the PET-detectors and transformed into images, as described in Chaps. 3 and 4. The

invention of PET scanning is not new, and already in the 1950s, arsenic was used to

image brain tumours [18].

The combination of PET and CT (PET/CT) is a molecular imaging modality

allowing us to visualize different biochemical pathways in cancer cells. Imaging is

usually done with 11C- or 18F-labelled tracers. The sensitivity is high, making it

possible to detect picomolar and down to nanomolar concentrations of the tracer

in vivo and thus to perform imaging using non-pharmacological concentrations of

the substances. This counts also for SPECT and gamma camera imaging. Oncology

diseases are still the major indication for PET/CT even if the use for cardiac, brain

imaging and inflammation is increasing.

Initially, the CT examination was mainly restricted to attenuation correction and

anatomical mapping to facilitate the localization of the PET uptake. Today, the vast

majority of PET/CT scanners are equipped with a state-of-the-art CT, and an

increasing proportion of PET/CT studies are made with high-quality diagnostic

CT. This true hybrid imaging sets demands on the physicians to have qualification

in both radiology and nuclear medicine to evaluate the entire hybrid examination.

Collaboration between a radiologist and a nuclear medicine specialist making the

evaluation together is another working strategy. Furthermore, the competence of

the nurses/technicians is changing, and knowledge from both radiology and nuclear

medicine is needed. The clinical routine to examine patients will also change with

replacement from CT to PET/CT in an increasing proportion of, for example, lung

cancer patients. In summary, the development and diffusion of hybrid imaging has

increased the collaboration between radiology and nuclear medicine.

2.3.1 Fluoro-2-Deoxy-2-D-Glucose

The absolute most commonly used PET tracer for imaging is FDG labelled with
18F for oncologic diseases. The tracer is delivered by the blood and taken up by

the tumour cells with help of glucose transporters. Inside the cell FDG is

Fig. 2.6 Shows a perfusion and ventilation scintigraphy of a lung. To the left an image of a

perfusion scintigraphy is seen. A triangular shaped region with reduced perfusion is seen in the

upper lateral segment of the lung (red circle). To the right the ventilation scintigram of the same

patient is shown. The ventilation in the entire lung is normal. The corresponding segment to that

with reduced perfusion is delineated with a blue circle.

12 K. Riklund
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phosphorylated by hexokinase, and the product FDG-6P does not continue in the

metabolic route. It remains entrapped in the tumour cell where it can be

measured by the PET scanner. Therefore, this tracer acts as a surrogate marker

for metabolism, and this pathway is the one which is most frequently imaged.

FDG has been in use since 1978 [19], and its use is reimbursed for most solid

tumours (Fig. 2.7).

PET/CT with FDG has a high impact in clinical handling, and in 2001, a study

was published showing changed clinical management of approximately a third of

patients with lung cancer, colorectal cancer, melanoma and lymphoma after adding

FDG-PET for staging [20]. In two publications from 2008, the impact of PET/CT

on expected management of patients with cancer was evaluated based on ~23,000

PET/CT studies. These papers also concluded major changes in patient handling in

approximately one-third of patients with varying oncologic diagnosis. These

changes affected clinical handling for diagnosis, initial staging, restaging as well

as for suspected recurrence [21, 22]. As medicines become more and more

personalized, PET/CT can be of help in staging, in treatment planning and in

some diagnoses also in early treatment evaluation.

2.3.2 Lung Cancer

There is a strong evidence for the use of FDG-PET/CT in initial staging for lung

cancer when curative treatment is intended [23–25]. Evaluation of lymph nodes in

mediastinum has the highest added value. If lymph nodes are PET negative, spread

disease can be ruled out. FDG-positive nodes on the contrary are recommended to

be biopsied before final staging, due to the risk of false-positive findings in

inflammation. The staging with PET/CT gives major information for the treatment

decision and gives also an indication of prognosis for the patient. For lung cancer,

FDG-PET/CT is furthermore recommended for radiation treatment planning in

order to include all active disease and to avoid radiation of for instance lung

atelectasis which can be impossible to delineate with CT [24, 26].

Blood 
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Fig. 2.7 A schematic

drawing of the FDG uptake

and entrapment in tumour

cells
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2.3.3 Lymphoma

FDG-PET/CT is the best modality to evaluate effect of treatment [27]. Previously

only CT was used for response assessment, but recently revised Integrated Interna-

tional Workshop Criteria (IWC + PET) were proposed by the members of the

International Harmonization Project [28]. The revised criteria combine both imag-

ing techniques. If lymph nodes which were initially FDG avid do not show FDG

uptake after treatment, the patient is considered to be in complete response,

irrespective of the size of lymph nodes at CT [29]. The strength with FDG-PET/

CT in lymphoma is the possibility to distinguish viable lymphomas from remnants

such as necrosis or fibrosis, which are not malignant. FDG-PET/CT is also used for

evaluation early in the treatment course, after two cycles of cytotoxic drugs, but

more evidence is needed before the clinical role is decided [30] (Fig. 2.8). A rapid

decline in FDG uptake indicates good prognosis irrespective of the CT findings. For

clinical use visual assessment is used, and criteria for evaluation are published by

Cheson et al. and Juweid et al. in 2008 [31, 32] (Fig. 2.9).

2.3.4 Inflammation

Beside clinical tests, structural imaging is used to diagnose vasculitis in the large

arteries. It might be hard to decide correct diagnosis since half of the patients with

structural findings does not have active inflammatory disease [33]. A FDG-PET/CT

can help to solve the diagnostic problem in patients not on steroid treatment, and if

positive, a high correlation with disease is found [34, 35] as shown in Fig. 2.10.

FDG-PET/CT can also be used to diagnose infection in vessel grafts or abscesses

[36, 37].

Fig. 2.8 To the left, an FDG-PET/CT image of a patient with lung cancer and FDG-negative

border-sized lymph nodes inferior of carina. The patient underwent curatively intended therapy

and is free of recurrence. To the right, an FDG-PET/CT image of a patient with a similar sized lung

cancer and border-sized FDG-positive mediastinal lymph nodes. Curative cytoradiation was given.

The patient survived 1 year after treatment and died of the disease

14 K. Riklund



2.3.5 Neurology

Several tracers are available for brain imaging [38, 39]. FDG can be used to

examine the brain function and is used in dementia disorders. The metabolic

activity correlates with brain neuronal function. An interesting compound is the

Fig. 2.9 FDG-PET/CT images of a patient with Hodgkin’s disease. The image to the left is before
treatment, the one in the middle after two treatment cycles and to the right after treatment is

completed. Initially massive uptake in the lymphoma is seen (blue circle). After two circles of

cytotoxic drugs, most of the lymphoma is FDG negative (yellow circle). After completed treat-

ment, all lymphoma remnants are FDG negative

Fig. 2.10 FDG-PET/CT of a patient with a large-vessel vasculitis. The FDG uptake in the aortic

wall is compatible with inflammation

2 The Role of Imaging in Nuclear Medicine: The Medical Perspective 15



Pittsburgh substance, useful for imaging of dementia [40]. Other tracers can be used

for imaging of the dopaminergic system, 11C-raclopride for imaging of D2-

receptors and DOPA to measure the dopamine production in striatum [41]. As for

SPECT there is also a PET tracer to measure dopamine reuptake in striatum, 11C-

BCIT. The different studies of the dopamine system, pre- and postsynaptic, are

mainly used for parkinsonian diseases.

2.4 Further Developments

A rapid development is still on-going, and a lot effort is put on processing of image

data. This makes it possible either to decrease the acquisition time or to reduce the

administered dose with remained or increased image quality. Acquisition during

respiratory gating can give more detailed information for treatment planning if

knowing where the tumour moves during the respiratory cycle. The respiratory

gated images, 4D imaging, might also be converted into a more correct motion free

image by advanced processing and morphing of image data. A goal for the

development in imaging is to gain so much biological information about the disease

that a personalized treatment can be decided for each patient and that each patient

treatment can be individually assessed. Hybrid imaging could contribute to the goal

to a large extent but information from other modalities such as MR and other

biological markers are warranted to reach the goal. Most of the information is

complementary not competing, and deeper knowledge of diseases is needed to take

advantage of the information “hidden” in imaging.

2.5 Summary

Nuclear medicine is imaging of different physiological pathways in the body. The

used radiopharmaceutical or radiotracer decides which function or molecular path-

way is imaged. Introduction of PET/CT, mainly with FDG, has changed the

handling in oncology substantially and made image-based personalized medicine

in oncology possible [42].
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Chapter 3

Physics of Imaging in Nuclear Medicine

Andrej Studen

3.1 Introduction

Imaging in nuclear medicine has become an established part of standard medical

practice for recognition and treatment of a wide variety of medical disorders. This

chapter gives a compact overview of the physics that governs such imaging

algorithms.

All imaging methods in nuclear medicine are based on radioactive nuclei,

attached to molecules of interest (radiopharmaceuticals). A specific set of selection

criteria has been assembled that identifies such radiopharmaceuticals. The detectors

that are used are specifically tailored to capture the emitted radiation. They fall into

three categories: scintillators, semiconductors, and light detectors. Based on the

examination, the detectors are assembled to diagnostic tools. In single-photon

emission computed tomography (SPECT), each photon is detected and processed

independently. A set of complex collimators can be used to determine the incoming

direction of the impact photon. In positron emission tomography (PET), a pair of

photons is both emitted and captured for each valid event. Since the photons in PET

are emitted in opposite direction, no mechanical collimation is needed. The line that

connects the interactions of both photons is called the line of response. A new

variety of a PET device, a time-of-flight (TOF) PET, has such accurate

chronometers that the position of emission within the line of response can be

determined based on the time difference of both interactions. The image recon-

struction is the final step of the imaging algorithm, transforming the results of the

measurements into a three-dimensional distribution of radiotracer density.

It is obvious that it is impossible to give all complexity of the field in the allotted

space. The reader is kindly referred to the references for further reading and in-

depth understanding.
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3.2 Radiation Used in Imaging in Nuclear Medicine

In nuclear medicine, radioactivity is used to image metabolic processes character-

istic to certain medical conditions. The images provide insight to the function of the

tissue, which makes them a functional imaging modality, giving complementary

information to anatomical imaging such as CT or plain MRI. The radioactivity is

emitted by unstable nuclei chemically bound to a pharmaceutical specific to the

imaged process. The isotopes that are used in such procedures are called

radionuclides, and compound is called a radiopharmaceutical.

When preparing radiopharmaceuticals [1], the following points have to be

considered:

• Radiation type. Gamma radiation with energy between 140 and 511 keV is

ideally suited for medical applications, since a substantial part (up to 40 % for

certain nuclides) passes through body unmodified, and is relatively simple to

detect. Radiation of photons with lower energies or other radiation types (alpha

and beta particles) is predominantly absorbed in the body. Usage of more

energetic photons is rare, since they present a challenge in detection.

• Half-life. A physical quantity A, activity, states number of disintegrations of a

radioactive sample per unit time. The activity drops exponentially with a nuclide

specific half-life t1/2:

AðtÞ ¼ A0 � e�
lnð2Þ
t1=2

t ¼ A0 � 2�
t

t1=2 ; (3.1)

where A0 is the initial activity. The isotopes are chosen so that their half-lives

reflect the metabolic processes that are being investigated; in any case, half-lives

between hours and days at most are suitable. Table 3.1 lists half-lives of

radionuclides commonly used in nuclear medicine.

• Specific activity. The specific activity is the activity of the sample divided by its

mass. For minimum interference, the specific activity injected should be as high

as possible. Although specific activity of radionuclides can be very high (�GBq/

pmol), the specific activity of radiopharmaceuticals is much lower due to

chemical contamination of sample with nonradioactive isotopes of the

radionuclide.

• Purity. Purity is the portion of activity sourced by the desired compound. Purity

should be high, since the remaining radioactivity will (a) expose patients to

redundant radioactive dose and (b) add noise to detection. Notorious example is

a well-controlled contamination of 99mTc with its parent 99Mo during extraction

from generator.

• Chemical properties. The radiopharmaceuticals must mimic all relevant

properties of the equivalent pharmaceutical, and elaborate procedures were

established to this end. The common methods are a direct replacement, where
radioactive isotopes are used in place of their stable counterparts, like 11C for
12C in 11C-choline; creation of analogs, most notably 18F-FDG as a glucose
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analog; and chelation, e.g., binding of 99mTc in non-active parts of a complex

substance.

• Production. Radioactive sources are produced in nuclear reactors through

chemical purification of fission products or activation and, on a smaller scale,

in cyclotrons. For convenience, generators, i.e., long-lived parents of interesting
nuclides (99Mo for 99mTc or 82Sr for 82Rb) are shipped from remote nuclear

reactors to medical facilities. Conversely, cyclotrons are commonly installed at

the facilities themselves to provide on-site access to short-lived PET

radionuclides (Table 3.1).

3.3 Detection of Radiation

Detectors for nuclear medicine are optimized for detecting γ radiation in

140–511 keV energy range. In this section we will give an overview of the most

common interaction types of photons in this energy range and list sensitive

materials used for their detection.

3.3.1 Interactions of Photons with Matter

The passage of photons through matter is marked by discrete, point-like

interactions. As a consequence, some photons can pass through obstacles

unchanged, and it is only their number that diminishes. For an incident current j0
of photons on a target of thickness d, the outbound current j will be

Table 3.1 List of common radionuclides for imaging in nuclear medicine

Nuclide Mode Photon energy (keV) Half-life Imaging modality
11C ß+ 511 20.37 min PET
13N 9.97 min
15O 2.04 min
18F 109.7 min
82Rb 76.4 s
67Ga EC 93, 185, 300 3.26 days SPECT
99mTc IT 140 6.01 h
111In EC 172, 247 2.81 days
123I EC 159 13.2 h
125I EC 27–30 59.4 days
201Tl EC 68–80 3.04 days

For each nuclide, the decay mode (IT is isomeric transition, EC is electron capture, ß+ the positive
beta decay), the energy of the photons emitted, the half-life, and the principal imaging modality are

given
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j ¼ j0 � e�μ�d; (3.2)

where μ is the material specific attenuation coefficient.

Figure 3.1 illustrates the interactions that dominate the specified energy range:

the Compton scattering (CS) and the photoelectric effect (PE), each contributing a

partial attenuation coefficient to the total attenuation coefficient μ ¼ μC þ μpe.
In the photoelectric effect, the photons are completely absorbed in the electric

field of the target nucleus (see Fig. 3.1, left). The energy of the photon is transferred

to an electron from the atomic shell of the target atom. The emitted electron is

referred to as the photoelectron, and its kinetic energy is equal to the energy of the

incident photon minus its binding energy. Since the nucleus is involved in the

interaction, probability for PE is higher for electrons in strongly bound shells close

to the nucleus. When the energy of the incoming photons exceeds the binding

energy of those shells, a sharp rise in the partial attenuation coefficient μpe can be

observed in Fig. 3.2. The most energetic of those edges corresponds to the K-shell

transitions, where electrons from the innermost shells (1 s) of the target atoms are

excited. Above the K threshold, the attenuation coefficient scales as

μpe /
ρ � Z
A

Z4�5

E2:5�3:5
(3.3)

with ρ, A, and Z being the density, mass, and atomic numbers of the target material

and E the energy of the incoming photon. The exponents for Z and E vary within the

energy range of photons used in imaging. Note the strong Z dependence and the

sharp drop with increasing energy of the photons.

The Compton scattering is an elastic scattering of a photon with an electron in

the atomic shell. The energy transfer between the particles is sufficient to excite the

electron, called a Compton electron, from the atom. Since other particles, including

Eγ

E’γ

Eγ

Ee Ee

θ, scattering angle

initial
photon

initial
photon

vacated
electron
orbit

photo-
electron

Compton scattering scattered photon

Compton electron

Photoelectric effect

Fig. 3.1 Schematic representation of the most common interactions for photons used in medical

imaging: photoelectric effect (left) and Compton scattering (right)
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the nucleus, can be considered as spectators only, a relation between the scattering

angle θ of the photon and the transferred energy Ee can be derived:

2 sin2
θ

2
¼ me c

2 Ee

E � ðE� EeÞ : (3.4)

The quantum effects do not extend to the scattering angle, which is a continuous

variable. As a consequence, the spectrum of the emitted electrons is a continuum

with a sharp drop, the Compton edge, corresponding to the maximum energy

transfer at backscattering. The partial attenuation coefficient μC is proportional to

μC / ρ � Z
A

(3.5)

and has, conversely to μpe, a weak relationship to Z and little variation with energy

over the given range.

Figure 3.2 illustrates both partial and total attenuation coefficients in two

materials, one with a low Z (Si, left) and one with a high Z (BGO, right), which

span the range of sensors and materials used in nuclear medicine detection. The

strong PE energy dependence breaks the photon interactions to two regions. By

labeling Eq as the energy where μC(Eq) ¼ μpe(Eq), the photons with energy below

Eq will be predominantly photoelectrically absorbed, while above Eq, they will

undergo CS, with a narrow region where both processes are equally probable.

Below Eq, because of the Z dependence of μpe, there will be huge difference in

attenuation coefficient in different media: at 30 keV for Si with μ ¼ 3 cm�1 and
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Fig. 3.2 Attenuation coefficient for photons in Si (left) and BGO (right). Note the logarithmic

scales
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BGO with μ ¼ 170 cm�1 the difference is almost two orders of magnitude. Above

Eq, μ predominantly scales with ρ, since Z/A � 1/2 for most materials, resulting

in variation confined to less than one order of magnitude.

3.3.2 Sensitive Materials: Scintillators

Scintillators are materials that convert ionization to visual light [2]. For detection of

gamma radiation, the signal is produced in two stages—the incident photon

undergoes one of the interactions mentioned above to create an electron with

substantial kinetic energy, be it Compton- or photoelectron, and then the electron’s

energy is converted to countable photons of visual light. Table 3.2 lists some

properties of common scintillators used in nuclear medicine. The most commonly

used scintillator material is NaI, being relatively inexpensive and malleable. For

PET, detection efficiency is crucial, and devices are based on BGO (chemically

Bi4Ge3O12) or L(Y)SO. The name L(Y)SO describes two distinct crystals—

proprietary LSO (Lu2SiO5), and an open source LYSO, which is a 10 % admixture

of YSO (Y2SiO5). Both have nearly identical properties and will be treated as a

single substance throughout the text.

The important parameters of scintillators are (see Table 3.2):

• Photon yield. Number of visual photons created per keV kinetic energy of the

electron. Higher numbers indicate larger signals enabling better energy and

timing resolution. Note advantage of recent engineered materials like L(Y)SO

or LaBr3 over BGO.

• Detection efficiency. The efficiency of a material can be expressed through the

half-value thickness (d1/2 ¼ ln(2)/μ), which is the thickness of material required

to detect half of the incoming photon flux. It should be considered that only

photons interacting through PE will contribute to the image (Sect. 3.4.3); there-

fore, it is desirable that the relative Compton scattering probability is small

compared to photoelectric effect. Table 3.2 states d1/2 and the ratio (CS/PE) for

two most common photon energies, 140 keV of 99mTc and 511 keV of annihila-

tion photons. To maximize efficiency, materials composed of high Z elements

(83Bi, 71Lu and 53I) are used, which benefit from the strong Z4–5 dependence of
μpe. Since μ is proportional to ρ, the materials are also relatively dense, from

3.67 g/cm3 of NaI to 7.3 g/cm3 for L(Y)SO. At the low end of the energy spectra,

almost all materials have sufficiently low values of d1/2 and (CS/PE), so that the

other properties become crucial for material selection. At the high end, the

efficiency becomes crucial; however, the reign of BGO has been overthrown

by the superior light yield and lightningly fast decay time of L(Y)SO.

• Decay time. Average duration of light emission after the interaction. A short

decay time implies large prompt signals and improves timing resolution. Note

the excellent values for L(Y)SO and LaBr3.
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Hardly any material is perfect, and the final choice is governed by the

requirements of each specific application.

3.3.3 Light Detectors

Scintillators require extremely sensitive photodetectors able to detect single

photons. The most common devices are photomultiplier tubes (PMTs), composed

of a photocathode and a series of multiplication dynodes (8–12 stages are common).

On the photocathode, the visual photons are converted (back) to photoelectrons

with the quantum efficiency (QE) measuring the conversion rate of photons to

photoelectrons emitted towards the first dynode. For standard PMTs, QE ranges

between 1 and 3 photoelectrons for ten initial photons depending on the photocath-

ode composition. Subsequent dynodes multiply the signal to about 106 times the

original photoelectron count. Since the electron multiplication is done in vacuum,

the PMTs are in general bulky and fragile and very sensitive to all external

influences, even the one of the terrestrial magnetic fields.

Silicon-based light detectors were introduced to imaging in nuclear medicine to

circumvent some of those difficulties. Figure 3.3 illustrates the principle of opera-

tion. The device is a reversely operated diode with graded dopant concentration

(n+pπp+). The uneven doping concentration is reflected in the nonhomogeneous

electric field, which is strong in the multiplication region and moderate in the active

region. Light enters through the bottom entrance window and produces charge

carriers in the active region of the device. A moderate field splits the carriers; the

electrons are steered towards the high field region and multiplied. Since charge is

multiplied within the crystal, no evacuated container is needed and ordinary

magnetic fields will not break the multiplication chain. The same charge contain-

ment argument makes QE of silicon-based devices larger than the one of PMTs

with a common value of 4 or more carrier pairs per 10 visual photons.

Table 3.2 Properties of common scintillators in nuclear medicine [3], for LaBr3 see [4]

Material

Yield (ph/

keV)

140 keV 511 keV Decay time

(ns)d1/2 (mm) CS/PE d1/2 (mm) CS/PE

NaI 38 2.83 0.18 21.46 4.6 230

BGO 8 0.59 0.06 7.65 1.3 300

L(Y)SO 32 0.75 0.09 8.55 1.9 40

CsI 52 1.92 0.15 16.93 3.5 1,000

BaF2 10 2.01 0.18 15.84 4.1 0.6/620

LaBr3 63 2.61 0.26 16.11 6.3 16

For each material, yield, defined as the number of optical photons per keV energy loss of the initial

particle (electron!), both half-value thickness (d1/2) and ratio of probabilities for Compton scatter-

ing versus photoelectric effect (CS/PE) at two characteristic gamma-ray energies (140 and

511 keV) and the decay time of the signal are given
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Based on the multiplication factor, two types of devices are constructed:

• In avalanche photodiodes or APDs [5], the multiplication factors are between

100 and 1,000, preserving the proportionality of the collected electron current to

the incoming light flux. This multiplication factor is at least an order of magni-

tude smaller than in PMTs, which is normally not a problem, but its strong

dependence on temperature, applied voltage, and device nonuniformity is. The

timing resolution depends on the multiplication and is also slightly worse than in

PMTs.

• The silicon photomultipliers or SiPMs [6] operate in Geiger mode, each photon

interaction generating a complete device discharge. To keep proportionality, the

device is split into tiny cells, squares with sides between 25 and 100 μm. The

proportionality is broken when multiple photons interact in a single cell and get

counted as a single photon. The dynamic range is limited by the number of cells

per device; however, the saturation effects are tolerable, since the devices are

generally small (1–10 mm2) to limit their capacitance and to allow decent

timing, and are finely segmented to as much as few thousands of cells per

device. Present devices are extremely sensitive to changes in operating

conditions, most notable the applied reverse voltage and ambient temperature.

Furthermore, the small cell size implies complex readout and electronics.

3.3.4 Sensitive Materials: Solid-State Detectors

Solid-state detectors are modified semiconductor devices. Most sensors are

reversely operated diodes, segmented to the desired resolution. The reverse bias

depletes the sensor of thermally generated carriers. As a photon strikes the detector

and creates a Compton or a photoelectron, the energy of the emitted electron is

converted into a countable number of electron–hole pairs. The electron–hole pairs

are split in the applied reverse bias and collected to respective electrodes.

n+

p

p+

multiplication
region

active region

top electrode

bottom electrode

p

Fig. 3.3 Schematic representation of APD operation
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In general, the number of created pairs in semiconductors, given in Table 3.3,

supersedes the yield of scintillators (Table 3.2), giving excellent energy resolution.

The diodes can be made to almost arbitrarily small sizes, and resolutions down to

1 μm were measured [7]. The solid-state detectors are currently found in

applications where energy or spatial resolutions are crucial (e.g., small animal

imaging, Compton camera, high precision scanners [8,9]). The relatively long

charge collection times and available manufacturing algorithms favor thinner

sensors. To match scintillator efficiencies, multiple layers of segmented sensors

have to be used, increasing channel count and device complexities.

3.4 Planar Imaging and SPECT

The most popular radiotracer, 99mTc, emits a single photon with energy of 140 keV

per decay. To detect the origin of the registered photon, Anger [10] developed a

mechanically collimated camera shown in Fig. 3.4. The present detectors are

improved versions of the same principle, with multiple pinholes instead of a single

one, and better scintillators and light detectors.

The sensitive part of the camera consists of a flat scintillator block of NaI or

similar material (see Table 3.2), measuring roughly 0.5 � 0.5 m2 and has a

thickness of 1–2 cm, corresponding to approximately ten half-lengths for 99mTc

radiation. One of the flat faces of the crystal is completely covered by a relatively

small number (�50) of circular PMTs arranged in a hexagonal pattern, illustrated in

Fig. 3.5. The opposite side is facing the object through a mechanical collimator that

limits the direction of the incoming photons to (nearly) perpendicular to the face of

the camera.

The camera registers a planar image, a projection of the source distribution. In

analogy to photographic procedure such an image is called a scintigraph and the

process scintigraphy. Scintigraphs are used directly in bone scintigraphy where

planar image determines presence and approximate location of remote diseases.

Multiple views give volumetric information on source distribution, and rotation

of a single camera or imaging with multiheaded cameras is common. The procedure

Table 3.3 Properties of semiconductors being introduced in nuclear medicine: material, yield

given as number of carriers per keV energy loss of the initial electrons, half-value length d1/2 and
ratio of probabilities CS/PE for Compton scattering versus photoelectric effect, both at 140 and

511 keV photon energy and approximate collection times (they depend on operating conditions

and material thickness)

Material Yield (e–h/keV)

140 keV 511 keV

Collection time (ns)d1/2 (mm) CS/PE d1/2 (mm) CS/PE

Si 278 20.95 15.7 34.59 490 �100

CdZnTe 216 2.06 0.23 13.74 6.2 �100
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is called single-photon emission computed tomography (SPECT) since a computer

aids in reconstructing the volumetric spatial resolution from detected views. Most

frequent examinations with SPECT are studies of myocardial perfusion with a dual-

head system.

We will derive basic properties of scintigraphy and SPECT, specifically spatial

resolution and efficiency, based on a study of a single planar imaging device.

Lead housing

Phototubes

Light rays

Scintillation crystal

Pinhole operture

Gamma rays

Subject

Fig. 3.4 Schematic drawing

of Anger camera. From [10]

TWO

d

ONE

Fig. 3.5 Illustration of

hexagonal arrangement of

circular PMT on an Anger

camera

28 A. Studen



3.4.1 Spatial Resolution

The spatial sensitivity of the camera comes from the distribution of light among the

coupled PMTs. A very common algorithm is the centroid or the center of gravity

algorithm. The position where the photon impacts in the camera plane is estimated

by the bidimensional quantity r:

r ¼
PN
i¼1

si � ri
PN
i¼1

si

; (3.6)

where N is the total number of PMTs, ri is the projection of the center of the ith
PMT on the face of the camera, and si is the signal (amount of light) collected in the

ith PMT. The position of interaction in direction perpendicular to the camera face is

rarely estimated, leading to depth-of-interaction (DOI) artifacts.

This basic strategy is further refined by:

• Omitting PMTs with signals below a certain threshold, since they only contrib-

ute noise.

• Aligning gains of individual PMTs.

• Post-correcting with a known response matrix. Prior to imaging, a source is

moved in a rectangular grid over the camera face to record distribution of signals

among PMTs as a function of source location. During the measurement, the

distribution of signals among the PMTs is statistically compared to the collection

of pre-calibrated responses. Several minimization techniques are available

[11, 12] to spot the most likely candidate, and the position associated with the

candidate is the estimated impact position.

The inherent resolution of an Anger camera without a collimator is 3–4 mm

FWHM. Surprisingly enough, this resolution is achieved with PMTs as large as

5–10 cm. This size is sufficient because the signal is shared among several PMTs.

For that to happen, the scintillator should have a small attenuation coefficient μ for

the light it produces. Modern production techniques allow for reasonable regulation

of this parameter through crystal growth, edge treatment, and geometry.

The delta method of approximate variance can be used to estimate the variation

of the centroid estimator r:

VarðrÞ ¼
XN
i¼1

@r

@si

� �2

VarðsiÞ: (3.7)

The variance of the signal will be dominated by light collection statistics [3],

giving Var(si) ¼ si. The partial derivative can be calculated to yield
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@r

@si
¼ 1

S
ðr� riÞ; (3.8)

where S is defined as the total signal: S ¼ P
i si. Since S here is used for illustration

of the statistical variation, it makes sense to estimate its value for the weakest link in

the signal generation chain, i.e., for the conversion of visual light to photoelectrons

on the photocathode. Therefore, in the following, S is the number of created

photoelectrons in a given photon interaction.

Should the majority of the signal be collected by M PMTs at an average distance

w ¼ |r � ri| from the interaction point, the variance will be just

VarðrÞ ¼ M

S
w2: (3.9)

The following discussion will be limited to two cases (see Fig. 3.5):

• One, where the interaction point is between two PMTs

• Two, where the interaction point is right inside a given PMT

In the first case, the two nearest tubes will collect most of the signal. Therefore,

the distance w corresponds to the radius of the phototube, M is equal to 2, and S to

the number of generated photoelectrons in all tubes. For a 140 keV interaction in

NaI viewed by a tube with QE of 0.1, the number S is 532 photoelectrons, as can be
verified by using the numbers in Table 3.2. Then, even for a d ¼ 5 cm diameter

tube, the resolution will be

δr ¼ 2:35
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞ

p
¼ 2:35

ffiffiffiffiffiffiffiffiffiffiffi
M

S

d2

4

r
¼ 3:6 mm; (3.10)

where a factor of 2.35 was used to convert the square root of the variance to FWHM

of the distribution.

In case two, most of the signal is collected in the central PMT, which, with

w ¼ 0, does not contribute to the variance. All variation comes from the six nearest

neighbors which collect a certain portion of the signal. This portion is determined

by the product of light attenuation μ and PMT spacing/diameter d:

• If the crystal is opaque, μ·d » 1, and there is no signal on the nearest neighbors.

As a benefit, there is no additional statistical variation of the position estimate,

which always correspond to the center of the tube giving the signal. Unfortu-

nately, the ability to determine position much smaller than the tube dimension is

also lost—a 5 cm tube will yield a 5 cm resolution.

• If the crystal is very transparent, there will be signals not only from the nearest

neighbors but also from tubes further out. Although the signal is dominated by

statistical noise, there are other components to signal variation (electronic noise,

drifts in scintillator response, and operating parameters) that will start to accu-

mulate once the contribution of more tubes is added to the signal. The actual
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implementation will of course depend on the ability of the system to control this

additional noise sources, but most economic way is to allow none but the nearest

six tubes to contribute. In this case, M in (3.9) is set to 6, w to tube diameter d,
and S to 532, and the variance has to be scaled with the portion of the signal

collected on the six nearest tubes (typical values are between 10 and 20 %). The

resolution will be

δr ¼ 2:35� 0:15�
ffiffiffiffiffiffiffiffiffiffi
M

S
d2

r
¼ 4:8 mm: (3.11)

The simplified model correctly accounts for resolution better than tube

dimensions but overestimates the positioning errors. Since the actual device reso-

lution is dominated by errors imposed by mechanical collimation, details on

positioning algorithms in scintillators can be safely ignored.

3.4.2 Mechanical Collimation

The mechanical collimation is a scheme that allows determination of the direction

of the interacting photons based on the known placement of mechanical obstacles

placed in photons’ path. For example, in Anger camera, all photon paths towards

detector save for a hole with diameter 2r are blocked by a thick lead block. The

most important parameters of the collimator are (illustrated for the Anger camera):

• The spatial resolution, Rcoll, is the FWHM of the projection of a single point

source from the object onto the face of the sensor. For a single circular pinhole, a

point source at a distance b will draw a circle with diameter Rcoll ¼ 2 � r � bþ a
b

onto a detector located at a distance a behind the collimator.

• The efficiency, g, is given as a number of photons directed towards the collima-

tor that reach the detector, for a single pinhole g ¼ πr2 W= , taking the ratio

of solid angle subtended by a circular hole compared to the area of the

collimator W.

Mechanical collimators suffer from resolution-efficiency trade-off. For a pin-

hole, both are related to the hole diameter, and equating for r, the trade-off is

expressed as

g / R2
coll: (3.12)

Relation (3.12) governs mechanical collimation in general, giving rise to multi-

ple collimator species, listed in Table 3.4—there is a high efficiency collimator

which sacrifices resolution for efficiency, and there is a high-resolution collimator
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which does the opposite. Still, very few of the incident photons are detected even

for moderate spatial resolutions, and performance of a mechanically collimated

camera is driven by the collimator. Thicker collimators with rougher trade-offs

have to be used for more penetrable gamma radiation beyond 140 keV, resulting in

a fourfold drop in sensitivity (compare MEHS collimator to LEHS counterpart in

Table 3.4).

3.4.3 Energy Resolution and Its Impact on Scattering Removal

Energy resolution of the detector is important in event classification. Consider

Fig. 3.6: three types of events can be detected in the sensor. We can deduce position

of the source from the last two but not from type 1 events, since in that case the

photon directional information was lost due to Compton scattering inside the object.

Since this scattering also reduced energy of photon #1, such events are recognized

by analyzing the photon energy. A common strategy is to require the energy of the

detected photon to be equal to the energy of the initial photon, i.e., selecting type

2 events only. This also disqualifies events of type 3, which by themselves are

perfectly legitimate for source position estimation.

The energy resolution of the detector will determine effectiveness of object

scattering removal. Consider a photon with energy E undergoing photoelectric

effect in scintillator with yield Y coupled to a PMT with quantum efficiency QE.

The number of photoelectrons will be

S ¼ QE � Y � E: (3.13)

For a typical Anger camera made of NaI and a 140 keV interaction, S ¼ 532

photoelectrons with a Poisson type variance σ2 ¼ S. The relative energy resolution

is 2:35=
ffiffiffi
S

p � 10% FWHM, resulting in a typical admissible energy window of

14 %. A better yield Y gives
ffiffiffi
Y

p
times better resolution, and a correspondingly

narrower energy window can be used to reject scatter and background radiation.

Table 3.4 Performance of typical collimators

Collimator type Gamma energy (keV) Efficiency Resolution at 10 cm (mm FWHM)

LEHR 150 1.8 � 10�4 7.4

LEGP 150 2.7 � 10�4 9.1

LEHS 150 5.8 � 10�4 13.1

MEHS 400 1.7 � 10�4 13.4

LEHR low energy high resolution, LEGP low energy general purpose, LEHS low energy high

sensitivity, and MEHS medium energy high sensitivity. The efficiency is given as portion of

photons incident on the camera surface that get detected, and resolution is quoted for an object

placed 10 cm away from the face of the collimator
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3.5 PET

Positron emission tomography exploits electronic collimation of short-lived posi-

tron emitters, like those listed in Table 3.1. The detectors are placed in a stationary

ring around the object with a typical ring diameter of D ¼ 80 cm and thickness

h � 20 cm. The ring is subdivided into identical detector elements, blocks, which

have a high level of autonomy. Figure 3.7 shows a photograph of such a block,

consisting of a segmented BGO scintillator block coupled to a set of four PMTs.

The scintillator is segmented to tightly packed bars about 20–30 mm deep along

the expected impact direction and with perpendicular dimensions of 4–6 mm. Each

block contains between 64 and 144 bars that form a face measuring 5 � 5 cm2. The

longitudinal cuts between the bars do not reach along their full lengths and stop just

before the PMT interface to allow light sharing between neighboring PMTs.

A unique signature of signal sharing among PMTs can be recognized for interaction

in each of the bars.

Between 100 and 200 blocks are assembled in a full PET ring. Each block

provides a trigger signal based on the sum of the signals of all PMTs in the block,

with the system trigger based on single triggers from all blocks combined in a

complex trigger logic circuit.

The following subsections describe basic properties of PET devices: electronic

collimation, spatial resolution, efficiency, and timing resolution (including the

principle of TOF-PET). For more details on TOF-PET, see also Sect. 5.4.1.

detector

2

3

1
object

tracer

Fig. 3.6 Illustration of

different types of events in

photon detection

Fig. 3.7 Photograph of a

BGO module for a PET
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3.5.1 Electronic Collimation

The principle of electronic collimation in PET is illustrated in Fig. 3.8. The

radionuclide decays emitting a positron, which annihilates close to the point of

emission. The annihilation creates a pair of photons of equal energy (511 keV),

traveling in (almost) exact opposite directions. Once both photons are detected, a

line of response (LOR) that connects both interactions, and consequently the

annihilation point, is constructed. Intersection of many LORs determines the

position of the source.

3.5.2 Spatial Resolution

Assuming Gaussian distribution of each parameter, the system spatial resolution

Rsys is
1

Rsys �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
det þ R2

range þ R2
180�

q
(3.14)

with contributions from the detectors (Rdet), the positron range (Rrange) and photon

acolinearity (R180�).

The contribution Rrange, illustrated in Fig. 3.8, reflects the distribution of annihi-

lation points around the positron emission point. The distribution is cusp shaped

with sharp initial drop and long tails. Typical values of FWHM and FWTM (full

width at one-tenth of the maximum) of the positron range for common PET

Line of re
sponse

Detector ring

Acolinearity

Positron range
Beta decay

Annihilation

Fig. 3.8 Illustration of PET operation concept

1 Assuming Gaussian distribution of each parameter. This is most notably not true for the

distribution of positron range: however, its contribution is generally small and the resulting

deviation irrelevant.
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radionuclides range respectively between 0.1 and 1.1 mm and between 1.0 and

4.0 mm, depending on the radionuclide.

Acolinearity derives from the fact that positrons annihilate while still traveling,

so photons have to share its momentum and do not, in practice, always fly in exact

opposite directions. The error on the estimated annihilation position is

R180� � 0.0022·D [13], being D the ring diameter.

In a typical scanner for 18F imaging, the collimation effects Rrange and R180� add

up to

R2
range þ R2

180� ¼ 0:1ð Þ2 þ 0:0022� 800ð Þ2 mm2 ¼ 1:76 mmð Þ2: (3.15)

The contribution of the detector resolution to the system resolution is propor-

tional to the resolution of each detector, which is roughly equal to the size of crystal

segmentation. Combining Rrange and R180� with bar sizes of 4 or 6 mm, the total

resolution Rsys equals to 4.37 or 6.25 mm, respectively. For small animal imaging

(microPET [14]), bar sizes down to 1 mm are used, which combined with the

contribution for acolinearity contribution (scaled due to the smaller ring diameter)

provides resolutions of 1 mm FWHM. Even submillimeter resolution was achieved

in solid-state detector PET prototypes [15], using the excellent resolution properties

of silicon detectors.

3.5.3 Efficiency

The detection efficiency g is the portion of emitted photons that contribute to the

final image and is a combination of the geometric and the detector efficiencies,

reduced by the object absorption.

The geometric efficiency corresponds to the solid angle subtended by the

detector at the given annihilation position. The ring arrangement of the PET

detector assures full geometric efficiency when both photons are emitted in the

plane of the ring, irrespective of the position of annihilation. As soon as photons

directed off-plane are included, the efficiency varies with annihilation position and

ring geometry. To estimate the scale of efficiency, let us assume an annihilation

occurring at the center of the plane that bisects the ring. The angle subtended by the

ring is equal for both photons and expressed as

Ps ¼ Ωs

4π
¼ h � ðD=2Þ

2 � ðD=2Þ2 ¼
h

D
: (3.16)

The efficiency will drop for both off-center and off-plane annihilations.

The detector efficiency is related to the portion of photons incident on

the detector that give a valid interaction. For each of the two photons, its detection

probability η will be determined by the half-value thickness d1/2 of the sensitive
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material and by the length of the photon path uwithin the sensor as η ¼ 1� 2�u d1=2=

(Table 3.2). Typical scintillator detectors have u/d1/2 � 3 and η of 90 % or more is

common. This efficiency is further restricted by the criterion that only photons with

energy falling in a selected window are accepted, in order to reject photons

scattered in the object. This implicates that also photons undergoing Compton

scattering in the detector are rejected. Indeed, ratio of Compton scattering to

photoelectric absorption at 511 keV is substantial (see PE/CS, Table 3.2), and

consequently, probability of a valid interaction of each of the photons, ε, is equal
to η reduced by a factor between 2 (BGO) and 3 (LYSO). Since both photons must

give a valid interaction to yield a useful line of response, the total detection

efficiency of the ring will equal ε2.
The portion of emitted photons that are not scattered in the body is given by

Q ¼ e�μ·T, where T is the sum of tissue lengths traversed by each of the photon, and

μ is the total attenuation coefficient μpe þ μC. Taking a typical distance T ¼ 10 cm

and μ(511 keV) ¼ 0.1 cm�1 of water as the main body constituent, Q � 0.36 is

expected.

From the arguments above, we can set the scale of the total detection efficiency g:

g ¼ h

D

� �
ε2e�μ�T ¼ 1%: (3.17)

The detection efficiency in PET is approximately 2 orders of magnitude larger

than in SPECT (compare Table 3.4).

3.5.4 Timing Resolution in PET, TOF-PET

The timing resolution of a PET detector corresponds to a variation in delay td
between arrivals of the trigger signals from detector elements hit by the photons.

The timing resolution is important in separating events caused by a single annihila-

tion from an overlap of multiple annihilation events; the latter illustrated in Fig. 3.9,

where an obviously erroneous line of response, is assigned to detected photons

coming from uncorrelated annihilations.

The synchrony of a pair of interactions in two detector elements is judged by the

relative delay of signal arrival from both detector elements. A common filtering

method is to select events, where td s is within a timing window of duration Δt. The
contamination ψ of the sample with random coincidences depends on probabilities

of a true, Ptrue or a random event Prandom, to occur, ψ ¼ Prandom/(Prandom þ Ptrue).

In determination of either probability, a valid single interaction starting the timing

window stopwatch is assumed, and conditional probability of a second interaction

matching the corresponding event type is calculated.

For a true event, the second interaction is caused by the second photon created in

the same annihilation as the first interaction. Due to the ring detector geometry,
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detection of the first photon sets the second photon on a detector impinging track

with a high probability Pg � 1. Still, effects of limited detector efficiency and

energy window, factorized in ε, and object scattering, factorized in Q, must be

considered. On top of that, an imperfect timing resolution will further reduce Ptrue.

To illustrate the dependence of Ptrue on Δt assume the cumulative delay distribution

P(td), giving the probability that signal from the second detector module arrived by

td after the first interaction, is a linear function up to a resolution parameter σt and 1
afterwards. In fact, P(td) shaped as an error function would be more appropriate, but

the general features of such function are implicitly contained in our simplified

picture. The shape of Ptrue following that of P(td) is shown in Fig. 3.10, saturating at
PgεQ for long-timing windows.

For a random event, the second interaction is caused by either of the photons

created in the annihilation of the next emitted positron. The interactions in the ring

will occur at a rate of 2APrεQ, where

• The activity A of the observed object determines the average rate of positron

emissions.

• The geometric efficiency Pr is the probability that either of the photons is

directed towards the ring, which is, due to the ring geometry, very similar to

Ps (3.16).

• Parameters ε and Q are the single-sided detector efficiency and probability of

penetration of the photon through the body, respectively.

The waiting time between random interactions in the ring will be exponentially

distributed, and probability Prandom is just the probability that an event will occur

within the interval of duration Δt, selected by the first interaction.

Prandom ¼ 1� e�2�A�Pr�2�Q�Δt: (3.18)

Fig. 3.9 Illustration of

improper line of response

connecting interactions of

subsequent emissions
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Figure 3.10 illustrates the described dependencies. Effect of the filtering is

clearly illustrated with a short Δt favoring true events as long as initial slope of

Ptrue exceeds that of Prandom, requiring
Pg

σt
> 2 � A � Pr . This poses a limit on the

required timing resolution for a given activity:

σt <
1

A

Pg

2 � Pr

: (3.19)

Roughly speaking, timing resolution should exceed 1/A, the average time

between emissions, with a relief factor Pg/2·Pr. For the most common case of Pg

of almost 1 and Pt on the scale of h/D ¼ 0.2 (see Sect. 3.5.3) for a ring geometry, the

relief factor amounts to a couple of units. A PET scanner can tolerate activity of as

much as 100MBq sources with a timing windows of 12 ns with a contamination ψ of

10 % or less. The contamination is reduced further by limiting the set of detector

elements that are enabled to accept a second interaction to those geometrically

opposite to the element signaling the first interaction.

Improving timing resolution beyond that required by (3.19) has other benefits in

addition to the reduced contamination ψ . Consider the time-of-flight (TOF) PET

principle, illustrated in Fig. 3.11. The photon directed towards left will travel a

distance of D/2 � Δx before interaction and the right one D/2 þ Δx. This differ-
ence translates to a delay of td ¼ 2 � Δx c= between interactions, with c the speed

of light. A detector pair with a resolution of σt will be able to separate sources

δx ¼ c � σt 2= apart based on timing information. The timing resolution in

scintillators scales as [16]

σt /
ffiffiffiffi
τd
S

r
; (3.20)
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where S (3.10) is the photoelectron count. Looking at Table 3.2, we see that LYSO

(Y ¼ 32, τd ¼ 40 ns) will be approximately five times better than BGO (Y ¼ 8,

τd ¼ 300 ns). A resolution of σt ¼ 500 ps, possible in L(Y)SO, gives a δx ¼ 7 cm.

This is actually much worse than the spatial resolution of 4.35 mm estimated above.

Therefore, timing information is not used directly in source reconstruction, but it

can be useful in noise control. Consider an image reconstructed from non-TOF

data: all points along the line of response must be assigned equal probability. In

TOF, however, it is possible to assign different probabilities to different segments

along the LOR, when td is measured (see histogram illustrated in Fig. 3.11). The net

effect is as much as twice the information content per detected photon pair in

typical TOF-PET system compared to a non-TOF-PET system [17]. This gives

either a twice improved image for a fixed event count or, conversely, half the events

required for a given image quality.

3.6 Image Reconstruction

Finally, it is the task of image reconstruction techniques to resolve the actual

volumetric distribution of the radiation sources based on the collected

measurements. Images in a standard sense can be obtained either by projecting or

slicing this distribution along a certain object axis with source densities represented

by an appropriate selection of shades. The process is rather simple for

scintigraphs—they are by themselves projections to detector plane, and images

are obtained by segmenting the detector plane to bins and counting interactions in

each bin. A true volumetric measurement techniques such as SPECT and PET,

requires a complete measurement, that is, a view of the object from all sides. Then

the object is segmented to cubes which are called voxels, and, based on the

measurements, each voxel gets assigned a certain number of sources. Planar images

are formed as slices of this volumetric histogram. The process of obtaining source

Δ x

Δ t

D/2−Δ x
D/2+Δ x

distance along the line of response

pr
ob

ab
ili

ty

Fig. 3.11 Illustration of

time-of-flight PET. Both

detectors measure time of

interaction, based on the

measured delay, a probability

profile along the line of

response is created, assigning

different weights to different

positions
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intensities from measurements is in principle simple but complicated in real life due

to small signal-to-noise ratio. Here, the signal is the count of the good events, and

the noise is contributed by mis-collimated events, such as unrecognized object

scattering, collimator penetration, random coincidences, events from background

radiation, etc. This makes image reconstruction a crucial step in detection process

and complex reconstruction techniques were developed featuring efficient noise

suppression. These exceed the scope of this chapter and will be discussed later in

this book.
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Chapter 4

Tomographic and Hybrid Imaging in Nuclear

Medicine

Axel Martinez-Möller

4.1 Introduction

The first use of a radiotracer for a diagnostic procedure was in 1925 by Hermann

Blumgart and Otto Yens, using a modified Wilson cloud chamber to measure the

arm-to-arm circulation time [1]. Since then, the instrumentation in nuclear medi-

cine has greatly evolved.

Tomographic and hybrid systems are used in nuclear medicine to provide the

three-dimensional distribution of radioactively labeled compounds (tracers)

administered to the patient. The tracers are used to study biochemical and physio-

logical processes in vivo based on the tracer principle, whereby radioactive

compounds behave in the same way as their nonradioactive counterparts. Using

the high sensitivity of nuclear imaging modalities, a small amount of tracer is

sufficient to measure these processes without significantly influencing them.

In the first two sections of this chapter, we describe the two types of tomographic

imaging systems used in nuclear medicine, Single-photon emission computed

tomography (SPECT) and positron emission tomography (PET). In the third sec-

tion, hybrid systems resulting from the combination of PET or SPECT with CT or

MRI are presented.

4.2 Single-Photon Emission Computed Tomography

As discussed in the previous chapter, planar imaging with a gamma camera

provides a two-dimensional projection of the spatial distribution of a radiotracer

administered to the patient. This measurement can be extended to a tomographic
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procedure by acquiring projections from different angles and combining them with

image reconstruction techniques to determine the three-dimensional distribution of

the radiotracer. This is the basic principle of SPECT, which in its original form

consists simply of a gamma camera mounted on a rotation gantry.

4.2.1 Main Clinical Applications

Cardiology accounts for most SPECT examinations. The primary use is for

myocardial perfusion imaging [2], allowing identification of hemodynamically

relevant coronary stenoses and diagnosis of obstructive coronary artery disease.

This is usually achieved by comparing the cardiac images of a flow tracer acquired

at rest and at stress (Fig. 4.1), with the stress being induced either by exercise or

pharmacologically; tracers such as 99mTc-sestamibi, 99mTc-Tetrofosmin, or
201Thallium are most frequently used for this purpose [3]. Myocardial perfusion

imaging with SPECT has been reported to have a sensitivity of 86 % and a

specificity of 74 % in a pooled analysis of 79 studies including 8,964 patients [4].

A further indication of SPECT in cardiology is the assessment of myocardial

viability [5, 6], in order to decide whether a patient can benefit from a revasculari-

zation procedure.

Fig. 4.1 Example of a report page of a rest/stress myocardial perfusion study using 99mTc-

sestamibi SPECT. The report shows the images reoriented according to the cardiac axis (short

cardiac axis on the upper two rows, vertical long axis on the lower left rows, horizontal long axis

on the lower right rows). For each view, the stress image is shown on top and the rest image below.

The white arrow indicates an area of reduced perfusion in the apex in the stress image

44 A. Martinez-Möller



Besides cardiology, SPECT is also frequently used in oncology and neurology,

as well as imaging of infection and inflammation [7]. Small-animal SPECT systems

are also used extensively for preclinical research in these same areas [8, 9].

4.2.2 Principles of the Conventional SPECT Data Acquisition

Although some recent scanners propose innovative architectures and different

acquisition procedures, we will describe here the acquisition on SPECT systems

based on a rotating gamma camera, which are still the most common ones and serve

as a starting point to understand different SPECT architectures.

The conventional SPECT acquisition with a rotating gamma camera is done using

the step-and-shoot mode: a projection is acquired for some time (shoot), the camera

rotates (step), the next projection is acquired, the camera rotates again, etc., acquiring

projections at a given number of evenly spaced angular locations (Fig. 4.2).

An important acquisition parameter is the total angle coverage. In principle,

projections covering only 180� of rotation are required for reconstruction: opposing
views should, when using an ideal projection, contain the same information and

thus be redundant. However, due to the spatial-dependent resolution as well as the

attenuation and scatter of the photons within the patient, opposing views are not

identical to each other in SPECT. Acquiring a 360� acquisition can thus improve

the image quality for some imaging tasks and is occasionally preferred [10].

Additional choices of the acquisition are the rotation angle between projections

and the acquisition time for each projection which can be defined alternatively as

the number of detected photons for each projection. These choices usually reflect a

compromise between the targeted image quality and the total acquisition time and

vary according to the sensitivity of the scanner.

As described in the previous chapter, the collimation used in a gamma camera is a

critical factor for its performance. The same is valid for SPECT: the collimation

reflects the compromise between sensitivity and spatial resolution [11]. Most clinical

SPECT systems use gamma cameras with parallel-hole collimation; often, a range of

parallel-hole collimators is included, among which the user can choose according to

the imaging task and the radioisotope involved (see Chap. 3, Table 3.4).

After acquisition, the image reconstruction algorithm and the parameters chosen

for the algorithm play a fundamental role in the resulting SPECT images. This topic

will be covered in later chapters of this book.

4.2.3 Static, Gated, Dynamic, and Listmode Acquisitions

By recording and sorting the detected photons in different ways, different acquisi-

tion modes are possible:

• Static. The basic SPECT acquisition is the static acquisition, where the tracer

distribution is assumed to be static during the examination. A single image is
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generated showing the average tracer distribution over the complete acquisition

time.

• Gated. In a gated acquisition, the acquired data is sorted into different bins

according to the phase at each time-point of a physiological process, typically

the cardiac beating or respiration. Subsequently, one image (gate) corresponding
to each phase can be reconstructed. For cardiac SPECT, it is common to acquire

and reconstruct cardiac-gated images [12, 13]: by recording an ECG simulta-

neously with the SPECT acquisition and sorting the detected photons in different

images according to the cardiac phases, a sequence of images (typically 8–16)

from systole to diastole is obtained. The image series can be used to analyze the

ventricular function and the myocardial wall motion. It is important to note that

Fig. 4.2 Principle of the conventional SPECT data acquisition with a rotating gamma camera. In

this example, projections are acquired with an angular step of 5� over 180�. Using all projections, a
three-dimensional SPECT image is reconstructed
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the image of each cardiac phase is not acquired during a single beat but as the

average over several cardiac cycles. In patients with arrhythmia, irregular beats

are usually rejected in order to correctly capture the cardiac beating. For cardiac

imaging, it is common to perform an ECG-gated acquisition and then compute a

static image as the sum of all gates. In some situations such as lung imaging,

respiratory gating is applied [14], which is similar to cardiac gating except that

the acquisition is triggered with a respiratory signal rather than with the ECG;

the resulting image series ranges then from end-inspiration to end-expiration.

• Dynamic. The dynamic acquisition mode provides a temporal sequence of

images showing the change of tracer distribution with time [15]. The data is

sorted here into temporal bins according to a temporal framing scheme

predefined by the user. Due to low sensitivity and subsequently long acquisition

time, dynamic acquisitions are uncommon with conventional SPECT systems

but might gain importance in the future with newer SPECT systems.

• Listmode. The most flexible way to acquire the SPECT data is the so-called

listmode acquisition, in which each detected photon is recorded together with the
time of detection. In parallel, physiological signals (ECG or respiration) might

be recorded. After acquisition, the user decides how to sort the listmode data to

arbitrarily generate static, gated, and/or dynamic images, according to the

purpose of the examination. Listmode format thus allows preserving the flexi-

bility to post-process the data in different ways. However, in clinical routine, this

flexibility is rarely needed, and the acquisition is seldom recorded in listmode

format because of the large storage space required.

4.2.4 Improvements in SPECT Technology

Different technologies have been developed to enhance the conventional SPECT

acquisition as described in the previous paragraphs. The most relevant advances are

presented below, excluding hybrid SPECT/CT imaging which will be detailed in a

later section.

• Multiheaded cameras. Multiheaded cameras consist in the simultaneous use of

several rotating gamma cameras. They increase the fold of sensitivity by the

number of heads, allowing a faster SPECT acquisition with preserved image

quality. The most common configuration, two-headed SPECT, has two cameras

mounted at, for example, 90� or 180�, of each other. Also triple-headed systems

with 120� spacing are available. Multiheaded cameras have been available for

more than two decades and represent nowadays the majority of the installed

SPECT systems.

• Continuous and pseudo-continuous acquisition. In the step-and-shoot acquisi-

tion, the camera does not acquire data during each rotation step. By using a

continuous acquisition mode with a large number of small rotation steps, the
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counting efficiency can be maximized and a higher angular sampling can be

achieved [16]. Therefore, some systems allow continuous acquisition modes or,

more frequently, pseudo-continuous modes which perform sequential rotational

steps but keep acquiring data during the rotational motion.

• Noncircular acquisition. In the conventional SPECT architecture, the spatial

resolution and sensitivity decrease with increasing distance between the imaged

object and the detectors. In order to minimize the distance between the patient

and the detectors, noncircular acquisitions can be used. The gamma camera

follows elliptical orbits or tracks and contours the patient’s body, effectively

minimizing the distance and improving the spatial resolution [17, 18].

• Collimator design. Since the development of the first gamma camera, different

collimator designs were investigated, and their potential advantages were

recognized [11]. However, parallel-hole collimators have been used in most

systems. Recently, clinical systems which use alternative collimator designs

such as slit/slats or multi-pinhole collimation have been commercialized.

These have been shown particularly useful when the examination focuses on a

small region of interest (e.g., cardiac imaging), resulting in higher sensitivity and

spatial resolution for this area. In small-animal systems, submillimeter resolu-

tion has been demonstrated with multi-pinhole collimation [19–21].

• Attenuation correction. A large fraction of photons interact with the patient’s

body. As a result of the interaction, the photons do not reach the detectors or

change their original directions before being detected, introducing artifacts in

the images (see Chap. 3, Fig. 3.6). These artifacts can be minimized by

correcting for scatter and attenuation. These corrections require an attenuation

map with the radiodensity of each voxel, and two ways have been developed to

measure the attenuation map: using a rotating radionuclide source to acquire a

transmission scan through the body (as opposed to the emission scan) [22] or

using the CT component in hybrid SPECT/CT scanners. However, attenuation

correction is challenging in SPECT because the probability of a photon

interacting with the patient’s body depends on the depth at which the photon

was emitted.

• Iterative image reconstruction. Over the past years, there has been a shift from

analytical reconstructions, mainly filtered backprojection (FBP), to iterative

reconstruction algorithms, which can take into account the physics of the

acquisition and the imaging system during reconstruction [23]. Iterative

algorithms in SPECT include techniques for resolution recovery or noise sup-

pression, in addition to corrections for scatter and attenuation when an attenua-

tion map is available. More information on the different reconstruction

algorithms is provided in subsequent chapters of this book.

• Solid-state detectors. The initial design of the gamma camera proposed by Hal

Anger, consisting of crystal detectors coupled with an array of photomultiplier

tubes, has been successfully used for more than 50 years. Thallium-doped

sodium iodide detectors, NaI(Tl), have been traditionally used, with the light
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readout performed with photomultiplier tubes. A major advance in SPECT

technology is the introduction of new solid-state detectors, which convert the

energy from the incoming photons directly into an electrical signal, replacing

both the crystal detectors and the photomultiplier tubes. Solid-state detectors,

such as the most commonly used cadmium zinc telluride (CZT), provide a much

better energy resolution (about 5 % vs. 10 % at 140 keV for conventional

systems) and higher count rate capabilities. As a result, SPECT cameras with

solid-state detectors allow better image quality or, alternatively, much shorter

acquisition times with preserved image quality [24].

As a result of these advances, there has been a trend in SPECT imaging towards

the development of three different subgroups of systems: general purpose SPECT

scanners (most frequently dual-headed systems based on the rotating gamma

camera design with some enhanced features), hybrid SPECT/CT systems (which

will be described below), and dedicated cardiac SPECT systems. The new genera-

tion of dedicated cardiac systems changes the standard architecture of a rotating

gamma camera, with scanners featuring solid-state technology and static detector

sets such as the ones shown in Fig. 4.3. This new generation of dedicated cameras

combines a compact design and high photon sensitivity (threefold to tenfold

increase as compared to conventional SPECT systems), leading to faster

acquisitions while maintaining or increasing the spatial resolution [25–27]. Using

these systems, cardiac-gated acquisitions with satisfactory quality can be performed

in less than 5 min, as compared to more than 20 min for conventional dual-headed

SPECT scanners.

4.3 Positron Emission Tomography

PET systems are designed to measure and quantify the three-dimensional distribu-

tion of a positron-emitter using the fact that two collinear 511 keV photons at an

angle of 180 � 0.25� from each other are emitted as a result of the positron

Fig. 4.3 Examples of general purpose SPECT (based on the rotating gamma camera principle)

and dedicated cardiac SPECT systems. On the left, image of the BrightView (Philips), a general

purpose two-headed SPECT camera. The mid and right figures show two examples of dedicated

cardiac SPECT systems with CZT detectors arranged in an arc configuration: the Discovery NM

530c (GE) and the D-SPECT (Spectrum Dynamics)
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annihilation (see the previous chapter for a detailed description of the underlying

physics). Thus, the projections are not made by the detection of single photons as in

SPECT but using the detection of pairs of collinear photons arising from the same

positron annihilation.

4.3.1 Main Clinical Applications

The most common use of PET is for oncology [28, 29]. Tumor imaging (diagnosis,

staging, therapy monitoring, and radiotherapy planning) accounts for over 90 % of

all PET examinations. The majority of the examinations use fluorine-labeled

fluorodeoxyglucose (18F-FDG) [30–32], a glucose analog showing increased

uptake in tumor cells due to their higher glucose metabolism as compared to normal

cells (Fig. 4.4) [33]. Besides 18F-FDG, many other PET tracers targeting different

biological processes in tumor growth are available [34].

Besides oncology, the other major applications of PET are cardiology [35] and

neurology [36], as well as preclinical research with scanners dedicated to small-

animal imaging [37]. Other less frequent applications include imaging of gene

expression, assessment of infectious disease, and pulmonary function.

Fig. 4.4 Example of coronal (left) and sagittal (right) slices of a 18F-FDG PET whole-body image.

The image demonstrates increased focal uptake in an esophageal lesion and a mediastinal lymph

node. Normal physiological uptake is seen in the brain and bladder
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4.3.2 Architecture of PET Systems

When two 511 keV photons reach the detectors nearly simultaneously (coincidence

detection), a positron annihilation is assumed to have occurred somewhere along

the line between the two detectors—this line is called line of response (LOR) and is
actually a parallelepiped when the finite width of the detectors is taken into account.

Therefore, no physical collimators are required in PET, but the collimation is done

electronically, by considering only pairs of photons reaching the detectors nearly
simultaneously.

For coincidence detection, at least two opposing sets of detectors must be used.

All modern commercial PET scanners (actually hybrid PET/CT scanners, since

standalone PET scanners are obsolete) extend this concept by using static rings of

detectors placed around the patient. For whole-body scanners the detectors are

typically arranged in a gantry of about 70–80 cm diameter.

The detectors are composed of scintillator crystals coupled to photodetectors;

the formers convert the incoming photon into light, which is then transformed into

an electrical signal. Regarding the scintillators, crystals such as BGO, LSO, LYSO,

or GSO are currently used, cut in blocks with a small surface facing the patient (e.g.,

4 � 4 mm2) and deep enough to detect most 511 keV photons (usually 20-mm

depth). For the light readout, photomultiplier tubes are generally used as

photodetectors. As the photomultiplier tubes are bulky and small crystals are

needed to achieve a high spatial resolution, the coupling between the scintillator

and the PMT is not done one-to-one for most clinical scanners but rather in a block

design with, for example, a matrix of 8 x 8 crystals coupled to only four

photomultiplier tubes. The signal between neighboring PMTs is compared using

a coding scheme to determine the scintillator crystal of interaction [38].

Such detectors allow the measurement of the time at which the incoming photon

was detected (with the accuracy provided by the time resolution) and the energy

which was deposited in the detector (with the accuracy provided by the energy

resolution). If the energy deposited is not within a given energy window, for

modern clinical scanners usually with a lower threshold of 400–450 keV and a

higher threshold of 600–670 keV, the photon is assumed to have undergone

Compton scatter and is discarded for further processing. If the energy deposited

is within the predefined window, a coincidence window is open: if a second photon

with suitable energy is detected within the time defined by the coincidence window,

both photons are said to be in coincidence and are considered to arise from the same

positron annihilation somewhere along the LOR between the two detectors (see

Fig. 4.5a). If the annihilation does not occur at the center of the LOR, the two

photons will reach the detectors at a slightly different time; this difference can be as

much as 3 ns for annihilations in whole-body scanners (~70 cm diameter with

photons moving at the speed of light). Therefore, the coincidence window is

typically defined to be about the summation of this time and twice the time

resolution of the detectors.
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The performance of a PET scanner depends strongly on the energy and time

resolution of the detectors. If the energy resolution is low, the lower energy threshold

must be set to a small value in order to correctly identify most 511 keV photons, but

many scattered events will also be accepted (see Fig. 4.5b) [39]. Similarly, two

drawbacks are associated with a low time resolution: first, the random detections

are increased (Fig. 4.5b), that is, more unrelated photons from different annihilations

are considered to be in coincidence degrading the image quality; second, less activity

can be present in the field of view (FOV) before photons from different annihilations

are detected within the coincidence window (the scanner enters saturation earlier).

Another advantage of having detectors with high time resolution is the possibility to

perform time-of-flight measurements (see Chap. 3, Sect. 3.5.4).

State-of-the-art clinical PET scanners achieve a spatial resolution of about 4 mm,

energy resolution of about 11.5 %, and time resolution of about 550 ps. More detailed

information about performance evaluation of PET scanners is available in [40].

4.3.3 Principles of PET Data Acquisition

The rings of detectors in clinical PET scanners cover an axial range of 15–22 cm.

This is sufficient for single-organ imaging (e.g., brain and cardiac imaging). In

oncology, multi-bed acquisitions are usually performed for partial-body or whole-

Fig. 4.5 Coincidences in a PET scanner shown in a 2D ring of detectors. On the left (a), a true

coincidence is described: an annihilation event produces two collinear 511 keV photons which move

in opposite directions and are detected within a short time window by two detectors; the annihilation

event is correctly assigned to be somewhere along the LOR between the two detectors. On the right
(b), random and scatter coincidences lead to incorrectly assigned annihilation events (dashed lines
corresponding to assumed paths of the photons, dotted lines corresponding to real paths of the

photons). The random coincidence corresponds to two unrelated annihilation events with only one

photon detected for each (because the other photon is absorbed by the patient, is not stopped by the

detectors, or goes outside the axial field-of-view of the scanner in 3D). The scattered coincidence

corresponds to the detection of two photons originating from the same annihilation, but at least one

of them is scattered on its way losing part of its energy but still being accepted by the predefined

energy window
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body imaging, following a step-and-shoot acquisition mode. In difference to

SPECT, the shoot phase here is the acquisition of a complete 3D image limited

only in its axial FOV, and each step is an axial movement of the patient bed. To

account for the decrease of sensitivity at the border of the axial FOV, the bed

positions are acquired with some overlap; alternatively, continuous bed motion has

been suggested [41, 42] but is not yet commercially available. In the multi-bed step-

and-shoot acquisition, as usually practiced in whole-body oncology imaging, an

acquisition time of 1–4 min per bed position is typically used, depending on the

sensitivity of the scanner, the patient weight and the injected dose (taking into

account the radioactive decay until the acquisition).

At this point, it is important to understand the role of photon attenuation. Actually,

the majority of the 511 keV photons interact with the patient’s body, so that only a

small fraction is detected–for the inner part of the abdomen, this fraction can be

below 5 %. In order to account for this effect and create quantitative PET images,

attenuation correction must be performed (Fig. 4.6) [43]. For this purpose, an

attenuation map is needed with the linear attenuation factor μ at 511 keV for each

voxel. The attenuation factor for each LOR is then determined by integrating the

attenuation factor over the LOR: the attenuation is independent of the place along the

LOR where the annihilation event took place, because the joint trajectory of the two

back-to-back photons is the complete path between the detectors.

Therefore, in addition to measuring the photons resulting from the positron

annihilations within the patient, an attenuation map is routinely acquired. The

acquisition of the attenuation map in standalone PET scanners (now obsolete)

was typically done using a rotating radionuclide source, requiring a few additional

minutes per bed position. This is not the case anymore for hybrid PET/CT scanners,

Fig. 4.6 Coronal slice of a
18F-FDG PET whole-body

image reconstructed without

(left) and with (right)
attenuation correction. The

activity distribution in the

image without attenuation

corrected is distorted,

creating an apparent contrast

between the skin and the inner

structures and a false

increased uptake in the lungs
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where the CT image (acquired in a few seconds) is used for this purpose. Whole-

body 18F-FDG acquisitions in state-of-the-art PET scanners (hybrid PET/CT)

typically last 5–15 min.

As described for SPECT, in PET it is also possible to perform listmode

acquisitions and reconstruct gated or dynamic images. In oncology, respiratory gating

has been shown to facilitate better tumor delineation and more accurate uptake

quantification for thoracic lesions [44]. The disadvantage of this approach is that an

extended acquisition time is needed in order to achieve good image quality for each

gate. For cardiac imaging, ECG gating is usually performed, and the possibility of

performing dual cardiac-respiratory-gated acquisitions has been investigated [45].

Moreover, PET is well suited for dynamic acquisitions because of its high sensitivity.

Some physiological parameters can be quantified in absolute terms by analyzing

dynamic images with appropriate kinetic modeling. One example is the use of

dynamic acquisitions to determine the absolute myocardial blood flow [46].

As in SPECT, the image reconstruction (discussed in a later chapter) has a big

impact on the resulting PET images. Besides the algorithm and parameters used, the

implementation of different corrections (for attenuation, scatter, randoms, detector

normalization, and dead time) also plays an important role.

4.3.4 Improvements in PET Technology

In the last two decades, PET underwent major technological improvements. We list

below the most important ones, excluding changes specific to hybrid PET/CT and

PET/MR scanners:

• New scintillators. From 1980 through the year 2000, bismuth germanate (BGO)

was typically used in PET as scintillation crystal. Since then, a new generation of

scintillators (including LSO, LYSO, and GSO) demonstrated better perfor-

mance, combining a high stopping power with decay times much shorter than

the ones for BGO. These scintillators were better suited for high count rates and

3D acquisitions.

• 3D acquisition. Physical collimators (tungsten septa) were previously used in

PET to isolate each ring of detectors from the neighbors in order to acquire only

in-plane events and avoid detection of oblique photons, referred to as 2D

acquisition. Nowadays, PET systems acquire in 3D mode without septa and

thus achieve a dramatic increase in sensitivity as compared to 2D acquisition.

• Smaller crystals. The spatial resolution of a PET system depends strongly on the

size of the scintillator crystals. Most modern PET (PET/CT) systems use crystals

with a face of 4 � 4 mm2 and depth of 20 mm. Yet, the crystals cannot be made

indefinitely small because of the associated loss of volumetric sensitivity.

• New radiotracers. Many new radiotracers targeting relevant physiological

processes have been developed in PET in recent years. Some of them are

already clinically used, and others await authorization for clinical use and

might reach the market in coming years. These new radiotracers have a deep

impact on the clinical use of PET.
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• Iterative reconstruction. As in SPECT, there has been a shift from filtered

backprojection to iterative reconstruction. Currently, the most commonly used

reconstruction in PET is the ordered-subsets expectation maximization algo-

rithm. The implementation of the iterative reconstruction is recently changing

from 2D (after data rebinning) to fully 3D reconstruction, supported by the

increasing computing power. Resolution recovery techniques are also gaining

popularity, which partially compensate the decrease of resolution at the outer

part of the FOV.

• Time-of-flight. When recording a coincidence event, it is only possible to

conclude that an annihilation took place somewhere along the line between the

two detectors. If the detectors could resolve the exact arrival time of the photons

and by assuming perfect collinearity, it would be possible to precisely localize

the location of the annihilation. Recent commercial scanners with fast

scintillators and electronics can reach time resolutions below 1 ns, so that the

annihilation can be localized down to only a line segment instead of the

complete line (e.g., for 500 ps time resolution, the annihilation is located within

a 7.5-cm line segment). This technique, known as time-of-flight, results in a

significant increase of image quality [47]. With the advent of new photodetectors

[48], further improvement of the time resolution is expected. Using digital

silicon photomultipliers, it has been shown that a time resolution below 200 ps

can be achieved [49].

4.3.5 PET Versus SPECT

PET and SPECT share many similarities in that they both perform functional

imaging by means of radioactive probes. However, they also have a number of

differences.

• Isotopes involved. Although a SPECT scanner can in principle measure the

511 keV photons resulting from a positron-emitter (used in PET), they are

optimized for radioisotopes which do not involve positron emission and directly

result in the emission of a gamma ray, typically in a lower energy range (e.g.,
210Tl at 70 keV, 99mTc at 140 keV). Positron-emitters used in nuclear imaging

have a half-life between 1 min and 2 h and can often be incorporated by

replacement into light molecules naturally present in the organism (e.g.,
15O–H2O). Isotopes clinically used in SPECT usually have a longer half-life

(from 6 h for 99mTc to 3 days for 201Tl or 59 days for 125I) and often can be

incorporated only to radiotracers with a high molecular weight which are not

naturally present in the organism. The difference in half-lives has a direct impact

on their clinical use. PET is ideally suited to study rapidly changing physiologi-

cal processes because the radiotracers decay quickly. SPECT is better adapted

for the study of slower processes and allows imaging hours or even days after
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tracer administration. Moreover, isotopes with different energies can be simul-

taneously used and discriminated from each other in SPECT, making dual-

isotope imaging possible [50].

• Sensitivity. The coincidence detection used in PET allows a much higher sensi-

tivity as compared to the physical collimation used in SPECT, which rejects a

large majority of the incoming photons. The sensitivity of PET is about two

orders of magnitude that of SPECT; therefore, in PET less radiotracer is often

needed to measure a physiological process, and the acquisition can be done in

less time.

• Spatial resolution. The spatial resolution in PET is limited by two fundamental

physical limits: the positron range and the photon acolinearity (see Chap. 3, Sect.

3.5.2). Conversely, the spatial resolution of SPECT is only limited by the

resolution of the detectors, so that a very high spatial resolution is theoretically

possible. However, the necessary compromise in SPECT between sensitivity

and resolution changes this fact, so that in clinical systems the opposite is true:

current clinical PET scanners reach a spatial resolution of 4–5 mm, whereas

SPECT scanners typically deliver a notably worse resolution of 8–10 mm. High-

resolution (<1 mm) SPECT acquisitions at the expense of low sensitivity are

sometimes used in small-animal imaging. The resolution of PET in small-animal

imaging is about 1.5–2 mm.

• Attenuation correction. Correction for photon attenuation is more accurate in

PET than in SPECT, where it still represents an exception to perform such a

correction. In PET, the detection of two photons at opposing detectors allows an

exact attenuation correction: the attenuation factor used for the correction is the

integral of the attenuation between the two detectors independent of the location

of the annihilation event, because the joint trajectory of the two back-to-back

photons is the complete path between the detectors. Attenuation correction is

routinely performed in PET and is a critical step to obtain images quantifiable in

absolute activity units. In SPECT, it is much more challenging to accurately

correct for photon attenuation because photons originated at different depths will

suffer different attenuation patterns. There is still controversy about the clinical

benefit of attenuation correction in SPECT [51], and most SPECT systems do

not yet include mechanisms to measure the tissue attenuation. The lack of

attenuation correction leads to artifacts which makes the image interpretation

more difficult.

• Cost. PET is significantly more expensive than SPECT regarding both the

hardware (scanner) and the radiotracers involved. Most radiotracers used in

PET require a local cyclotron because of their short half-lives (for some tracers

a generator can be used, such as 82Sr, as a generator for 82Rb). In SPECT, tracers

are easier to distribute, and the imaging center does not need an expensive

cyclotron nearby; thus, the cost of the radiotracers is lower as compared to PET.

The growth of PET in the last years has been much stronger than the growth of

SPECT, especially since the advent of hybrid systems. It has been even discussed

whether, in the long term, SPECT can progressively decline and become a
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secondary imaging modality in favor of PET: the higher sensitivity, improved

image quality, and the availability of new tracers targeting different physiological

processes seem to support this statement [52]. However, the new generation of

solid-state SPECT systems shows that SPECT can still be very competitive. The

economical cost of switching from SPECT to PET is high, the clinical benefits are

not obvious in all imaging tasks, and it seems more likely that both modalities

coexist and continue to develop in parallel [53–55].

4.4 Hybrid Systems

4.4.1 Brief History of Hybrid Systems in Nuclear Medicine

In medical imaging, two kinds of modalities can be distinguished: anatomical

imaging, which allows an accurate visualization of the morphology (the structure

of the organism), and functional imaging, which depicts physiological processes

(fast dynamic changes within the organism). The benefit of correlating functional

imaging provided by PET or SPECT with anatomical imaging from computed

tomography (CT) or magnetic resonance imaging (MRI) was soon recognized

[56–58]. Anatomical imaging not only reveals the underlying morphology with

great details but also allows the accurate localization of abnormal uptake in the

functional PET or SPECT images, which is difficult otherwise due to low contrast

and low resolution of anatomy provided by nuclear imaging.

The combined analysis of images from different modalities was first done visually.

Later, software-based image registration was used, which provides satisfactory

results for brain imaging but is challenging and error-prone for thoracic and abdomi-

nal regions. The limitations derived from the acquisition in different scanners and at

different times triggered the investigation of hybrid scanners in the 1990s, first

SPECT/CT [59, 60] and then PET/CT [61]. The first commercial hybrid scanner

was the Hawkeye (GE Healthcare), introduced in 1999 [62]. The first Hawkeye was a

SPECT system incorporating a low-power, non-diagnostic CT. Shortly after, in 2001,

two combined PET/CT systems including a diagnostic CT were introduced: the

Discovery LS (GE Healthcare) and the Biograph (CTI PET Systems, later part of

Siemens Medical Solutions) [63], followed 1 year later by the Gemini (Philips

Medical Systems). After a few years of discussion and divergent opinions, it can

now be confidently claimed that hybrid systems such as PET/CT are able to provide

significant clinical advantages [64, 65], while remaining cost-effective.

Since its introduction, hybrid systems have revolutionized nuclear imaging. The

way to acquire, process and interpret the images has deeply changed, bringing

important advances and meanwhile new challenges [66]. This impact has been

particularly dramatic for PET: standalone PET in the 1990s was a modality rarely

used clinically and dominated by research applications; since its integration into

hybrid PET/CT, it has become a mainstream diagnostic imaging tool with a major

role in patient management.
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Moreover, hybrid scanners have also required a closer cooperation of two

medical specialties: nuclear medicine and radiology. Health systems have had to

adapt to this situation, finding solutions regarding the operation of the scanners and

joint training and competence for the image reading and reporting of studies from

hybrid systems [67, 68].

4.4.2 PET/CT

A hybrid PET/CT consists fundamentally of a standalone PET and a standalone CT

scanner placed contiguous to each other, having a common patient bed, and with

adapted acquisition and processing software (see Fig. 4.7). That is, the main

architecture of both PET and CT is preserved in hybrid scanners, except for the

disappearance of the rotating radionuclide source from PET because the attenuation

correction is done based on the CT data.

Typically, a PET/CT examination starts with a topogram, an overview X-ray

scan acquired in few seconds which is used to define the axial range of the

subsequent CT and PET examinations. Then, the CT is acquired (helical acquisition

with continuous bed motion in less than 20 s), followed by PET, using the step-and-

shoot method in case of multi-bed acquisitions (with 1–4 min per bed position).

For the purpose of anatomical correlation and attenuation correction of the PET

data, a low-dose unenhanced CT is sufficient. However, for some indications, a

diagnostic CT enhanced with contrast agent might be done instead of or in addition

to the low-dose CT (e.g., CT of the lungs during maximum inspiration for the

detection of lung nodules or a CT angiography in cardiac exams) [69].

As mentioned, the CT data is used in PET/CT to determine the attenuation map

to correct for photon attenuation. There are several advantages associated with the

use of CT for attenuation correction instead of a rotating radionuclide source:

• Faster acquisition (shorter examination, improved throughput, and patient

comfort)

• Lower statistical noise

• It can be acquired before or after administration of radiotracer without bias

• It does not need periodical replacement as the radionuclide rotating sources

Fig. 4.7 Selected PET/CT designs: discovery (GE), Biograph (Siemens), and Gemini (Philips)
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CT-based attenuation correction is successfully used in clinical routine and has

been validated even when low-tube currents are used for the CT acquisition

[70, 71]. Yet, use of the CT for attenuation correction does not come without

challenges. The attenuation map for PET should contain the linear attenuation

factors for gamma rays at 511 keV, whereas the CT image shows the attenuation

factors resulting from a polychromatic X-ray beam over a range of lower energies

(40–140 keV). To convert from attenuation at CT energies to attenuation at PET

energies, a bilinear scaling is used [72]. The attenuation maps generated using this

approach are accurate in most cases, with two notable limitations:

• When metal objects are present in the FOV, since they create artifacts in the CT

image which propagate into the PET data [73]

• When iodinated contrast agents are used in CT, since they have a high attenua-

tion for X-rays but not for 511 keV photons [74]

A further challenge of using CT for attenuation correction of PET data is that CT

is acquired within seconds and captures a fraction of the respiratory cycle, resulting

in occasional misregistration between the PET and CT data which can lead to

artifacts in the PET attenuation-corrected images [75, 76].

Because acquisition of the CT data is done immediately before or after acquisi-

tion of the PET data, a very good temporal and spatial correlation between the

images is achieved. As described above, the functional information by PET and

anatomical information by CT complement each other, and several studies have

demonstrated an overall increased diagnostic accuracy of hybrid PET/CT when

compared to analysis of separate PET and CT acquisitions [77].

In summary, PET/CT acquires faster than standalone PET, provides PET images

with better quality (through attenuation maps with less noise), and adds the

anatomical information provided by CT (Fig. 4.8). Clinical centers were soon

convinced of the advantages of hybrid PET/CT: only 5 years after entering the

market, PET/CT had made standalone PET scanners virtually obsolete.

4.4.3 SPECT/CT

In hybrid SPECT/CT, the CT image is also used beyond its own diagnostic value for

anatomical referencing and attenuation correction of the SPECT data. The

advantages of SPECT/CT over standalone SPECT are comparable to those for

PET/CT versus standalone PET, except for the acquisition time, which is the

same in SPECT/CT as in SPECT (because attenuation correction is not routinely

performed in standalone SPECT). Yet, SPECT/CT has not had the same market

penetration of PET/CT and still coexists with standalone SPECT scanners.

A reason for the less extended use of SPECT/CT as compared to PET/CT is its

limited advantage—relative to its high cost—for SPECT’s most frequent indica-

tion, myocardial perfusion imaging. In this context, SPECT/CT can add assessment

of the coronary calcium (calcium scoring) and attenuation correction. The use of
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attenuation for routine perfusion imaging with SPECT is still controversial [51].

Moreover, in order to provide the most valuable complementary information out of

the CT data, a state-of-the-art CT scanner is necessary to do a CT angiography for

evaluation of the coronary morphology; the cost-effectiveness of such configuration

is questionable, because such a state-of-the-art CT will be underused when

integrated into a SPECT/CT. Thus, when CT angiography is required, acquisition

on a separate (state-of-the-art) CT is often preferred.

SPECT/CT provides a substantial advantage as compared to SPECT in other

imaging tasks such as imaging of tumors, infections, and inflammations and

optimized dosimetry for radiation treatment planning or radionuclide therapy

[78–80]. The added clinical value of SPECT/CT because of attenuation correction

and especially accurate anatomical co-localization in these applications has been

well documented [81–84].

4.4.4 PET/MR

An initial motivation to combine PET and MRI was the possibility to use the strong

magnetic field of MR to reduce the positron range in the tissues before annihilation.

That would result in a significant improvement of the spatial resolution in PET [85].

However, it was soon determined that such gain in resolution would be insignificant

in its expected clinical use for magnetic fields below 5 T and radioisotopes emitting

Fig. 4.8 Coronal views of 18F-FDG PET, CT, and fused PET/CT from a patient with bronchial

carcinoma examined in a hybrid PET/CT
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low-energy positrons such as the most commonly used 18F [86]. The gain in spatial

resolution might be relevant mainly for high-resolution applications in high-field

MRI (in small-animal imaging) and be more evident when using isotopes with high-

energy positrons such as 82Rb or 68Ga.

In this context, small-animal PET/MR systems were investigated and developed

[87, 88]. Following the success of PET/CT, which demonstrated the potential of

hybrid imaging, there was an increasing interest in the development of clinical PET/

MR systems. Nowadays, we are assisting at the birth of hybrid clinical PET/MR,

with models offered already by two manufacturers (in both cases using a 3-T MRI).

In hybrid PET/MR, MR can provide an anatomical reference for localization of

PET positive lesions [89], just like CT in hybrid PET/CT. Beyond that, PET/MR

has several potential advantages over PET/CT:

• Improved soft tissue contrast. MRI provides better tissue contrast than CT.

Several tumor entities can be distinguished in MRI and not in CT.

• Reduced exposure to ionizing radiation. MRI uses no ionizing radiation, which

is of particular importance for serial follow-up examinations and pediatric

imaging [90].

• True simultaneous acquisition. As opposed to sequential acquisition in com-

bined PET/CT, integrated PET/MR allows true simultaneous acquisition.

• MR-based motion correction. Due to the simultaneous acquisition and the lack

of ionizing radiation, real-time MRI data can be used to account for the patient

motion during the PET acquisition.

• Advanced MRI sequences. MRI offers a wide variety of measurements, includ-

ing functional MRI, diffusion, and perfusion imaging as well as MR spectros-

copy. These can add relevant information to the functional measurements by

PET.

• Decrease in positron range. The positron range is reduced in the plane perpen-

dicular to the main magnetic field, not in the direction parallel to it. As men-

tioned above, the resulting gain in in-plane spatial resolution will be clinically

insignificant for low-energy isotopes such as 18F but might be relevant for high-

energy isotopes such as 82Rb, especially if higher magnetic fields (e.g., 7 T) are

used in the future.

Beside all these possible advantages, there is a major drawback for PET/MR

systems. A conventional PET scanner cannot work within a strong magnetic field,

because this field affects the functions of the photomultiplier tubes used for the light

readout and render them inoperative. A solution proposed by the Ingenuity TF PET/

MR (Philips) is to have sufficient distance between PET and MR machines and

additional shielding to the PET components to avoid substantial interferences. This

strategy preserves the conventional design and performance of the PET scanner (in

particular its time resolution and time-of-flight capabilities), sacrificing the possi-

bility to perform true simultaneous acquisitions (see Fig. 4.9). An alternative

proposed by the Biograph mMR (Siemens) is to fully integrate the PET and MRI

scanners concentrically in the same gantry using avalanche photodiodes as

photodetectors instead of photomultiplier tubes. The operation of the photodiodes

4 Tomographic and Hybrid Imaging in Nuclear Medicine 61



is not affected by the magnetic field, and their use allows true simultaneous

acquisition and requires a smaller scanner room. However, a limited time resolution

and the impossibility to make time-of-flight determinations have to be taken into

account. A solution with the advantages of both approaches might come from the

use of recently developed silicon photomultipliers for the light readout, which are

MR-compatible and allow a time resolution sufficient for time-of-flight capabilities.

Another important challenge in PET/MR scanners is attenuation correction. As

opposed to CT, MR does not provide direct information about the radiodensity of

tissue. Therefore, a method to derive the attenuation factors out of MR images is

needed. Initial investigation of this topic concentrated on brain imaging, registering

the MR images to an atlas with well-known attenuation [91, 92]. For whole-body

imaging, direct segmentation of the MR image in tissue classes has been proposed

[93, 94]. MR-based attenuation correction faces the additional challenges of limited

FOV in MRI [95] and attenuation produced by the MR coils [96].

Regarding its clinical use, hybrid PET/MR offers interesting possibilities in

neurology [97], oncology [98], and cardiology [99]. Yet, protocols optimized for

PET/MR still need to be developed, and it is still too early to draw conclusions

about the diagnostic accuracy and cost-effectiveness of PET/MR versus PET/CT

for different imaging tasks.
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Chapter 5

Perspectives in Nuclear Medicine Tomography:

A Physicist’s Point of View

Stephan Walrand and François Jamar

5.1 Ultimate Goal: Goodbye Prof. Radon, Welcome Back

Prof. Poisson

A major contribution of physicists in nuclear medicine, jointly with mathe-

maticians, was to invent and develop dedicated tomographic reconstruction

methods. However, the ultimate dream of each physicist is to develop acquisition

systems recording sufficient information for each detected event to allow the direct

determination of the decay location that generated this event. Two different ways

are possible to achieve this ultimate goal: (1) in TOF-PET, by an accurate measure

of the delay separating the detection of the two coincident collinear 511 keV γ-rays,
and (2) in SPECT, by the measure of the incoming direction of two coincident

noncollinear γ-rays. Obviously, this last method requires isotopes owning a γ-ray
cascade in their decay scheme.

Even if the determination of the decay location event per event requires some

computational treatment of the acquired information, i.e., the time-of-flight or the

incoming directions of the detected γ-rays, this treatment is definitely not a recon-

struction process. Reconstruction in conventional tomography consists in determin-

ing for all measured counts the fraction of γ-rays that has to be spread on each voxel
owned by the line of response (LOR). Individually, these measured counts do not

provide any information about this spread along the LOR. The only way is to

determine the spread that is compatible with all the measured LORs. In 1917, Johan

Radon proved such determination feasible using an analytical algorithm. A major

drawback of conventional tomography is that several different spreads are compat-

ible with the measured data, resulting in what is called an ill-posed inverse problem.

As a result, despite the development of very sophisticated iterative algorithms to
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regularize the problem, noise amplification and artifact generation during the

reconstruction process are still a major issue (Fig. 5.1).

Current commercial TOF-PET systems partially address this issue: the TOF

information reduces the noise propagation during the reconstruction process by

localizing each event in a LOR segment (prelocalization) rather than spreading

statistical noise along the full length of the LOR [2]. Campbell et al. [3] quantified

the improvement provided by the TOF information in estimating the noise reduc-

tion factor f obtained for the reconstruction process as a function of the time

resolution (TR) and of the diameter of the body imaged (Table 5.1).

There is another aspect of the improvement rarely discussed that concerns an

interesting benefit to improve the decay prelocalization: the modification of the

noise properties in the reconstructed image. In planar acquisition the noise in the

image follows a Poisson distribution and is spatially uncorrelated, i.e., the noise

affecting a pixel depends only on the value of this pixel and its variance is equal to

the square root of this value. In tomography, the activity in a reconstructed voxel is

obtained from the measurement of the total activity on all the LORs traversing that

voxel. Consequently, the noise does not longer follow a Poisson distribution and is

furthermore spatially correlated, i.e., the noise affecting a voxel also depends on the

values of the other voxels in the image. This explains why the planar images usually

appeared more natural and more comfortable for the human vision. Lastly, this

spatial correlation induces artifacts, especially in the neighborhood of highly active

organs (Fig. 5.1). The prelocalization provided by TOF reduces this spatial correla-

tion and the artifact generation. For an ultimate time resolution lower than 25 ps,

TOF-PET will directly localize the annihilation in the correct 4-mm voxel without

any reconstruction process. At that time, the noise in the tomographic image will

follow the Poisson law and will be spatially uncorrelated, such as in planar image.

5.2 New Technology Developments in SPECT

5.2.1 More and More Solid: End of the PMT Age

The photomultiplier tube (PMT) was invented in 1934 by Harley Iams and Bernard

Salzberg who joined together in the same vacuum housing the photoelectric effect

discovered in 1887 by Heinrich Hertz (explained in 1905 by Albert Einstein) and

the amplification tube invented in 1919 by Joseph Slepian (Fig. 5.2). The birth and

Fig. 5.1 Reduction of the

artifacts present around the

bladder in non-TOF

reconstruction. Reprinted

from [1] with permission of

the Society of Nuclear

Medicine
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the development of the nuclear medicine are so much linked to the PMT to pay

tribute to these great scientists.

In 1947 the transistor, a solid-state version of the amplification tube, was

invented by John Bardeen, William Shockley, and Walter Brattain at the Bell

Company. Solid-state components have structural benefits versus vacuum glass

tubes: they are insensitive to magnetic fields, they are more robust, they have a

longer life, their performances do not change with age, they are more compact, and

they don’t require a high voltage source. Although the transistor performances were

still below those of the amplification tube, these structural benefits were already

sufficient for Sony to introduce the first whole transistor radio in 1955.

The commercial success of an electronic component requires two distinct steps:

(1) the invention and performance improvement of the component and (2) the

development of an industrial process to reproducibly manufacture the component

at an attractive cost. This second step is often the most expensive step. All

electronic devices require signal amplification, and the amplification tube got a

mass success with the worldwide spreading of the television in the beginning of the

golden 1960s. This growing large market motivated major electronic device

Table 5.1 Noise reduction factor f obtained in function of the time resolution (TR) of the

TOF-PET and of the diameter of the body (20 and 35 cm)

TR (ps) PL (mm)

f

20 cm 35 cm

1,000 150 1.3 2.3

500 75 2.7 4.7

20 3 66.7 117.0

PL is the FWHM of the prelocalization provided by the TOF information

Reprinted with permission from [3] courtesy of Dr. Robert Kowalewski and Dr. Warren Campbell

(University of Victoria, CA)

Fig. 5.2 (a) First PMT

invented by Iams and

Salzberg (reprinted from [4]

with permission of IEEE).

(b) Modern buttable PMT

used in gamma camera
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manufacturers, such as Bell, RCA, Sony, and Philips, to focus their efforts in

improving the noise and speed performance of transistors. During the 1970s the

performances of transistors dramatically overpassed those of the amplification

tubes. Transistors replaced tubes in all the existing applications and opened new

fields such as computer, high-frequency satellite communications.

In contrast, PMTs are used only in some scientific applications and rarely in a tile

assembly. Although the photovoltaic property of the p-n junction had been

observed in 1940 by Russell Ohl already 7 years before it was used in the transistor,

comparatively less efforts were spent by the major manufacturers to develop a

reproducible and commercially production process of four-side buttable solid-state

components to replace the PMT. Nowadays 98 % of the nuclear medicine system is

still based on the PMT scintillation counter invented in 1944 by Samuel Curran, and

the development of solid-state replacement components is still mainly the job of

“small” companies.

Two solid-state components emerged to replace the PMT: the avalanche photo-

diode (APD) (Fig. 5.3) and the Geiger-mode avalanche photodiode (G-APD) that

can detect single photon just like a PMT with a very high gain and therefore is often

called silicon photomultiplier (SiPM). At the same time, besides the pure replace-

ment of the PMT, the cadmium zinc telluride (CZT) detector that replaces the

crystal-PMT tandem was also developed. CZT can be seen as a kind of photodiode

directly sensitive to γ-rays.
As shown in Table 5.2, solid-state detectors are still expensive, and their

performances begin to reach, but not to clearly overpass, those of the PMTs. The

wide introduction of the solid-state components in nuclear medicine imaging will

proceed in three phases similarly to the transistor story.
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Fig. 5.3 Schematic diagram of the photomultiplier tube (left) and of its solid-state replacement

(right). Photo sensitive areas are about π 302 mm2 and about 2 � 2 mm2 for the photomultiplier

tube and for the photodiode, respectively. With avalanche photodiode, the major part of the gain is

already provided by the avalanche process occurring inside the photodiode
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The first phase, equivalent to the introduction of the whole transistor radio in

1955, already started a few years ago. Although expensive, the structural properties

of the solid-state detectors offer potential for new acquisition techniques. The

compactness significantly reduces the size and the weight of the detector by

decreasing the area of the shielding housing, thus resulting in a simplification of

the gantry mechanic. In addition, contrary to the Anger camera that has a large dead

area on the four edges of the crystal, all the CZT array surface is usable. The dead

area of the detector is thus reduced to the housing thickness, i.e., less than 1 cm

using tungsten as shielding material. These features allow static small CZT

detectors to be set close together and focusing to a common target, as in the GE

cardiac UFC [6]. Faster and more sophisticated motions can also be introduced,

such as those used in the recently commercialized cardiac CZT D-SPECT camera

(Spectrum Dynamics, Haifa, Israel) (Fig. 5.4). Lastly, the insensitivity to magnetic

fields opens the development of simultaneous PET-MRI acquisition systems (as

mentioned in Chap. 4).

The second phase, equivalent to the use of the transistor in the television, will

start when the CZT cost will approach the crystal-PMT tandem cost. At this time,

the better energy resolution provided by the CZT will on its own justify its use in all

clinical SPECT systems: by reducing the scatter contribution, it will improve the

image contrast, especially in heavy patient for whom the SPECT quality is the

lowest.

The last phase, equivalent to the development of any new technology such as the

computer, will occur when the performances of the solid-state detectors will

overpass those of the PMTs and become sufficient for new acquisition concepts

such as efficient Compton camera or positron emission locator. These concepts will

be discussed in the following sections.

5.2.2 Lighter and Faster: The Compton Camera

Electronic collimation is the feature that, by avoiding the mechanical collimator,

makes PET sensitivity and spatial resolution better than SPECT by a factor of about

100 and 3, respectively. Differently from the annihilation γ-rays produced by

positron emitters, the direction of the multiples γ-rays emitted by the other isotopes

Table 5.2 Photodetector

properties extracted from [5]
PMT APD SiPM CZT

Gain 107 103 106 n.a.

Noise Low Moderate Low Low

Threshold (ph.e) 1 10 1 n.a.

Timing resolution 0.5 ns 1 ns 0.5 ns 7 ns

Energy resolution 10 % 13 % 10 % 4 %

Cost $ $$ $$$$ $$$

MR compatible No Yes Yes Yes

Strengths of the components are highlighted in bold
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is not strongly correlated. Thus, when a γ-ray is recorded by a collimated detector

(typical efficiency �10�4), the probability that another γ-ray, originating from the

same decay, has the right direction to be recorded by this detector, or another

collimated detector, is almost zero (e.g., �10�8 to detect the two γ-rays emitted by
111In). As a result, only one γ-ray is recorded per decay, justifying the name “single-

photon emission” for the method. An alternative way to obtain information about

the incoming direction of a single photon, besides the use of a mechanical collima-

tor to remove the photons of unwanted direction, is to measure the crossing point of

the photons trajectory in at least two different planes.

Already in 1974 Todd et al. [7] proposed to use two detectors in series to perform

an electronic collimation in a single-photon camera and to perform 3D acquisition

such as in PET. The first detector is optimized to favor Compton scattering, while

the second is a classical γ camera that measures both the crossing point of the

trajectory and the residual energy of the recoil photon. Knowing the energy of the

primary photon and measuring the energy of the scattered photon, it is possible to

determine the scattering angle θ and therefore the cone surface where the source is

located. However, after one-third of century of research, no compact functional

Compton camera has yet been produced due to the lack of a suitable Compton

Fig. 5.4 Cardiac D-SPECT camera made of nine fast rotating compact column detectors (c) made

of CZT detectors (b) scanning the heart region (a). (b) shows a column detector without its

collimator; all the CZT pixels up to the housing edge are used. Reprinted from [6] with permission

of Springer
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detector. Such a detector has to be as large as possible and of high density in order

to provide good efficiency and a high spatial resolution, it has to be made with

material with low Z to favor the Compton scattering, and the electronic layers

behind the detection volume area, if present, have to be fully transparent to the

scattered photon to avoid additional Compton scatterings and thus supplementary

changes in direction. This last condition has prevented the use of PMTs that up to

recent years was the only affordable way to build large area efficient detectors.

Even using APD or CZT, the construction of such large Compton detector with

hundreds of thousands detection elements, each with a volume less than 2 � 2 � 2

mm3, is difficult since each element requires high-resolution readout channels. The

recent development of new application-specific integrated circuits (ASIC) partially

addresses this issue [8]. Another way is to use double-sided skew-strip segmented

planar silicon [9–12] or nitrogen-cooled germanium [13] detectors. Using these

devices, the readout electronics is located on the edge of the detector area, outside

the photon trajectories.

The Compton relation describing the photon energy conservation joined with the

measure of the two crossing points of the trajectory in the two detector planes and of

the residual energy of the recoil photon gives the equation of the cone in which the

decay has occurred (Fig. 5.5). It is worth noting that even if a high improvement in

sensitivity could be obtained, the situation is however not so favorable as that in

PET, where the electronic collimation determines a single LOR or, more exactly, a

thin cylinder due to limitation in spatial resolution. In Compton camera, the

electronic collimation gives a cone surface that can have a large aperture angle θ
(Fig. 5.5) and also with some thickness due to limitation in energy resolution.

5.2.3 The Recoil Electron-Tracking Compton Camera

Kabuki et al. [14, 15] proposed an elegant method to achieve the determination of a

single LOR for a Compton camera, such as in PET. Beside the energy conservation,

Fig. 5.5 Schematic

rendering and principle of a

Compton gamma camera.

Reprinted from [9] with

permission of Elsevier Ltd
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momentum is also conserved in elastic collisions. Linear momentum is a vector

defined by the direction of the particle motion. Its module for matter is the particle

mass times the velocity and, for a photon, as observed by Arthur Compton in 1922,

is the energy divided by the speed of light, i.e., E/c. Due to the law of conservation

of linear momentum, the trajectories of the incident photon, of the recoil photon,

and of the recoil electron are coplanar. Using a micropixel high-pressure gas

chamber, Kabuki et al. built a Compton camera that enabled to track also the recoil

electron path (Fig. 5.6).

With this device, the location of the decay is then restricted to the two lines

defined by the intersection of the cone (deduced from the recoil photon analysis)

with the plane defined by the trajectories of the scattered photon and of the recoil

electron. Only one of these two lines satisfies the vectorial law of the momentum

conservation, resulting in a single LOR. A first image of a thyroid phantom was

obtained using this technique (Fig. 5.7, right). The low quality of the image does not

prejudice the final quality that it will ultimately be possible to reach. For example,

Fig. 5.7 (left) shows the first image of a thyroid obtained using a PMT-NaI detector

that has been the state-of-the-art detection technique during 50 years.

Contrary to the Anger camera, a Compton camera has a wide energy dynamic,

ranging from 100 to 3,000 keV. This opens the use of high-energy emitters such

as 83Sr (33h), 198Tl(7h), 199Tl(7h), 204Bi(11h), 205Bi(360h), 95Tc (20h), and
96Tc(103h). The two technetium isotopes could be particularly interesting for

assessing slow processes.
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Fig. 5.6 Schematic rendering and principle of a recoil electron-tracking Compton gamma camera.

(a) Gas detector. The scattered gamma-ray is detected using the scintillator-photosensor tandem,

and the recoil electron is tracked by the μ-PIC detector. (b) Typical electron paths. (c) Expanded

view of the μ-PIC detector. Reprinted from [14] with permission of Elsevier Ltd
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5.2.4 The SPECT Ultimate Goal: Multiple Coincidences
Compton Camera

Using several Compton cameras positioned along a polygon setup around the

patient, all the 360� directions are covered removing the need to rotate the camera.

In addition, contrary to multi-head SPECT using mechanical collimators, the

system can record all the γ-rays originating from a single decay.

In 1987, Liang et al. [17] pointed out that, using these Compton cameras in

coincidence, the decay must have occurred on the intersection of several cones

(Fig. 5.8). With isotopes emitting two γ-rays in cascade such as 111In or 67 Ga, the

decay event will be located on 1 or 2 closed curve lines being the intersection of the

two cones (Fig. 5.8a). Using isotope-emitting three γ-rays in cascade such as 130I or
94Tc, the intersection of the three cones will reduce to a finite number of points, in

the most favorable case only 1 point (Fig. 5.8b). Of course, increasing the coinci-

dence multiplicity decreases the system efficiency: keeping only triple coincidences

events efficiency is expected to fall to that of conventional SPECT (�10�4) [18].

However, each of such recorded events will be much more informative than in no-

coincidence mode, and by only considering triple-coincidence intersections, reduc-

ing to 1 point will make the reconstruction process superfluous (the benefits of this

feature have already been discussed in Sect. 5.1).

Using several recoil electron-tracking Compton cameras like the one proposed

by Kabuki, all the two γ-rays coincidences will directly provide the decay position

(Fig. 5.8c). To this end, the coincidence triggering has to be performed using the

first detector, i.e., the Compton camera that is a fast silicon detector. A recent

prototype of such Compton camera working at atmospheric pressure showed a

single-photon efficiency of 1.5 � 10�4 for energies above 150 keV and for a

10 � 10 � 10 cm3 detection volume [15], equivalent to an efficiency of about

Fig. 5.7 Left: the first image of a patient thyroid obtained with a PMT-NaI detector by Benedict

Cassen in 1950 (reprinted from [16] with permission of Elsevier Ltd). Right: the first image of a

thyroid phantom filled with 131I obtained with the recoil electron-tracking Compton camera

(Reprinted from [14] with permission of Elsevier Ltd)
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0.4 % for 30 � 30 � 30 cm3 detection volume. Simulations have shown that at

higher-pressure values, this detector volume could provide an efficiency of about

2 % [14]. Surrounding the patient by such detectors, such as in Fig. 5.8, the single-

photon efficiency should be around 10 %. When working in two γ-rays
coincidences, the sensitivity should be similar to that of 3D PET, i.e., �1 %, but

again without the need of using a reconstruction process. Substances labeled with
94Tc(4.9h), 95Tc(20h), 96Tc(103h), 111In(67h), 198Tl(7h), 199Tl(7h), and 67Ga(78h)

will be usable and, as a consequence, also most of the radiopharmaceuticals

developed for SPECT. For isotopes emitting n γ-rays in cascade per decay, the

efficiency of detecting at least two photons in coincidences is n � eff � (n–1) �
eff, where eff is the detector efficiency. Thus, for 96Tc that emits at least three

γ-rays of energy around 800 keV, the efficiency will thus further be improved by a

factor 3 versus a radionuclide-emitting two photons. Obviously, such sensitivity

estimations are based on preliminary simulations and have still to be confirmed by

real prototypes.

5.3 New Technology Developments in PET

5.3.1 The PET Ultimate Goal: 25 ps TOF-PET

The concept of positron imaging was introduced by Sweet and Brownell in 1950

and is anterior to the development of the γ camera by Anger starting in 1952 [19]. A

first positron image of a patient was already obtained in 1953 using a rectilinear

scanner made of two opposing detectors [19]. However, the first true positron

camera was constructed in the late 1960s and consisted of two Anger γ cameras.

The hardware collimator is the major component limiting the sensitivity and spatial

Fig. 5.8 Improved accurate position information can be obtained using an octagon of 8 Compton

cameras working in coincidence. (a, b) conventional Compton camera with isotopes emitting at

least two or at least three γ-rays, respectively. (c) Recoil electron-tracking Compton camera with

isotope emitting at least two γ-rays (top and left detectors are shown open to illustrate the recoil

photon and the recoil electron tracking)

78 S. Walrand and F. Jamar



resolution of single-photon imaging system, and its replacement by the electronic

collimation in positron imaging resulted in a significant improvement.

The real precursor of modern emission tomography was Kuhl and Edward’s

scanner [20] in 1964, which used two opposing detectors making a single sweep at

angular orientations around 360�. However, the system was purely analogical and

provided just a back projection, i.e., without ramp filtering, of the acquired projec-

tion lines. A major improvement was the introduction in the beginning of the 1970s

of the computers that allowed inverting the Radon transform to reconstruct the 3D

activity distribution that is supposed to have generated the acquired planar views.

During time, with the improvement of the computer speed, more and more

sophisticated algorithms were introduced, which better modeled the acquisition

process and the Poisson nature of the nuclear decays. That resulted in a continuous

improvement of SPECT and PET quality. Recently, with the measurement of the

time of flight (TOF) difference between the two 511 keV γ-rays, PET is on the way

to get free of the computer by directly measuring the annihilation position.

Since the introduction of PET with a filtered back-projection algorithm by

Ter-Pogossian et al. in 1975 [21], the time resolution improvement of the system

has been a major concern to the end of getting rid of the random coincidences,

which are proportional to the coincidence time window. One should consider that

this random coincidence contamination in conventional PET cannot indefinitely

be reduced due to the necessity of having a coincidence time window larger than

the time needed for the γ-ray to travel the field of view (FOV), i.e., 2 ns for a

60 cm FOV.

The use of TOF information to prelocalize the positron annihilation was already

explored in the early 1980s. The requirement of a sub-nanosecond time resolution

in order to improve the image reconstruction disqualified the BGO, and many

experiments were carried out on a two-arm detector setup using CsF and BaF2
crystals (Fig. 5.9). An excellent time resolution of 106 ps was already obtained in

1989 [22]. TOF-PET using CsF and BaF2 crystal was built, achieving a good

system time resolution of about 550 ps [23, 24]. However, the low light outputs

and the low stopping power of these crystals hamper the spatial resolution and the

sensitivity. Timing stability of these systems was also challenging, and their overall

performances did not overpass those of conventional BGO systems. Only at the end

of the 1990s, the development of somewhat less fast crystals, but with a higher light

yield, raised again interest in TOF-PET systems.

The lutetium oxyorthosilicate crystal family (LSO, LYSO) was introduced

(Fig. 5.9), and Philips presented in 2006 the first commercial TOF-PET with a

time resolution of 650 ps.

These five last years, an intense race was engaged in developing coincidence

detection systems reaching the 25-ps grail (Fig. 5.9). The best time resolutions

obtained up to now in two-arm detector setup using thin LSO, LaBr3, and pure CsBr

crystals are 190, 100, and 75 ps, respectively [25–27]. The SiPM provided better

performance than the new generation of fast PMTs for applications with LSO as

well as with LaBr3. But for the time being, it is too early to prognosticate which of

the two components will win as they are still both in development.
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In conventional PMTs the large feature size of the dynodes and of their separa-

tion results in a spread of transit time and consequently in poor time resolution. The

fast PMTs of the new generation, called micro-channel plate (MCP) PMTs, are

made of a parallel array of thin microtubules containing an emissive layer for

electron amplification. The pore size is typically on the order of 10 mm, and the

distance from photocathode to the first amplification stage is only a few mm. One

advantage of these devices is their large area, which is similar to standard PMTs.

SiPMs, in addition to be unaffected by electromagnetic fields, have the benefit to

be transparent to 511 keV γ-rays. This is a particularly advantageous feature when

using low stopping power crystals such as LaBr3, which require a large thickness to

reach a good sensitivity. A large thickness affects indeed time resolution, as the

photoelectric effect may occur at different depth into the crystal. Using SiPMs, it is

possible to stack several thin crystal-SiPM layers to solve the issue.

Up to now, Shibuya et al. [27] achieved the best time resolution using a pure

CsBr crystal, i.e., without doping impurities. Doping is used to increase the light

yield of crystals but often results in a dramatic decrease of the speed performance.

Recent progress in photon detectors and electronics has considerably reduced the

requirement for scintillation materials in terms of the amount of light output to be

obtained, and some pure crystals are worth reconsidering as candidates for ultrafast

scintillators. Considering the photons loss and the photodetector efficiency, about

500 photons at 511 keV are needed to achieve an acceptable energy resolution of

25 %. Shibuya et al. pointed out that not all the emitted photons need to be in a
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Fig. 5.9 Scientific publications reporting coincidence time resolutions in experimental two-arm
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single fast light component: an output of 1,000–2,000 photons/MeV, of which only

one-tenth belonging to a very fast component with a decay time constant less than

50 ps, is sufficient to achieve good energy resolution and timing.

State-of-the-art time resolutions shown in Fig. 5.9 were obtained using two-arm

detectors linked to a very straightforward coincidence electronics device. There are

several additional features that alter the time resolution in a commercial PET

system. More complex and longer electronics circuit is needed to watch coinci-

dence occurrence between all possible detector pairs and to provide time stamping.

Utilization of PMTs requires assembly of crystal in module. Light reflection on the

boundaries in the array and summation of the signal from the four PMTs increase

the time resolution compared to a single crystal-PMT setup. SiPMs array removed

this last issue as each crystal pixel signal is individually processed.

5.3.2 Dual-Isotope PET

As all γ-rays originating from the positron annihilation have their energy very close

to that of the electron at rest (511 keV), PET systems cannot distinguish between

two different isotopes which are both pure positron emitters. This fact makes dual

isotopes acquisitions like the ones performed in SPECT impossible. Andreyev and

Celler [28] proposed an elegant way to remove this limitation. The idea is to use a

“pure” positron emitter (such as 18F, 11C, 15O) simultaneously with a “dirty”

positron emitter, i.e., an isotope which additionally emits prompt single γ-rays
(such as 86Y, 124I, 22Na, 60Cu). A third γ-ray detected in coincidence with the two

511 keV γ-rays is used to identify the decay of the “dirty” isotope.

Obviously the “pure” positron emitter acquisition will be corrupted by “dirty”

decay events when no prompt single γ-ray is detected as a consequence of limited

system sensitivity or of tissue absorption in patient. However, the probability of

such scenario can be computed or experimentally measured in phantoms, and a

corresponding fraction of the “dirty” isotope sinogram can be removed from the

“pure” isotope sinogram before reconstruction. It should be remembered that such

crossover contamination is also present in dual-isotope SPECT due to the scattering

down of the highest energy γ-rays into the lowest energy acquisition window.

A clinical application of dual-isotope PET could be imaging of tumor hypoxia

using 60Cu-diacetyl-di(N4-methylthiosemicarbazone) (60Cu-ATSM) combined

with the standard study of glucose metabolism using 18F-FDG. Another application

would be simultaneous imaging of myocardial hypoxia and perfusion using 60Cu-

PTSM and 11C-acetate. Performing the two acquisitions simultaneously will be

more comfortable for the patient, will reduce the patient irradiation by requiring

only one X-ray CT, will be more costly efficient, and will avoid imprecision due to

possible metabolic changes between two sequential scans.

Themain current limitations to the use of this technique are that the “dirty” isotope

reconstruction has to include appropriate spurious coincidence correction [29]
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and also that companies have to upgrade their acquisition software in order to record

triple, or multiple, coincidences.

5.4 New Clinical Applications: In Line with Therapy

5.4.1 Real-Time Microsphere Deposition Tracking in Liver SIRT
by Pinhole Bremsstrahlung SPECT

Selective internal radiation therapy (SIRT) using 90Y-labeled microspheres is a

rapidly emerging treatment of unresectable chemorefractory primary and meta-

static liver tumors. The success of such therapeutic approach depends on (1) the

expertise of the interventional radiologist to selectively catheterize the appropriate

branch of artery, (2) the selection of patients with limited tumor burden, and (3) the

determination of the maximal activity which can be safely injected into the patient’s

body. This determination is not achievable by angiography and is usually

performed using empirical formulas, such as the partition model [30]. Pre-therapy

SPECT using 99mTc-labeled macroaggregates (99mTc-MAA) is mainly intended to

rule out patients who display a liver-to-lung shunt in excess of 20 %. Indeed,

compared to 99mTc-MAA, the higher number of 90Y-microspheres injected during

the therapeutic procedure leads to a more pronounced embolic effect. This can

significantly alter the arterial flow distribution, resulting in a distribution of the
90Y-microspheres different than that of the 99mTc-MAA [31, 32]. Several methods

are already used to clinically assess the microsphere deposition after SIRT and

check that the procedure has been performed as expected; however, a methodology

able to quickly image the microsphere deposition during the liver SIRT would be

desirable.

Gupta et al. [33] showed the feasibility of real-time visualization of iron-labeled

microspheres delivery during liver SIRT in rabbits using magnetic resonance. In

this paper, cosigned by R. Salem, the authors concluded: “Although quantitative
in vivo estimation of microsphere biodistribution may prove technically challeng-
ing, the clinical effect could be enormous, thus permitting dose optimization to
maximize tumor kill while limiting toxic effects on normal liver tissues.” However,
human liver SIRT appears quite incompatible with MR: the X-ray angiographic

imager will difficultly be implemented around the MR table, and the long duration

of liver SIRT, that can overpass 2 h for challenging arterial trees, is not supportable

by the MR agenda.

The methodologies already in use for post-SIRT assessment of microsphere

deposition include the use of parallel-hole bremsstrahlung SPECT [29] or the

PET imaging of the internal pair electron-positron emission of 90Y labeled to the

microspheres [34]. Unfortunately, parallel-hole bremsstrahlung SPECT is

corrupted by high-energy X-rays scattered by the collimator septa down to the

acquisition energy window. Although correction techniques have been proposed,

the spatial resolution and the quantification accuracy are still unsatisfactory. The
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internal pair electron-positron emission in 90Y occurs only in 32 out of one million

decays and thus requires long PET acquisition times.

Recently, it was shown that pinhole collimators are much better adapted to

bremsstrahlung SPECT than parallel-hole collimators [35]. Comparison between

medium-energy parallel-hole (MEGP) and medium-energy pinhole (MEPH)

bremsstrahlung SPECT and TOF-PET was performed using an abdominal-shaped

phantom (5 l, 0.3 GBq total 90Y activity) containing hot and cold spheres: 36, 36,

28, 24, 19, and 30 mm diameter having a relative activity ratio to the background of

7, 3.5, 3.5, 3.5, 3.5, and 0, respectively. With scatter correction for TOF-PET, but

not for SPECT, TOF-PET provided the best contrast for the 36-, 30-, 28-, and 24-

mm diameter spheres, while MEPH SPECT gave the best visualization of the 19-

mm diameter sphere (Fig. 5.10). MEPH provided significantly better contrast

recovery coefficients (CRC) than MEGP. Except for the cold sphere and for the

hottest one, MEPH with scatter correction gave CRC values closer to 1 than TOF-

PET did. In particular, it should be noted that for the smallest spheres, TOF-PET is

hampered by its lower sensitivity and therefore unable to visualize them.

In addition, ten helical MEPH SPECTs of a realistic liver-SIRT phantom

(1.4 GBq 90Y in 800-ml total targeted liver, tumor-/liver-specific activity ¼ 4)

were also acquired. As helical SPECT acquisition is not yet implemented in

commercial γ cameras, the detector and bed motions were achieved by hands

resulting in a total acquisition time of 3 h, making a trial on patients impossible.

The helical MEPH SPECTs provided accurate and reproducible activity estimation
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Fig. 5.10 Contrast recovery coefficient (CRC) as a function of the actual sphere-specific activity

times the sphere diameter. The true CRC is that obtained with the actual activity ratio. Reprinted

from [35]
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of the liver-SIRT phantom for effective acquisition time going down to 1 min

(relative deviation of healthy liver compartment: 10 � 0.1 %) (Fig. 5.11).

These results support the implementation of helical pinhole bremsstrahlung

SPECT acquisition in the catheterization room. The whole helical orbit of the

multi-pinhole camera could be performed by a 6-axis robot arm. In home position,

the system will leave free the space around the catheterization table (Fig. 5.12). No

special development is required for the combined use of gamma camera and robot;

only a synchronization clap is required between the gamma acquisition and the

motion driver software. Such kinds of robots are already used in radiation therapy

[36] or assisted surgery. State-of-the-art informatics systems controlling the robot

motions are reliable and efficiently prevent any harm to the patient.

5.4.2 In-line PET in Hadron Therapy

Hadron therapy is a rapidly emerging new technique (Fig. 5.13) for single tumor

ablation. Similarly to internal radiotherapy, hadron therapy uses a vector to

36 min 3.6 min 1 min

d

e

fa

b c

a b

Fig. 5.11 Liver-SIRT phantom acquisition and reconstruction. (A) bed holder and the three tape

measures. (B) Note the counterweight lever system that does not allow pure radial motion. Bottom
row: picture of the liver model and reconstructed oblique slices passing though the middle of the

liver model for 36-, 3.6-, and 1-min acquisition. a: VOI sample in the healthy liver. b: Necrotic

tumor and c: isolated tumor with both specific activity fourfold that of the healthy liver. d, e, f:

Cylinders with specific activity 0.5, 0.5, and 0.25 times that of the healthy liver, respectively. The

cylinder f section is smaller than that of cylinder e and d, because cylinder f was not centered.

Reprinted from [35]
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transport the ionizing energy into the tumor in order to limit irradiation of the

surrounding tissues. The major difference with internal radiotherapy is that the

vector transporting the ionizing energy in hadron therapy is the hadron itself! This

apparent paradox disappears in the light of the special kinetics properties of heavy

charged particles traveling through matter. High-energy photons (X- or γ-rays) and
light charged particles (electrons) spread all their energy along their whole path. On

the contrary, heavy charged particles, such as protons or ions, deliver most of their

energy at the end of their paths as discovered by William Bragg in 1903 (Fig. 5.14)

and with no energy deposition beyond that range. The depth of the Bragg peak only

depends on the particle energy and on the chemical composition of the tissue. In

principle, knowing the tissue composition, it is possible to plan out the hadron

energy and accurately “paint” the tumor. This is a significant benefit versus internal

radiotherapy where the radio compound can be taken up in a difficultly controllable

way by some healthy tissues.

However, several limitations hamper this ideal scenario. Currently, the therapy

planning is based on CT scan requiring a rescaling of the Hounsfield values into

hadron stopping power. Unfortunately, the hadron stopping power does not exactly

depend on the Z density in the same way as X-rays do, resulting in some

inaccuracies in the planning. Patient repositioning can also introduce some

deviations from the planned field, especially in tumors located into soft tissue,

such as the neck, that can also move on their own. These limitations support the

development of techniques to assess in real time the location of the energy deposi-

tion. By this way, the hadron energy could be tuned to get the Bragg peak at the

right place.

Fig. 5.12 Artistic sketch of the implementation in the catheterization room of a pinhole brems-

strahlung SPECT allowing microsphere deposition tracking during liver SIRT in order to optimize

the embolization procedure. The noncircular helical SPECT acquisition motion is performed by a

6-axis arm robot. In home position (f), the system leaves free the space around the patient. Note in

(c) the flipping of the detector to face the collimator to the back of the patient in view of the bottom

orbit (d, e). Reprinted from [35] (mpeg animation in open access)
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During hadron therapy, short-lived positron emitters, mainly 15O (122 s),
11C (20 min), and 13N (10 min), are produced in a very low abundance in the patient’s

body bymeans of nuclear fragment reactions induced by the incoming hadrons. Since

15 years these reaction products have been imaged using commercial PET systems

[37–39]. However, the transportation of the patient between the hadron facility to the

PET room takes several tens of minutes. The activity reduction by physical decay

during the patient transportation makes this method impracticable to tune the beam

parameters at the beginning of the irradiation. In addition, biological washout may

also displace the activity during the patient transportation, introducing imprecision in

the Bragg peak localization.

To overcome these limitations, dedicated in-line PET systems are being devel-

oped and already in clinical evaluation at the Gesellschaft für Schwerionen-

forschung (GSI) in Darmstadt, Germany [40], and at HIMAC [41] and Kashiwa

[42, 43], in Japan and in Pisa, Italy [44]. To be implemented in a commercial hadron

beam system, such PET scanners use partial ring detector. In addition to reduce the

system sensitivity, this feature requires a sufficient rotation range around the patient

to avoid reconstruction artifacts and anisotropic spatial resolution. Incorporating

detector rotation makes the scanner gantry more complex and expensive and
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increases the scanning time. As a result, these PET systems cannot be used to tune

the hadron beam during therapy and are mainly used as a post-therapy quality

control. Alternately, there has been a recent proposal of an in situ scanner with two

complete detector rings with a gap in between to accommodate the beam line [45].

Several studies have proven the use of TOF information for reducing the

artifacts which result from partial ring geometry [46–49]: two-third ring scanner

with 600 ps timing resolution (already commercially achieved) still provides

accurate images for proton dose monitoring. By reducing the reconstruction noise

with improved time resolutions, the hadron beam optimization could start sooner

after the beam lightening on. Use of more compact hadron beam system such as

laser-driven hadron production jointly with a direct design of the beam and PET

system integration should still allow using more complete ring detection (Fig. 5.15).

There is significant difference between proton and carbon therapy regarding the

spatial relationship between absorbed dose and positron emission [50]. Due to the

energy dependence of the reaction cross sections, the inelastic scattering nuclear

reactions tend to occur at higher proton energies than at the proton energies

associated with the Bragg peak. Thus, at the Bragg peak, the concentration of the

positron emitters rapidly decreases because energy deposition happens through

other interactions, not inelastic collisions. As a result, the image obtained from a

PET scan after proton therapy shows activity in front of the dose deposition

(Fig. 5.16). On the contrary, in therapy using the heavier carbon ions, the

fragmented products generate a peak of activity very close to the actual Bragg

peak. The PET image thus shows the location of the Bragg peak. However, fine

Fig. 5.15 Artistic rendition intended to emphasize potential PET application of laser-driven

proton beam. The figure omits many key technical components and may have little resemblance

to what a laser-driven ion beam radiotherapy facility will look like. Courtesy of Dr. Paul Bolton

(Japan Atomic Energy Agency)
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dose delivery optimization as needed for tumor hypoxia painting will require the

development of an accurate computational modeling of the spatial relationship

between positron activity and dose delivery.

5.4.3 In-line Proton Computed Tomography in Hadron Therapy

Investigation on proton computed tomography (PCT) started 30 years ago and

appeared to be a good alternative to X-ray CT scan in terms of more accurate

reconstruction of electron density and lower dose exposure to the patient [52, 53].

However, the need of a dedicated proton accelerator made PCT dramatically more

Fig. 5.16 Top: treatment plan (TP) and Monte Carlo (MC) dose for a patient with pituitary

adenoma receiving two orthogonal fields. Bottom: measured and Monte Carlo PET images. Delay

times from the beginning of imaging were about 26 and 18 min from the end of the first and second

field applications, respectively. Range of color wash is from blue (minimum) to red (maximum)

(Reprinted from [51] with permission from Elsevier Ltd)
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expensive than X-ray CT scan and kept PCT out of commercial developments. As

PCT is directly related with proton stopping power of the patient tissue, it can in

principle remove errors coming from the Hounsfield rescaling method [54]. The use

of the proton accelerator already included in the hadron therapy system should

improve the therapy beam planning at reasonable cost. As proton stopping power is

also sensitive to the tissue chemical composition, PCT should allow localizing the

tumor. In the ideal scenario, tumor localization and therapy planning by PCT should

be performed just before starting the hadron therapy without moving the patient,

thus solving tumor positioning issues.

The energy straggling that hampers the electron density assessment and the

multiple Coulomb scattering that alters spatial resolution are still open problems

in proton stopping power determination in PCT [55, 56]. A promising way to

overcome these problems is to individually track each proton by measuring its

direction before and after its travel inside the patient body as well as its energy loss

during this travel. Monte Carlo simulations have been used in order to derive and to

evaluate analytical formulation of the most likely path as a function of the in-and-

out parameters of the proton [57]. Afterwards, this most likely path derived for each

recorded proton is used in an iterative reconstruction process [58].

Although PCT is a transmission tomography such as X-ray CT in radiology, PCT

shares important specific similarities with nuclear medicine emission tomography

that are absent in X-ray CT and that strongly condition the acquisition and recon-

struction process: the requirement to individually acquire each event such as in

TOF-PET, the low count rate inducing noise issue in the reconstruction process, and

the large fraction of nonstraight path in the patient body requiring iterative recon-

struction that include sophisticated path modeling.

Modern design to measure proton in-and-out parameters consists of two trackers,

also called telescopes, placed on both side of the patient body with an additional

calorimeter placed at the end of the proton beam that measures the proton residual

energy [59] (Fig. 5.17).

Each tracker, similar to those used in the Compton camera (Sect. 5.2.2), consists

of two orthogonally oriented single-sided silicon microstrip sensors measuring the

two coordinates of the particle crossing point. The sensors thickness is chosen to

have a good compromise between energy loss and detection efficiency. The calo-

rimeter is made of a crystal with good energy resolution combined with a fast

response to allow individual proton energy measurement in a high-rate proton

beam. A first small FOV PCT prototype has been built at the Loma Linda Univer-

sity Medical Center (LLUMC) California by Bashkirov et al. [60], and a recon-

struction of an acrylic phantom has been carried out (Fig. 5.18). This team is

currently constructing a full-scale PCT prototype large enough to cover a patient

head.

A major challenge for a clinical therapy planning based on PCT is the recon-

struction speed that has to be fast enough to perform the reconstruction with the

patient not moving on the therapy bed. The ART algorithm, using the principle of

the most likely path, sequentially updates the image for each proton history, thus

representing a serial process. Due to the high number of recorded proton histories
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needed to have a sufficient accuracy (about 108), reconstruction currently requires

several hours on the fastest processing units. Another algorithm, based on

parallelizable diagonally relaxed orthogonal projections (DROP), is currently

into development to be implemented on graphical processing units (GFU) [58].

Preliminary results suggest that accurate reconstruction could be performed in less

than 10 min.

When a working full-scale PCT prototype will be achieved, the complex issue of

integration will arise. Indeed, even if PCT provides an accurate therapy beam

planning, in-line PET will still be needed in order to check that nothing went

wrong in the planning. Integrating these two systems around the hadron beam

will likely require complex gantry arrangements to swap between PCT measure-

ment of the hadron stopping power and of the tumor position and therapy.

5.5 New Preclinical Application: Wearable PET

Brain imaging in neuroscience is hampered by the need to avoid head motion. In

human, this restricts to study the brain metabolism during pure intellectual activity.

In animal, this required to anaesthetize or to fully immobilize the animal: the first

solution precludes brain imaging in response to sensorial stimulations, and the

second disturbs the brain function as a result of the important stress imposed to

the animal. Given the transient nature of the neurologic processes, poststimulation

or post-behavioral brain imaging results in information loss.

Fig. 5.17 Schematic representation of the detector setup of a suitable PCT system. Trackers are

made of two orthogonal silicon microstrip detectors. The calorimeter is made of a fast and good

energy resolution crystal. Reprinted from [59] with permission of IEEE
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To solve this issue, Paul Vaska et al. [61] started in 2001 the development of a

“wearable” rat PET scanner vividly called RatCAP (rat conscious animal PET). The

RatCAP scanner is a miniature PET system including a complete LYSO-APD ring,

weighing only 250 g, with an inner diameter of 38 mm, outer diameter of 80 mm,

and axial extent of 25 mm (Fig. 5.19c). The LYSO and APD are both in a 4 � 8

array geometry with a 2.2-mm square cross-sectional forming a detector block. The

small LYSO thickness (5 mm) reduces the parallax issues. A front-end microchip

conditions the analog signals of the block, stamps the event time with a sub-

nanosecond resolution, and serializes the data into a single digital data output

line. Each individual gamma-ray event is recorded in list mode; afterwards, prompt

and random coincidences are built by software. The spatial resolution is better than

2 mm across the field of view, and the coincidence sensitivity is 0.76 % at the center

[62].

The RatCAP is positioned between the eyes and ears of the rat (Fig. 5.19b),

allowing a normal forward-facing posture while brain imaging. To allow the rat

easily moving without being hampered by the PET weight, the RatCAP is

suspended on long springs fixed on a rotation stage (Fig. 5.19a). Rats move freely

and appeared to adapt well to the device as shown by the corticosterone blood level

Fig. 5.18 Acrylic phantom, where one row is filled with water and the other with air. PCT

detector setup. Transversal cuts of the 3D phantom image reconstructed from (a) simulated and

(b) experimental data. Reprinted from [60] with permission of American Institute of Physics
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that rapidly returns to normal level after an initial increase when the RatCAP is

fixed to the head.

Recently, a 1-h brain dynamic 11C-raclopride imaging of a rat freely behaving

was performed [62]. After thirty minutes, unlabeled raclopride was given to the rat,

which changed its behavioral activity, reduced the uptake in the striatum by more

than 50 %, and continued to block the uptake of 11C-raclopride for the remainder of

the scan (Fig. 5.19d). This showed that direct correlation of PET and behavioral

data under natural conditions as well as under drug could be studied. Furthermore,

RatCAP proved to be fully compatible with MR system, and simultaneous PET-MR

images of brain and heart in anaesthetized rats and mice were acquired [63].

Such wearable PET could still be more interesting in human neuroscience.

Combined with a pump ensuring a constant 18F-FDG blood level, autoregulated

by simply measuring the count rate at the wrist, human brain metabolism in

volunteers, or in patients, could be studied while performing complex activities,

such as playing music instrument, walking, keeping equilibrium on a cable, finding

the way in a labyrinth, laughing, and writing. Blood probes measuring glycemic

cold raclopride injection
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Fig. 5.19 Miniature wearable RatCAP (rat conscious animal PET). (a) PET weight

counterbalancing system allowing free rat motions. (b) Rat wearing the RatCAP and freely

behaving. (c) Cross section of the RatCAP. (d) Behavioral dynamic brain study. Reprinted from

[62] with permission of Nature Publishing Group
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level on the fly are nowadays available in order to correct the 18F-FDG brain uptake

for the natural glucose competition. The cap could cover almost half the total solid

angle around the brain, and the LYSO array could be thicker than for the RatCAP,

providing a high sensitivity. Due to the good FDG uptake of the brain in working

state, low total activity could be used. Given the wide range of PET radiotracers to

probe various aspects of brain function, this multidimensional approach can have

considerable potential for yielding new insights neurology.

5.6 Conclusion

This walk in nuclear medicine imaging showed a very active research domain.

Techniques, such as Compton SPECT camera, TOF-PET, and PCT, already

proposed more than 30 years ago, begin to become real, boosted by the development

of new detector components: avalanche photodiode, silicon microstrip detector, and

fast scintillation crystal. The exciting grail quest of a system directly giving the decay

position, event by event, appears now possible, both in SPECT and PET.

More immediately, the constant improvement of time resolution in TOF-PET will

continuously reduce noise and artifacts in reconstructed image and will soon open

TOF-PET to diagnostics using low branching positron emitters, such as already made

for 90Y but still currently limited to therapeutic activities. Lastly, nuclear medicine

imaging will become an active and essential partner during some radiotherapies,

namely, liver-SIRT and hadron therapy.
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Part II

Data Acquisition and Image Processing



Chapter 6

Reconstruction Algorithms and Scanning

Geometries in Tomographic Imaging

Oleg Tischenko and Christoph Hoeschen

In general tomographic imaging consists of two steps: the acquisition of data and

the reconstruction. Thereby the following triple problem has to be solved: choose

an efficient reconstruction algorithm, identify the optimal sampling conditions

imposed on measured data as required by this reconstruction algorithm, and find

an efficient way of collecting such data in the practice.

In this chapter the three different classes of 2D analytic reconstruction algorithms

are described (1) convolution-back projection-based algorithms, (2) algorithms based

on expansion in the basis of orthogonal polynomials, and (3) algorithms based on

back projecting the derivative of projections. The basic inversion formulae from each

of these classes are presented along with a discussion of the corresponding optimal

geometry of data supposed to be inverted with them. Finally, the original idea to

extent 2D reconstruction algorithms to 3D case is considered.

6.1 Introduction

All forms of computed tomography deal with cross-sectional imaging of a human

body or, more precisely, of a distribution of a specific parameter within the human

body. This parameter can be either the attenuation coefficient, the concentration of

a radiopharmaceutical, or any other parameter, provided that the morphology of its

distribution agrees with the anatomy or functioning of the object.

In practice, data are acquired in the form of integral values of the specific parameter

measured along lines crossing the object. A spatial configuration of all lines of

integration is referred to as either the geometry of the data or the scanning geometry.
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Hence, the technique that enables tomographic imaging consists of two steps: the

acquisition of data within a certain scanning geometry and the reconstruction via

mathematical algorithms.

Reconstruction algorithms can roughly be divided into two groups: geometry-

conditioned and geometry-unconditioned algorithms.We call the algorithm geometry

conditioned if its performance depends strongly on the scanning geometry. An exam-

ple of a geometry-unconditioned algorithm is the algebraic reconstruction technique

(ART). This is an approach where the object function is represented by the super-

position of shifted copies of a compactly supported symmetrical function (e.g.,

Kaiser–Bessel function studied in [1]). The unknown coefficients of this superposition

are solutions of a linear algebraic system, where each distinct equation relates to a

certain ray. As a rule, the solution of such a system is not unique. Additional informa-

tion may be used to select one reconstruction from the family of solutions. ART-style

algorithms are of advantage if (a) only fewprojections are available, (b) the projections

are either distributed irregularly or have only been taken over a limited range of angles,

or (c) the data are very noisy.

In contrast to ART algorithms, the performance of the so-called analytic

algorithms strictly depends on the scanning geometry. Basic inversion formulae of

these algorithms are represented by multiple integrals that have to be appropriately

approximated in practical applications. Obviously, the quality of the approximation

depends on the sampling conditions imposed upon the function under the integral

sign; these in turn are imposed by the measuring process. Since most modern

scanners acquire many projection data at regularly spaced intervals, analytic recon-

struction algorithms are still preferred in the transmission tomography because they

are inherently much faster than ART-like algorithms and perform well if the data are

sampled adequately. In the following, three classes of such algorithms are considered,

namely, convolution-back projection-based algorithms, algorithms based on expan-

sion in basis of orthogonal polynomials, and algorithms based on the back projection

of the derivative of projections. The basic inversion formulae from each of these

classes will be presented along with a discussion of the corresponding optimal

geometry of data supposed to be inverted with them. Finally, the basic original idea

to extent 2D reconstruction algorithms to 3D case is considered.

6.2 Denotations and Theoretical Background

WedenotewithRthe field of real numbers, andwithR2Euclidean plane, the elements of

which are vectors:r 2 R2means thatr ¼ ðx; yÞ, where both x and y are real. For any two
vectors a and b fromR2, their scalar product is defined bya � b ¼ xaxb þ yayb. Withτϕ,
we denote the unit vectorτϕ ¼ ðcosϕ; sinϕÞ. The distribution of the specific parameter

within the slice through the body is described by the object function f : D ! R

supported on the disk D :¼ fðx; yÞ; x2 þ y2 � R2g. It is supposed that f 2 L2ðDÞ,
which means that

Ð
D
f 2ðrÞdr < 1; r 2 R2. The Fourier transform of f is defined by
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f̂ ðλÞ ¼
ð
D

f ðrÞe�iðr�λÞdr; λ 2 R2: (6.1)

From the fact that the object function f is finitely supported, it follows that its

Fourier transform is infinitely supported. Therefore, its inverse Fourier is expressed

by

f ðrÞ ¼ 1

4π2

ð
R2

f̂ ðλÞeiðr�λÞdλ; (6.2)

where the integration is carried out over the whole plane R2. The Radon transform

of the function f can be defined by

pða; bÞ ¼
ð
D\Lða;bÞ

f ðrÞdr; (6.3)

where Lða; bÞ is the line described by parameters a; b. The type of these parameters

defines the type of the parameterization of the Radon transform. Commonly used is

a ϕt-parameterization:

Lðϕ; tÞ :¼ fðx; yÞ : x cosϕþ y sinϕ ¼ tg: (6.4)

If parameterϕ is fixed, thenLðϕ; tÞgenerates a family of parallel lines. According

to this, the parallel Radon projection in the direction ϕ is defined as

pðϕ; tÞ ¼
ð
D\Lðϕ;tÞ

f ðrÞdr ¼
ð ffiffiffiffiffiffiffiffiffiR2�t2
p

�
ffiffiffiffiffiffiffiffiffi
R2�t2

p f ðtτϕ þ sτ?ϕ Þds; �R � t � R (6.5)

(see Fig. 6.1, left).

Depending on the situation, different notations, the sense of which will be

always clear from the context, will be used, e.g., pϕðtÞ, pϕðf ; tÞ , or pð f ;ϕ; tÞ. If
alternatively instead of t the angle parameter ψ is used (see Fig. 6.1, right), we speak

of ϕψ parameterization. The line within this parameterization is expressed by

x cosϕþ y sinϕ ¼ R cosψ : (6.6)

Let xαyα be coordinates in the coordinate system that is rotated relative to xy at
angle α:

xα ¼ x cos αþ y sin α;

yα ¼ �x sin αþ y cos α: (6.7)
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We speak of αψ and αY parameterizations of the Radon transform if

Lðα;ψÞ :¼ fðx; yÞ : xα cosψ þ yα sinψ ¼ R cosψg (6.8)

and

Lðα; YÞ :¼ fðx; yÞ : Yxα þ Ryα ¼ RYg; (6.9)

respectively. FamiliesLðα;ψÞ andLðα; YÞwhere onlyα is fixed generate fans of rays
with an apex lying on the boundary of the diskD. Therefore, both (6.8) and (6.9) are

appropriate for the description of data collected over rays emitted by a point source

moving along the boundary of the disk (Fig. 6.2).

One of the important problems in practical tomography is the identification of

optimal sampling conditions that must be imposed on the Radon transform.

Because of limitations of the data acquisition system of the scanner, only

discretized approximation of the Radon transform can be obtained. Therefore, on

the one side, it is important to know how many data have to be collected in order to

fully exhaust the potential of the scanner. On the other side, the radiation dose must

be as small as possible, and therefore, the sparsest sampling scheme has to be

identified among all of those which ensure the best approximation of the Radon

transform. In connection to this problem, the Radon transform is supposed to be

sampled on the lattice L, the elements of which are discrete points of the plane R2

coordinated by parameters of the Radon transform (e.g., parameters ϕ; t). So-called
admissible lattice can be generated by a 2� 2matrixW such thatL ¼ WZ2, i.e., for

any i; j 2 Z,

ξ ¼ W
i
j

� �
; ξ 2 L: (6.10)

Fig. 6.1 Parallel projection in direction ϕ (left); ϕ; t parameterization (right)
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Lattice L? is called dual or reciprocal to the lattice L if for any ξ 2 L and

anyη 2 L?
, the scalar product ðξ;ηÞ ¼ 2πk; k 2 Z. The generator matrix of the

reciprocal lattice is

W? ¼ 2πðW�1ÞT ; (6.11)

where the superscript T means transposition (see, e.g., [2]). Let the power spectrum

of a function g be supported on the compact regionK. The fundamental result of the

sampling theory is as follows: if regions K and K þ η are disjoint for any η 2 L?,
then gðrÞ ¼Pξ2L gðξÞ~χKðr� ξÞ, where ~χK is the inverse Fourier transform of the

function χK, χKðλÞ ¼ 1 if λ 2 K, and otherwise χKðλÞ ¼ 0 (see [3]). In other words,

the band-limited function can be exactly recovered from its discrete samples if the

sampling conditions stated above are satisfied. From the definition of the reciprocal

lattice, it follows that the denser L? is, the sparser is L and vice versa. Therefore, if

we want the sampling lattice L to be as sparse as possible, we have to find such a

reciprocal latticeL? that allows us to pack R2 with mutually disjoint replicas of the

K-region as tightly as possible. Certainly, the crucial role in doing this plays the

shape of the K-region.
In some parts of the text, concepts from the theory of distributions (see, e.g., [4, 5])

are used. Within the framework of this theory, one defines the set B of test functions.

The distribution f over this set is to be understood as a map f : B ! R defined as

follows: for h 2 B,

f ½h� ¼ f ; hh i ¼
ð
f ðxÞhðxÞdx: (6.12)

In the imaging science, such an approach is justified, e.g., when the output of the

imaging system can be described in terms of the convolution with the impulse

response φ̂ . Let the function φ : R ! R be smooth, symmetric, and compactly

Fig. 6.2 Fan-beam projection (left); setup for fan-beam geometry (right)
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supported, and let its Fourier transform φ̂ be essentially supported1 on the interval

½�w;w�. Beyond this interval, φ̂ðωÞ is required to decay faster than any degree of jωj�1
.

We define the setB as a family fφt; t 2 Rg of translates of the impulse response e, i.e.,

φtðsÞ ¼ φðs� tÞ. The set of Fourier transforms of test functions is �B ¼ fφ̂t; t 2 Rg,
where

φ̂tðωÞ ¼ φ̂ðωÞ expð�iωtÞ: (6.13)

Then the Fourier transform of the distribution is defined as a map f̂ : �B ! R

such that f̂ ; ĥt
� � ¼ 2π f ; hth i for any t 2 R.

6.3 Convolution-Based Algorithms

6.3.1 Parallel-Beam Geometry

The ϕt parameterization is the most clear among all useful parameterizations of the

Radon transform mentioned above. Being intensively investigated on the eve of

practical tomography, the inversion of the Radon data collected within the parallel-

beam geometry is fully understood today. Some important notions, such as, e.g., the

resolution of the reconstruction, have been introduced and described for this kind of

data geometry. Also the practical fan-beam inversion formulae are the result of the

re-parameterization of the inversion formula obtained for the parallel-beam

geometry.

Let pϕðtÞ be the Radon projection of the object function f measured at angle ϕ.
Due to (6.5), its 1D Fourier transform with respect to t is

p̂ϕðωÞ ¼
ðR
�R

ð ffiffiffiffiffiffiffiffiffiR2�t2
p

�
ffiffiffiffiffiffiffiffiffi
R2�t2

p f ðtτϕ þ sτ?ϕ Þe�iωtdsdt: (6.14)

Change of variables r ¼ tτϕ þ sτ?ϕ , where r ¼ ðx; yÞ, in the double integral of

(6.14) yields

p̂ϕðωÞ ¼ f̂ ðω cosϕ;ω sinϕÞ: (6.15)

The identity (6.15) is the statement of the so-called Fourier slice theorem. By

taking the inverse Fourier transform, this identity can be rearranged to

f ðx; yÞ ¼ 1

8π2

ð2π
0

ð1
�1

ωj jp̂ϕðωÞeiωðr�τϕÞdωdϕ (6.16)

1 That is, φ̂ðωÞ � 0 if ω 2 ½�w;w�.
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(see [6] for details). The formula (6.16) makes little sense if the product jωjp̂ϕðωÞ is
not absolutely integrable, what can be, e.g., in the case if p̂ϕðωÞ~ω

�2þε; ε � 0. In

order to stabilize it, let us multiply both sides of (6.15) with the term jωj and handle
the resulting identity in terms of distributions over the set B defined above. That is,

jωjp̂ϕðωÞ; φ̂tðωÞ
� � ¼ jωj f̂ ðω cosϕ;ω sinϕÞ; φ̂tðωÞ

� �
; t 2 R (6.17)

or, written in explicit form,

ð1
�1

jωjp̂ϕðωÞφ̂ðωÞeiωtdω¼
ð1
�1

jωj f̂ ðωcosϕ;ωsinϕÞφ̂ðωÞeiωtdω; t2R: (6.18)

Setting t ¼ x cosϕþ y sinϕ, integrating over ϕ from 0 to 2π , rearranging the

right-hand side appropriately, and changing the variables from polar to rectangular

in the double integral on the right-hand side of (6.18) yield

1

2

ð2π
0

ð1
�1

jωjp̂ϕðωÞφ̂ðωÞeiωðr�τϕÞdωdϕ ¼
ð
R2

f̂ ðλÞφ̂ðjλjÞei r�λð Þdλ: (6.19)

The right integral in (6.19) is the inverse Fourier transform (up to the term1=4π2)
of the 2D convolution f 	 E, where E is a radial function such that EðrÞ ¼ φðjrjÞ.
Hence, we obtain the inversion formula

Fðx; yÞ ¼ 1

8π2

ð2π
0

ð1
�1

jωjP̂ϕðωÞeiωðr�τϕÞdωdϕ; (6.20)

which has the same structure as (6.16), but

Fðx; yÞ ¼ f 	 Eðx; yÞ; (6.21)

PϕðtÞ ¼ pϕ 	 φðtÞ: (6.22)

Owing to the conditions imposed on φ (see (6.13) and related discussion in

Sect. 6.1), the formula (6.20) makes sense for any object function. Clearly, in terms

of convolution, the formula (6.20) takes a form given by

Fðx; yÞ ¼ 1

4π

ð2π
0

ðR
�R

Pðϕ; tÞHðt0 � tÞdtdϕ; (6.23)

where t0 is the parameter of the ray that goes through the point ðx; yÞ and

HðtÞ ¼ 1

2π

ðw
�w

jωjeiωtdω: (6.24)
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The formula (6.23) is called filtered back projection (FBP) because the evalua-

tion of F can be accomplished in two steps: the convolution of Radon projections

with the kernel H (filtering) and evaluating Fðx; yÞ with averages of

fPϕ 	 Hðx cosϕþ y sinϕÞg0�ϕ< 2π (back projection).

Note that (6.22), where on the right there is a convolution of parallel Radon

projections with the impulse response of the imaging system, can be thought of as a

model of measuring process. It is easy to check that

Pϕð f ; tÞ ¼ pϕðF; tÞ; (6.25)

that is, the data obtained with the acquisition system of scanner are equivalent to

Radon transform of the band-limited function F defined by (6.21). In [7], it was

shown that the Fourier transform of the Radon transform of a band-limited function

is essentially supported on the region, which has the shape of bow tie shown in

Fig. 6.3, left. The rigorous estimate of this region is given in [8], p. 71:

K ¼ fðk;ωÞ : jωj < w; jkj < maxðjωj=ϑ; ð1=ϑ� 1ÞwÞg; (6.26)

where 0 < ϑ < 1 is a parameter that is normally close to 1.

Following the sampling theory, let us define the lattice L:

L¼ fðϕv; tjvÞ : ϕv ¼ 2πv=N; tjv ¼ ð jþ vq=NÞΔ; 0� q;v<N; j2 Zg; (6.27)

whereN is supposed to be even, i.e.,N ¼ 2p. As it follows from this definition, there

are N directions ϕv; for each direction, integrals over an equidistant set of parallel

lines with spacing Δ are measured; the collection of parallel lines is shifted by an

amount vq=Nwhich varies with the angleϕv. As mentioned above,L ¼ WZ2 where

W is a generator matrix and Z2 ¼ fðv; jÞ; v; j 2 Zg. From (6.27) it follows that

W ¼ 2π=N 0

qΔ=N Δ

� �
: (6.28)

Fig. 6.3 Left: K-region of pðF;ϕ; tÞ; w is the frequency bound and w0 ¼ ð1=ϑ� 1Þw. Middle:

replicas of bow-tie K-region on the interlaced latticeL?
i . Right: replicas of bow-tieK-region on the

standard lattice L?
s
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Then, the generator matrix for the reciprocal lattice is

W? ¼ N �q
0 2π=Δ

� �
(6.29)

[see (6.11)]. Therefore, for the reciprocal lattice L?
, we have the following

representation:

L? ¼ Nm� qk;
2πk

Δ

� �
; m; k 2 Z

� �
: (6.30)

We will discuss two sampling lattices, namely, the standard latticeLs (q ¼ 0) and

the interlaced latticeLi (q ¼ p). In the case of the standard sampling, the replicas of

the K-region are mutually disjoint if

p � w=ϑ; Δ � π=w (6.31)

(see Fig. 6.3, right). Similarly, sampling conditions for the interlaced lattice are

p � wð2� ϑÞ=ϑ; Δ � 2π=w (6.32)

(see Fig. 6.3, middle). From (6.31) and (6.32), we see that the interlaced sampling

lattice Li is almost twice as sparser as the standard lattice Ls . If ϑ ¼ 1, then the

interlaced sampling lattice can be obtained from the standard sampling lattice

simply by dropping those grid points for which vþ j is odd (Fig. 6.4). In other

words, the same resolution as that of the data measured on the lattice Ls can be

obtained with only one-half of the data by using the parallel-interlaced scanning

geometry. In order to reconstruct data collected over the interlaced lattice, one

could first interpolate the missing data to a denser standard lattice and then use

(6.23) discretized on this denser lattice. The second approach would be to recon-

struct directly from interlaced data (see [9] for error estimates of the corresponding

reconstruction).

Fig. 6.4 The interlaced

lattice (black circles) as a
subset of the standard lattice

(all intersection points). Both

lattices have the same

theoretical resolution
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Practical application of the parallel-beam geometry can be found, e.g., in SPECT

(single-photon emission computer tomography). The parallel-beam geometry of

data collected with the SPECT device is a result of the collimation that is required

for the correct association of the measured data with lines of integration. It has to be

noted that because of the poorness of SPECT data and due to attenuation of the

emitted photons in the object on their way to the detector, the FBP algorithm happens

to be inappropriate. Different algorithms, mainly from the class of iterative methods,

have been developed for the reconstruction of SPECT data (see review [10]).

In transmission tomography, the parallel-beam data can be collected with a

pencil beam scanner of the first generation. The corresponding scanning process

is a combination of N linear translations of a source-detector system across the

object, each made along the line of the predefined orientation. The main disadvan-

tage of this process is that data have to be literally built together in a “sample by

sample” fashion, which results in a very long acquisition time.

6.3.2 Fan-Beam Geometry

Collecting fan-beam projections (see Fig. 3.2, left) is preferable in computed

tomography because of a much shorter acquisition time compared to that required

for the collection of parallel-beam projections.

Thorough derivation of corresponding inversion formulae can be found in [11]

and [12]. Below, with minor modifications, we reproduce the derivation shown in [6].

The setup corresponding to a fan-beam geometry is as follows: the source moves

around the object in the plane xy on the boundary of the disk D. The center of the

disk coincides with the origin of the coordinate system. If α is the parameter

describing the position of the source, then at α ¼ 0 the source is located on the

x-axis. The coordinate system xαyα defined by (6.7) rotates together with the source.
As it was mentioned above, Radon data collected with the point source can be

efficiently described with parameters either αY or αψ (see (6.8) and (6.9) and

Fig. 6.2, right). The fan beam, the rays of which are parameterized with ψ , is called
equiangular. If the rays within the fan beam are parameterized with Y, the fan beam
is said to be equidistant. In both cases, in order to obtain the inversion formulae, the

formula (6.23) has to be re-parameterized properly.

In order to derive the formula for the inversion of the equidistant fan-beam data,

the variables ðϕ; tÞ in the double integral of (6.23) have to be changed for the

variables ðα; YÞ according to the transformation:

ϕ ¼ αþ cot�1 Y

R

� �
(6.33)

t ¼ RYffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Y2

p : (6.34)
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Taking into account that

t0 ¼ Yxα þ Ryαffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Y2

p (6.35)

and scaling ω; ω0 ¼ ðR� xαÞω=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Y2

p
yield

Fðx;yÞ

¼ 1

4π

ð2π
0

R2

ðR�xαÞ2
ð1
�1

Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2þY2

p PαðYÞ 1
2π

ðw
�w

jωjexp iω
Ryα

R�xα
�Y

� �� �
dωdYdα :

(6.36)

The parameter Y 0 of the ray going through the point ðx; yÞ is Y0 ¼ Ryα=ðR� xαÞ
Therefore,

Fðx; yÞ ¼ 1

4π

ð2π
0

R2

R� xα

� �2 ð1
�1

Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Y2

p PαðYÞHðY0 � YÞdYdα; (6.37)

where H is given by (6.24).

In order to derive the inversion formula for the equiangular fan beam, we have to

change variables from ðϕ; tÞ to ðα;ψÞ in the double integral of (6.23) according to

ϕ ¼ αþ ψ ; (6.38)

t ¼ R cosψ : (6.39)

With accounting for the equality t0 ¼ xα cosψ þ yα sinψ , this yields

Fðx;yÞ¼ 1

8π2

ð2π
0

ðπ
0

PαðψÞ
ðw
�w

jωjexpðiωðyα sinψ�ðR�xαÞcosψÞÞdωRsinψdψdα:
(6.40)

Let L ¼ Lðx; y; αÞ be the distance from the current location of the source to a

point ðx; yÞ, and let ψ 0 be the parameter of the ray that goes through this point. Then

R� xα ¼ L sinψ 0;
yα ¼ L cosψ 0:

(6.41)

After substitution of (6.41) into (6.40) and scaling ω0 ¼ ωL, one obtains

Fðx;yÞ¼ 1

4π

ð2π
0

1

L2

ðπ
0

PαðψÞRsinψ 1

2π

ðw
�w

jωjexpðiωsinðψ 0�ψÞÞdω
� �

dψdα

(6.42)
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or equivalently

Fðx; yÞ ¼ 1

4π

ð2π
0

1

L2

ðπ
0

PαðψÞR sinψ gðψ 0 � ψÞdψdα; (6.43)

where

gðψÞ ¼ HðsinψÞ (6.44)

and H is given by (6.24).

The formula (6.37) can be applied for the inversion of the fan-beam data

collected with a flat-panel detector arranged parallel to the yα -axis. The formula

(6.43) is supposed to be used for the reconstruction of the fan-beam data collected

with an arc detector. This detector can have the shape of an arc that belongs either to

the circle centered in the point source or to the circle the circumference of which

contains the point source.

In practice, only discrete samples of the fan-beam data are available. The

optimal sampling conditions for the fan-beam scanning geometry are derived in a

similar way as in the case of the parallel-beam scanning geometry. A comprehen-

sive study of this topic can be found in [13]. In particular in that work, it was shown

that the optimal sampling lattice of the fan-beam Radon transform is equivalent to

the sampling lattice of the interlaced parallel geometry with a sinusoidal lateral

sampling. The latter is equivalent to the parallel-interlaced lattice on the ϕψ-plane
where ψ is defined in (6.6).

6.4 Algorithms Based on Expansion in Basis of Orthogonal

Polynomials

In order to obtain the inversion formula within the approach based on the Fourier

transform, a special relationship between the object function and its Radon trans-

form in the frequency domain was used [see (6.15)]. Representing a function in the

basis of orthogonal polynomials, completely different inversion formulae can be

obtained.

Let the object function vanish outside the unit diskD (radius of the diskR ¼ 1). Let

fφjkg be a system of ridge polynomials defined on D, i.e., such that φjk : D ! R and

φjkðx; yÞ ¼ φkðx cos θj þ y sin θjÞ; (6.45)

whereφk : ½�1; 1� ! R is a polynomial of degree k. Letφjk be orthogonal onDwith

respect to the unit weight function.2 Finally, letUkðtÞ be the Chebyshev polynomial

of the second kind:

2 Polynomial P of degree n is orthogonal on D with respect to the weight function μ ifÐ
D
Pðx; yÞQðx; yÞμðx; yÞdxdy ¼ 0 for any polynomial Q of degree less than n.
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UkðtÞ ¼ sinðk þ 1Þθ
sin θ

; t ¼ cos θ: (6.46)

The fundamental role within this approach is played by the relation

pϕðQ; tÞ ¼ 2

k þ 1

ffiffiffiffiffiffiffiffiffiffiffiffi
1� t2

p
UkðtÞQðcosϕ; sinϕÞ; (6.47)

which holds for any orthogonal polynomial Q of degree k (see [14, 15]). Using this

relation, one can find that

ð
D

φjkðx; yÞφskðx; yÞdxdy ¼
2

k þ 1
φkðcosðθj � θsÞÞ

ð1
�1

UkðtÞφkðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
1� t2

p
dt:

(6.48)

It is known that Chebyshev polynomials are orthonormal on the interval ½�1; 1�
with respect to the weight function

ffiffiffiffiffiffiffiffiffiffiffiffi
1� t2

p
, i.e.,

ð1
�1

UmðtÞUnðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
1� t2

p
dt ¼ π

2
δm;n: (6.49)

Therefore, inserting φk ¼ Uk into (6.48) yields

1

π

ð
D

Ujkðx; yÞUskðx; yÞdxdy ¼ Ujk;Usk

� � ¼ 1

k þ 1

sinðk þ 1Þðθj � θsÞ
sinðθj � θsÞ ; (6.50)

where Ujkðx; yÞ ¼ Ukðx cos θj þ y sin θjÞ. In particular for

θj ¼ θjk ¼ jπ

k þ 1
; (6.51)

one obtains that Ujk;Usk

� � ¼ δs;j. Therefore, the set

Pn :¼ fUjk; 0 � k � n; 0 � j � kg (6.52)

generates an orthonormal basis in the spaceΠ2
n of bivariate polynomials of degree n.

In order to check this, it is sufficient to check that the number of elements in Pn
equals dimΠ2

n . This follows from the fact that the coefficients of any polynomial

from Π2
n can be indexed in the same way as in (6.52).

It is known that any function from L2ðDÞ can be approximated by polynomials

with any degree of accuracy (see, e.g., [16]). This means that P1 is complete in

L2ðDÞ, that is, for any f 2 L2ðDÞ, the expansion
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f ðx; yÞ ¼
X1
k¼0

Xk
j¼0

ckðθjkÞUkðx cos θjk þ y sin θjkÞ; (6.53)

ckðθjkÞ ¼ 1

π

ð
D

f ðx; yÞUkðx cos θjk þ y sin θjkÞdxdy (6.54)

is valid. Truncation of the series (6.53) up to k ¼ n is equivalent to the orthogonal

projection onto Π2
n. Therefore,

An f ðx; yÞ ¼
Xn
k¼0

Xk
j¼0

ckðθjkÞUkðx cos θjk þ y sin θjkÞ (6.55)

is the best polynomial of degree n approximating the function f in the sense of norm

in L2ðDÞ.3 Using change of variables r ¼ tτþ sτ?, where τ ¼ ðcos θjk; sin θjkÞ, as
well as the property expressed by (6.5), we can replace (6.54) by

ckðθjkÞ ¼ 1

π

ð1
�1

pðθjk; tÞUkðtÞdt: (6.56)

Therefore, (6.55) can be used for the inversion of Radon projections measured at

specific angles θjk defined in (6.51). Using the interpolating properties of

polynomials, a more general inversion formula can be obtained. Note that the

function gðϕÞ ¼ ckðϕÞUkðx cosϕþ y sinϕÞ is a trigonometric polynomial of

order 2k. In order to see this, we can apply the operator pϕð�; tÞ to the expansion

(6.53), use (6.47), and, as a result, obtain the equality

ckðϕÞ ¼
Xk
j¼0

ckðθjkÞ 1

k þ 1

sinðk þ 1Þðϕ� θjkÞ
sinðϕ� θjkÞ ; (6.57)

where on the right-hand side there is a trigonometric polynomial of order k. Using
the fact that gðϕÞ is π-periodic and noting that the quadrature formula

ðπ
0

gðϕÞdϕ � π

k þ 1

Xk
j¼0

g
jπ

k þ 1

� �
(6.58)

is exact for π-periodic trigonometric polynomials of the order not exceeding 2k, we
conclude that

Xk
j¼0

ckðθjkÞUkðx cos θjk þ y sin θjkÞ ¼ k þ 1

π

ðπ
0

ckðϕÞUkðx cosϕþ y sinϕÞdϕ:

(6.59)

3 That is, jjAn f � f jj2 ¼ min
g2Π2

n

jjg� f jj2.

112 O. Tischenko and C. Hoeschen



Substituting this in (6.53) yields

f ðx; yÞ ¼
X1
k¼0

ðk þ 1Þ 1
π

ðπ
0

ckðϕÞUkðx cosϕþ y sinϕÞdϕ; (6.60)

ckðϕÞ ¼ 1

π

ð1
�1

pðϕ; tÞUkðtÞdt: (6.61)

Following simple considerations, we come up to conclusion according to which

the best approximation of Radon projection pϕ, which can be obtained with detector
of limited resolution, is given by trigonometric polynomial.4 In the following, the

degree of this polynomial will be referred to as resolution of the detector. Hence, if

projections are collected with the detector of the resolution n, we can set

coefficients ckðϕÞ to zero for all k � n. As a consequence, the series (6.60) can be

truncated to k. Let us introduce angles ϕv:

ϕv ¼
πv

n
; 0 � v < n: (6.62)

Noting that the Gaussian quadrature

1

π

ðπ
0

ckðϕÞUkðx cosϕþ y sinϕÞdϕ � 1

n

Xn�1

v¼0

ckðϕvÞUkðx cosϕv þ y sinϕvÞ (6.63)

is exact for k < n, after truncation of (6.60) up to k < n, one obtains the formula

f ðx; yÞ � An�1f ðx; yÞ ¼ 1

n

Xn�1

k¼ 0

Xn�1

v¼ 0

ðk þ 1ÞckðϕvÞUkðx cosϕv þ y sinϕvÞ; (6.64)

which can be used for recovering the polynomial An�1 introduced in (6.55) from n
projections collected with an acquisition system of the resolution n. Due to (6.59),

increasing the number of projections further has no effect.

One could also pose the reverse question, namely, what has to be maximum

resolution of detector if only n projections are available. From the mathematical

point of view, if we want the quadrature (6.63) to be exact, the condition k has to be
satisfied. In this case, arguing in the same way as before will end up in the

conclusion that the detector has to be n. However, if the resolution of the detector

is higher than the number of available projections, we may truncate the series (6.64)

to some m > n allowing (6.63) to hold only approximately. Increasing the trunca-

tion level of the series (6.53), we increase the order of approximating polynomials.

4 In this case, the output of acquisition system is the convolution with the impulse response of the

ideal filter.
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This can improve visual contrast of the reconstructed image, at least, to a certain

degree that depends on the acceptable degree of approximation of (6.63).

The inversion formula (6.64) is called OPED (orthogonal polynomial expansion

on disk) due to the formalism that has been used for its derivation. As one can see

from the structure of OPED, the Radon data appear in form of projections measured

at discrete angles (6.62). In practice, projections are not continuous either. There-

fore, in order to calculate the coefficients ckðϕvÞ, the integral
ð1
�1

pϕðtÞUkðtÞdt ¼
ðπ
0

pϕðψÞ sinðk þ 1Þψdψ (6.65)

has to be approximated by an appropriate quadrature. The best result is expected when

the quadrature relates to the regular sampling of the parameter ψ (see [17, 18]). If the

pϕ is a polynomial, then the quadrature is exact. Hence, sampling conditions that must

be imposed on the Radon transform are defined by the order of a bivariate polynomial

that is supposed to play the role of interpolating polynomial for the object function.

From above considerations, it follows that the Radon transform is sampled on lattice

fϕv;ψ jg , where ϕv is defined in (6.62) and ψ j ¼ ψ0 þ j π=n , j ¼ 0; . . . ; n� 1 .

Parameter ψ0 is free to choose. Normally, this parameter is either zero or π=2n .
The corresponding sampling lattice is the standard lattice in the plane coordinated by

ðϕ;ψÞ. In fact, we can set up even sparser sampling condition without compromising

the quality of the final result. Due to [14] and [19], the optimal sampling of the Radon

transform of a polynomial supported on the unit disk D relates to circle geometry. This

scanning geometry is defined by the set ofnðn� 1Þ=2 linear segments ½Xi;Xj�, where n
distinct points Xi are uniformly distributed on the boundary of the disk. In [14] and

[19], it was shown that for n ¼ 2p, the set of integrals measured within this scanning

geometry determines uniquely the polynomial of degree up to n� 2. The scanning

geometry defined thus coincides with the interlaced lattice on theϕψ-plane. It is worth
to note that the data collected within this scanning geometry can be reordered to

fan-beam data and vice versa. Thus, in some cases, OPED can also be used for the

reconstruction from data collected within the fan-beam geometry. Clearly, in order to

do this, the fan-beam data have to be appropriately reordered.

In practice, the geometry of data collected by positron emission tomography

(PET) is apparently a circle geometry (see Fig. 6.5). In the figure, an idealized view

of a PET acquisition system is shown.

The set of circularly arranged detectors is divided into two groups of alternating

elements. According to this, two groups of data can be defined. The data of the first

groups can be associated with lines of response between detectors of the same color,

and the data of the second group with lines of response between detectors of

different colors. It is not difficult to see that both groups correspond to the standard

lattices

L1 ¼ fðϕv;ψ jÞ : ϕv ¼ πv=p; ψ j ¼ πj=p; 0 � v; j � pg (6.66)
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for the data of the first group and

L2 ¼ fðϕv;ψ jÞ : ϕv ¼ πðvþ 1=2Þ=p; ψ j ¼ πðjþ 1=2Þ=p; 0 � v; j � pg
(6.67)

for the data of the second group. The latticeL1 þ L2, that is, the lattice consisting of

the grid points both of L1 and of L2, generates the interlaced lattice in ðϕ;ψÞ-plane.
The same data geometry as the one described above can be realized in transmis-

sion tomography with the help of a mask in form of the ring shown in Fig. 6.5,

where the detectors are replaced by alternating shields and apertures [20]. The

object is supposed to be inside the ring mask, and the source being outside the mask

rotates about it. The radiation achieves the object through apertures of the mask.

The data can be collected either with the detector array rotating together with the

source either inside the mask or outside the mask.

It is also possible to collect such data with help of a scanning system depicted in

Fig. 6.6. This system is similar to a source-detector system rotating as a whole

around the object. If we allow the detector array to perform an additional rotation

about the source but in opposite direction, at a speed that provides fixed spatial

orientation of the line connecting a detector element with the source, then the data

collected with this detector element would generate a parallel projection at a given

projection angle, namely, at the angle that is determined by the orientation of the

line connecting the source and the detector element considered [20]. Hence, if

detectors are distributed on the arc of the size π around the source, the collection of
the set of data required for the reconstruction is completed after the point source has

covered the arc of the size π þ β along its trajectory, where β is the angle of the fan
beam (Fig. 6.6). In terms of the amount of radiation transmitted through the object,

such a scan is equivalent to the short scan of the scanner of third generation.

However, the resolution of the data collected within the scanning geometry realized

by the system depicted in Fig. 6.6 is higher due to the fact that the obtained data are

not redundant.

Fig. 6.5 PET detector ring

with 2n detectors and two

parallel sets of lines of

response
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6.5 Back Projection of Derivative of Projections

Another class of algorithms based on differentiated back projection (DBP) takes

advantage of the back projection of the derivative of the projections (see [21] and

references there). As will be shown below, the result of this step relates to the object

through the Hilbert transform, which can be inverted using existing formulae.

The Hilbert transform of a 1D function f is the convolution with the kernel 1=πs:

Hf ðsÞ ¼
ð1
�1

f ðtÞdt
πðs� tÞ: (6.68)

It is known (see [22]) that if a 1D function f satisfies the invertibility conditions,
according to which its support is strictly inside the interval ð�R;RÞ, and the Hilbert
transform Hf ðsÞ is known for s 2 ½�R;R�, then the following inversion formula

f ðsÞ ¼ �1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � s2

p
ðR
�R

Hf ðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � t2

p

πðs� tÞ dtþ C

 !
(6.69)

can be used for recovering f ðsÞ, s 2 ð�R;RÞ, from Hf , where C is an unknown

constant which can be determined from knowledge of f ðsÞ at selected values of s.
In two dimensions the Hilbert transform in a specific direction can be defined.

The function Hθ f ðrÞ; r 2 R2;

Hθf ðrÞ ¼
ð1
�1

fθðt; sÞds
πðs0 � sÞ; (6.70)

where fθðt; sÞ ¼ f ðtθ þ sθ?Þ, θ ¼ ðcos θ; sin θÞ, is called Hilbert transform of the 2D

function in direction θ . If for some fixed t the 1D function fθðt; �Þ satisfies the

invertibility conditions formulated above, it can be recovered fromHθf using (6.69).
It can be shown that

� 2πHθ f ðrÞ ¼ bθðx; yÞ ¼
ðπþθ

θ
p0ϕðx cosϕþ y sinϕÞdϕ; (6.71)

Fig. 6.6 Scanning system

allowing the collection

of data upon the lattice in the

ϕψ-plane
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where the prime means derivative. Indeed, representing the derivative of the

projection pϕ by its Fourier transform and using the Fourier slice theorem, we can

obtain the equality

bθðx; yÞ ¼ 1

2π

ðπ

0

ð1
�1

iω f̂ ðω cosðϕþ θÞ;ω sinðϕþ θÞÞeiωðx cosðϕþθÞþy sinðϕþθÞÞdωdϕ:

(6.72)

It is not difficult to transform (6.72) to

bθðx;yÞ

¼ 1

2π

ð2π
0

ð1
0

isgnðωsinϕÞf̂ ðωcosðϕþθÞ;ωsinðϕþθÞÞeiωðxcosðϕþθÞþysinðϕþθÞÞωdωdϕ
:

(6.73)

Finally, changing the variables from polar to rectangular and using the identity

f̂ θðω1;ω2Þ ¼ f̂ ðω1θþ ω2θ?Þ (6.74)

yield

bθðx; yÞ ¼ 1

2π

ð1
�1

ð1
�1

isgnðλ2Þ f̂ θðλ1; λ2Þeiðλ1tþλ2sÞdλ1dλ2; (6.75)

where t ¼ r � θ; s ¼ r � θ? . In the sense of distributions, the inverse Fourier trans-

form of isgnðωÞ is � 1=πt (see [5], Sect. 2, Table 1). Recalling that the Fourier

transform of the convolution of two functions is equal to the product of their Fourier

transforms, one obtains (6.71).

Hence, if for each t the function Hθf ðt; sÞ satisfies the invertibility conditions

with respect to s, the formula (6.69) can be used to recover the function f .
The advantage of this method is that differentiation is essentially a local opera-

tion. This is true neither for FBP nor for OPED where the projections have to be

transformed with a kernel of unlimited support that cannot be truncated. Therefore,

the whole projection must necessarily contribute to the reconstructed point. Under

certain conditions, local properties of the DBP can be efficiently used for the

reconstruction of a region of interest from projections even if some of

them are truncated. To make this clear, let us define an admissible segment

Tðθ; tÞ :¼ftθþ sθ?; �R � s � Rg as one that satisfies the following conditions

(1) Hθf ðrÞ is known for any r 2 Tðθ; tÞ and (2) Tðθ; tÞ crosses boundaries of the

support D of the object function f . These conditions mean that any point of the

segment Tðθ; tÞ contributes to all projections and that fθðrÞ ¼ 0 for all r =2 T \ D.
With other words, the invertibility conditions are satisfied on Tðθ; tÞ, and therefore,
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the 1D function fθðt; �Þ can be recovered with the help of (6.69). If there are no

truncated projections, i.e., the whole object is inside the field of view, then any

segment crossing the object is admissible. Otherwise, the set of all admissible

segments generates the region inside the object that can be reconstructed. An

example is given in Fig. 6.7. In this figure, the reconstructable ROI is the distinct

rectangular region ½�x0; x0� � ½�y0; y0� inside the field of view. The segment Tð0; tÞ
is admissible if t 2 ½�x0; x0�. One can see that there are no admissible segments

intersecting the fade region of the object. Indeed, any line intersecting the fade

region also intersects that part of the object that lies outside the field of view and

hence contains points contributing not to all projections.

Using the setup introduced for the fan-beam geometry in Fig. 6.2, right, it is

possible to rewrite the formula (6.71) in fan-beam coordinates. We will do it here

for the equiangular fan. The derivation for the equidistant fan can be found in [21].

Due to properties of the Fourier transform, the derivative of the function f can be
represented by

df ðtÞ
dt

¼
ð1
�1

f ðsÞHðt� sÞds; (6.76)

where HðtÞ ¼ 1

2π

ð1
�1

iω expðiωtÞdω. Therefore, noting that

ðπþθ

θ
p0ðϕ; x cosϕþ y sinϕÞdϕ ¼

ð2π
0

sgnðsinðϕ� θÞÞp0ðϕ; x cosϕþ y sinϕÞdϕ;
(6.77)

one obtains the expression

bθðx; yÞ ¼
ð2π
0

sgnðsinðϕ� θÞÞ
ðR
�R

pðϕ; tÞHðt0 � tÞdtdϕ; (6.78)

Fig. 6.7 Black circle is the
field of view. Distinct

rectangular part within the

black circle is the ROI within
the object that can be

reconstructed. There are no

admissible segments for the

points inside of fade parts of

the object
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where t0 ¼ x cosϕþ y sinϕ and R is the radius of the source trajectory. Changing

variables from parallel beam to equiangular fan beam [see (6.39) and (6.40)] yields

bθðx; yÞ ¼
ð2π
0

ðπ
0

sgnðsinðαþ ψ � θÞÞpðα;ψÞHðL sinðψ � ψ 0ÞÞR sinψdψdα;

(6.79)

where ψ 0 is the parameter that satisfies (6.6). Scaling ω ¼ ψ

L sinψ
ω0

, we find that

HðL sinψÞ ¼ ðψ=L sinψÞ2HðψÞ . Substituting this into (6.79) and taking into

account the property (6.76), we obtain

bθðx;yÞ¼
ð2π
0

1

L2
@

@ψ
sgnðsinðαþψ�θÞÞpðα;ψÞRsinψ ψ�ψ 0

sinðψ�ψ 0Þ
� �2

 !
ψ¼ ψ 0

dα:

(6.80)

It is clear that ð@=@ψððψ 0 � ψÞ= sinðψ 0 � ψÞÞ2Þψ 0 ¼ψ ¼ 0. Therefore, (6.80) can

be reduced to

bθðx; yÞ ¼
ð2π
0

1

L2
@

@ψ
ðsgnðsinðαþ ψ � θÞÞpðα;ψÞR sinψÞψ ¼ψ 0dα; (6.81)

which in turn can be represented by the sum

bθðx; yÞ ¼
ð2π
0

1

L2
sgnðsinðαþ ψ 0 � θÞÞ @

@ψ
ðpðα;ψÞR sinψÞψ ¼ψ 0dα

þ
ð2π
0

1

L2
pðα;ψ 0ÞR sinψ 0 @

@ψ
ðsgnðsinðαþ ψ � θÞÞÞψ ¼ψ 0dα ¼ I1 þ I2:

(6.82)

Let us look at the second term of this sum. The function sgnðsinðαþ ψ � θÞÞ has
discontinuities for those ðα;ψÞ that satisfy

αþ ψ � θ ¼ πl; l 2 Z: (6.83)

For the sake of convenience, parameters satisfying (6.83) will be referred to as

singular, and the related ray will be referred to as singular ray. Ifα1;ψ1 are singular,

then so are parametersα1 þ 2ψ1; π � ψ1. Obviously, corresponding singular rays lie

on the same line, which will be referred to as singular as well. It can be shown

that there is only one singular line that goes through the point ðx; yÞ. Indeed, let
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v ¼ ðx� R cos α; y� R sin αÞ be the vector directed from position α of the source to
the point ðx; yÞ. Unifying (6.83) and (6.6), it can be checked that ifα is singular, then
ðx� R cos αÞ cos θ þ ðy� R sin αÞ sin θ ¼ 0 . This means that the singular line is

perpendicular to the fixed vector θ ¼ ðcos θ; sin θÞ. Clearly, there is only one line

that goes through ðx; yÞ and is perpendicular to θ. Hence, there are only two singular
positions of the source, namely, those where the singular line intersects the source

trajectory. Therefore, for the second integral in (6.82), we obtain

I2 ¼ 2
1

L21
� 1

L22

� �
pðα1;ψ1ÞR sinψ1; (6.84)

where L1 and L2 are the distances from the first and the second singular positions of

the source to the point (x, y), respectively. Hence,

Hθðt; sÞ ¼ 1

π

1

L21
� 1

L22

� �
pðα1;ψ1ÞR sinψ1

þ 1

2π

ð2π
0

1

L2
sgnðsinðαþ ψ 0 � θÞÞ @

@ψ
ðpðα;ψÞR sinψÞψ ¼ψ 0dα; (6.85)

where the parameter ψ 0 satisfies (6.6); ψ1 ¼ π � γ, α1 ¼ θ þ ψ1, and γ is such that

R cos γ ¼ x cos θ þ y sin θ:
Apparently, all facts mentioned above concerning the reconstruction from

truncated parallel projections are also valid for truncated fan-beam projections.

The difference is only in the way of generating the image of the Hilbert transform

Hθðt; sÞ:
On the other hand, it is known that fan-beam data collected over an arc of size

l < π þ γ, where γ is the fan angle, are incomplete in the sense that parameters ðϕ; tÞ
of the rays associated with collected data do not entirely cover the range of

parameters. Using the DBP formula, it is possible to reconstruct a region of interest

even if the set of fan-beam data is smaller than the minimal set. We demonstrate this

with an example shown in Fig. 6.8.

In Fig. 6.8 (left), there is a field of view that corresponds to the fan angle γ. It is
supposed that the source trajectory is the bold boundary of the upper semicircle; the

right side of the figure shows the diagram built for parallel-beam parameters ðϕ; tÞ.
The line lðx; yÞ :¼ fðϕ; tÞ : x cosϕþ y sinϕ ¼ tg is shown in the diagram for the

point ðx; yÞ of the field of view. It is clear that points of the upper half of the field of
view contribute to all parallel projections. Therefore, any segment that transfers the

object in the upper semicircle parallel to the x-axis is admissible. Hence, the Hilbert

imageHπ=2ðy; xÞ, x 2 �ε�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � y2

p
; εþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � y2

p	 

, ε > 0 can be generated via

back projection of derivatives of projections, and then this region can be

reconstructed on each distinct admissible segment that is parallel to the x-axis.
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6.6 Extension to 3D

In 3D transmission tomography, one has to deal with cone-beam data that are

collected along the source trajectories of a predefined configuration. Especially

two configurations, circular and spiral, are of great relevance in clinical practice

because they allow operating at a high rotating speed due to their symmetry.

Unfortunately, a circular trajectory does not satisfy Tuy’s data sufficiency

condition [23] which requires that every plane intersecting the object must also

intersect the trajectory of the source at least once. Therefore, only approximate

reconstruction from cone-beam projections collected within this geometry is possi-

ble. For the reconstruction from these data, the FDK algorithm [24] was introduced.

Despite its approximate character, the FDK algorithm is still widely used, either in

its original form or in various modifications developed for improved accuracy.

Below, the main steps of the derivation of this algorithm are outlined with minor

modifications.

The formal setup is very similar to that one introduced above for the derivation

of the fan-beam reconstruction formula. The source rotates about the object in the

midplane. The coordinate system xyz is fixed; z is the axis of rotation, the xy-plane
coincides with the midplane, and the x-axis is directed towards the initial position of
the source. That is, for α ¼ 0, the source is located on the x-axis. The coordinate

system that rotates together with the source is xαyα (see (6.7) for the transformation

between xy and xαyα). The detector plane coincides with the plane yαzbut is supplied
with its own rectangular coordinates YZ.

Let us rewrite the formula obtained for the inversion of equidistant fan-beam

data (6.37) in the form

Fig. 6.8 Left: trajectory of the point source (bold semicircle) and the field of view related to the

fan angle γ. Right: the ðϕ; tÞ diagram of data corresponding to the setup depicted on the left. The
black curve corresponds to the point ðx; yÞ
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f ðrÞz¼ 0 ¼
1

4π

ð2π
0

δf ðr; αÞz¼ 0;

δf ðr; αÞz¼0 ¼
R2

ðR� xαÞ2
ð1
�1

Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Y2

p PαðY; ZÞZ¼0

1

2π

�
ðw
�w

jωj exp iω
Ryα

R� xα
� Y

� �� �
dωdYdα; (6.86)

where R is the radius of the source trajectory and r ¼ ðx; y; zÞ . Here it has been

specifically noted that z ¼ 0 is the plane under consideration. The value δf ðr; αÞz¼0 is

the contribution to the value f ðrÞz¼0 made by the projection measured at position α.
The main assumption made while deriving the FDK formula is that if z 6¼ 0 then

the value δf ðr; αÞ contributes to f ðrÞ in another, tilted arrangement (see Fig. 6.9),

where the source instantaneously rotates in the plane that contains the point r .5

Hence, in order to derive the FDK formula, the expression for δf ðr; αÞ has to be

obtained for arbitrary z.
Let the source be in position α, and let r be the point that has to be reconstructed.

Due to the main assumption, the source instantaneously moves in the plane that

contains r and intersects the plane yαz through the line z ¼ Z (see Fig. 6.9). LetR0 be
the distance from the source to the point ð0; 0; ZÞ. This value can be thought of as the
radius of the virtual trajectory in the tilted plane. It is clear that

R0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Z2

p
: (6.87)

Fig. 6.9 Tilted arrangement.

The tilted gray plane
containing the source and the

point ðx; y; zÞ intersects the yαz
-plane along the line z ¼ Z

5 Clearly, if z 6¼ 0, then for different α, there are different planes that contain this point, so that all

planes of projections that contribute to the reconstruction at given rmay be visualized as forming a

bundle.
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Both trajectories—the real one and the virtual one—are tangent to each other in

the source point. Therefore, relation Rdα ¼ R0dα0 holds, which yields

dα0 ¼ R

R0 dα: (6.88)

For a tilting angle γ,we have

R

R0 ¼ cos γ: (6.89)

Due to the main assumption, all characteristic values participating in (6.86) have

to be replaced by their equivalents in the tilted arrangement. In addition to the

radius of the trajectory, another characteristic value is the distanced from the source

to the line that contains r and is parallel to yα. If z ¼ 0, i.e., r is in the midplane, then

d ¼ R� xα. Otherwise, d
0 ¼ ðR� xαÞ= cos γ or with accounting for (6.89):

d0 ¼ R0

R
ðR� xαÞ: (6.90)

Noting that the parameter Y is not changed in the tilted arrangement and taking

into account (6.87)–(6.90), one obtains

δf ðr; αÞ ¼ R2

ðR� xαÞ2
ð1
�1

Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Z2 þ Y2

p PαðY; ZÞ 1

2π

�
ðw
�w

jωj exp iω
Ryα

R� xα
� Y

� �� �
dωdYdα: (6.91)

Therefore,

f ðx; y; zÞ � 1

4π

ð2π
0

R2

ðR� xαÞ2
ð1
�1

Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Z2 þ Y2

p PαðY; ZÞHðY0 � YÞdYdα;

(6.92)

where H is given by (6.24) and

Y0 ¼ Ryα
R� xα

(6.93)

is the Y-coordinate of the point where the ray intersects the “detector” plane yαz.
Finally, limitations of the acquisition system in the z-direction have to be taken into

account. Note that for any function FðsÞ with the Nyquist limit wz, the representation

FðsÞ ¼ 1

2π

ð1
�1

F̂ðωÞ1½�wz;wz�ðωÞ expðiωsÞdω ¼
ð1
�1

FðtÞ sinwzðs� tÞ
πðs� tÞ dt (6.94)
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is valid. Let FðZÞ be the function appearing in the inner integral of (6.92), i.e.,

FðZÞ ¼ FYðZÞ ¼ Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ Z2 þ Y2

p PαðY; ZÞ: (6.95)

Representing FðZÞ as in (6.94) and substituting it in (6.92) yield

f ðrÞ� 1

4π

ð2π
0

R2

ðR�xαÞ2
ð1
�1

ð1
�1

Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2þZ2þY2

p PαðY;ZÞgðZ0 �ZÞHðY0 �YÞdZdYdα;

(6.96)

where

gðsÞ ¼ sinwzs

πs
; (6.97)

and ðY0; Z0Þ, whereZ0 ¼ zR=ðR� xαÞ, are the coordinates of the spot on the plane yαz
that is hit by the ray going through the point r.

As stated in [24], the FDK formula (6.96) is exact only if the object function f ðrÞ
is independent of z. In general, the FDK reconstruction is exact only in the midplane

but exhibits artifacts in slices lying far away from the midplane. The degree of

inaccuracy of the FDK reconstruction depends not only on the distance from the

midplane but is also highly object dependent. Nevertheless, the reconstruction is

sufficiently good if the object occupies a relatively narrow area containing the mid-

slice. This circumstance made it possible to successfully adopt the FDK approach

for the reconstruction from the cone-beam data collected along the helical trajec-

tory (spiral CT). For this aim numerous extensions and modifications of the FDK

algorithms have been proposed in the literature (see, e.g., [25, 26]).
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Chapter 7

Advances in SPECT Image Reconstruction

Gernot Ebel and Timo Aspelmeier

This chapter gives an overview of the recent developments in tomographic image

reconstruction, focusing on those aspects which are particular to nuclear imaging.

Every section of this chapter deals with a specific issue, which is known to be a

limitation factor for the reconstruction, and describes the most recent strategies to

overcome such problems.

7.1 Object Movement and Change

An essential requirement for any correct tomographic reconstruction is the stability

of the measured object itself. This prerequisite has two aspects: the object should

not move or cyclically morph and the object should not change its three-

dimensional activity distribution over time.

The last aspect is rather specific for nuclear medicine. The spatial distribution of

the incorporated activity must remain constant during the course of the measure-

ment. All acquisition protocols therefore take care of the flow-in and the washout

phase of the tracer. Sometimes however a change in tracer activity is unavoidable,

for example, an accumulation in the bladder during a bone scan or a change of the

activity pattern in the myocardium. As long as this change can be perceived as a

locally defined monotonic increase or decrease of activity, it can be accounted for

by so-called dynamic reconstruction [1]. More specifically, it is referred to as 5D
SPECT reconstruction for gated cardiac studies [2, 3]. Although this constraint

makes the method very specific, the effect of artifact reduction is notable. In the

currently available static cardiac tomographic SPECT cameras, the 5D approach

finds its necessary hardware counterpart.
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Another aspect of the requirement of a stable object under measure is the

absence of motion. When, however, the motion is an unavoidable aspect of the

object itself, as it is true for the myocardium, this type of motion can quite

successfully be accounted for by means of a gated acquisition, also referred to as

4D SPECT. Traditionally the reconstruction was performed separately for every

gate, each of them corresponding to an ECG-sensed phase of the pulsating heart. As

a matter of consequence, each reconstruction of a single gate suffered from noise as

only a fraction of the whole myocardial cycle was acquired within a gate. Optical

flow methods seem to be very promising attempts to increase the statistics of each

gate, as they exploit the temporal continuity and periodicity of the motion field in

the cyclic motion sequence. Although the work on this topic has been continuing for

several years, proper reconstruction of discontinuities and object boundaries still

represents a challenge for the researchers [4].

As the beating heart is embedded in a breathing thorax, two types of cyclic

motion are effectively superimposed. The effect of taking into account the respira-

tory motion by respiratory gating acquisition and reconstruction is investigated and

discussed in [5]. Both the independently acquired gated cardiac and respiratory

motion can in principle be accounted for in the reconstruction. To make it complete,

also the change of tracer distribution over the course of imaging can be included.

However, the clinical feasibility of these efforts will be limited by the ability of the

reconstruction scheme to deal with the tremendously increasing noise level of the

double-gated projections.

7.2 Resolution: New Collimation Schemes

Traditionally, the well-established parallel hole collimators were accompanied by

converging hole geometries such as the fan beam and the cone beam collimators. As

the cone beam geometry introduces interdependence between neighboring

transaxial planes, i.e., they cannot be reconstructed independently any more, this

kind of collimation geometry did not find its way into clinical practice. With the

raising computational power, however, the interest in the cone beam geometry was

revived and is now used in a mixed setup, with parallel collimation at the edges of

the field of view (FOV) and cone beam collimation at the center of the FOV, where

the interesting clinical object is supposed to be. An example of this application is

cardiac SPECT with proper patient positioning [6].

Preclinical imaging deals with small objects; therefore, good resolution images

are required. The use of several pinholes as SPECT collimation (multi-pinhole

collimation) has been well known for years and has its firm place in preclinical

imaging as a means for high-resolution and high-sensitivity SPECT imaging. These

multi-pinholes can be even so arranged that their exiting cones, facing towards the

detector crystal, may overlap to a certain extent. As such, the tomographic FOV of

the multi-pinhole collimation can be considered to be near the pinholes themselves.

However, in clinical imaging, even if one focuses on brain and myocardial imaging,
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one cannot achieve a mean distance between pinhole and object of less than 10 cm.

This is essential, as the detection sensitivity of a single pinhole drops off as the

inverse cube of the distance between object and pinhole. The only way to circum-

vent the loss in sensitivity is to widen the pinhole diameter, which in consequence

degrades the spatial resolution, in contrast to the reasoning that led to the idea of the

multi-pinhole collimation in the first place (the gain in spatial resolution). What

worsens the situation even more is the existence of regions with high tracer uptake

near the FOV (such as the lobe of the liver in cardiac imaging). The emissions from

these neighboring regions may enter into the tomographic field and lead to a

degradation of the image. Nonetheless, there are some fruitful attempts employing

multi-pinhole collimation for cardiac studies [7].

7.3 Quantification and Scatter

Compared with the impact caused by attenuation effects, the effects caused by

scatter are far more subtle. Not taking into account the attenuation of the gamma

quanta traveling from their origin through the patient towards the detector results in

severely disproportioned reconstructed tracer distributions. This source of image

degradation is to a large extent tamed by the advent of SPECT/CT systems and the

corresponding use of their CT maps as attenuation prior for the SPECT reconstruc-

tion. Scatter correction, on the other hand, focuses on those detected events that

originated from their source, also interacted with the patient’s atoms, but were not

absorbed as in the case of attenuation but were only deflected mainly by Compton

interaction. If their loss of energy due to this interaction is small enough such that

they still fall into the acquisition energy window, these events create a nonhomo-

geneous and object-dependent background that inhibits quantification.

In a thorough analysis of scatter corrections [8], those techniques trying to

subtract the scatter events from the total recorded events are considered as rather

crude, however, these are just the most prominently used ones at present. In

addition, they are physically incorrect; they follow the dictum that any scatter

correction is better than no scatter correction. The goal of quantitative SPECT

however cannot be reached by these crude methods. For quantitative SPECT, one

needs a physically correct consideration of the scatter, and the most straightforward

method is to simulate the scattered events in the process of forward projection. This

is done routinely by Monte Carlo (MC) methods and the prerequisite of a map of

potential scatter centers can be transcribed from the CT map delivered by a SPECT/

CT acquisition. The MC-based forward projection in its traditional way is however

a problematic task for clinical settings, even with the computational power avail-

able today.

Some additional assumptions are needed to deliver the speedup in computation

time that brings quantitative SPECT closer to clinical employment. First, the

method of Forced Detection (FD) is a standard method for MC acceleration

which considers only those scattered photons that travel towards the detector
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along the path that is dictated by ideal collimation. Second, it is possible to simulate

the acceptance angle of the collimator bore holes by a convolution that is dependent

on the distance between object and detector. The so-called Convolution FD (CFD)

reduces the computational time by a factor of 50–100 as compared to FD and has

been validated for 99mTc [9]. For other nuclides that are more prone to septal

penetration, angular response functions are considered. The idea is the same as

with the use of point spread functions (PSFs): to treat the object-dependent scatter

separately from the apparatus-dependent influences which are constant.

7.4 Attenuation Correction by Simultaneous Emission and

Transmission Map Reconstruction

Despite the fact that more and more newly sold SPECT camera systems are SPECT/

CT systems, there is still ongoing research activity aiming to reconstruct both the

SPECT emission map and the attenuation map solely on the basis of emission

projections. As it is an obvious fact that the attenuation map leaves its mark on the

measured emission projections, it is a kind of temptation to try to disentangle the

different maps embedded in them.

Already around the year 2000, there were different ambitious approaches on this

topic, some focusing on a postulated discrete consistency condition used to reduce

the manifold of possible attenuation maps [10] and others employing nonlinear

regularization approaches based on Tikhonov penalty terms used for parameter

estimation problems [11]. Besides impressive results in well-chosen setups, none of

them was finally employed routinely. New results step away from the attempt to

calculate the attenuation map solely on the emission projections but take the

instrumentally generated transmission map as a starting point for further

refinements. Calling the measured attenuation map an attenuation prototype, this

prototype is spatially transformed by nonlinear spline transformation models in

order to take into account most prominently the breathing motion [12]. Of course,

by properly registering any kind of patient motion, the attenuation map can be

deformed accordingly, and the same treatment can be done on the emission map.

7.5 Correction for Partial Volume Effect

In ordinary situations, one cannot achieve a better spatial SPECT resolution than

roughly 6 mm FWHM of a point source, even taking the distance-dependent

collimator PSF into consideration. On the other hand, a voxel of a 1283 pixel

acquisition has a typical edge length of 3 mm. Therefore, the content of an ideal

point source diffuses over many voxels. This underestimation of tracer activity,

which becomes prominent as soon as the size of the true structure of the tracer

distribution is roughly equal to or smaller than the reconstructed PSF, is called
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partial volume effect (PVE). By utilizing high-resolution structural images (CT or

MRI), it is possible to compensate this effect. The major drawback is that one has to

assume the morphologic region to be identical to the true tracer distribution. This

causes partial volume correction (PVC) methods to not correct a single region only

but also make possibly false assumptions about the tracer distributions.

Nevertheless, the field of PVC is still vivid, and the latest approaches tend to

combine the PVC with the reconstruction process itself [13]. In order to assess

different approaches and different reconstruction schemes that target the PVC, very

recently a phantom was developed that employs continuously varying fillable

cones. The cone diameter starts above the PVE region and decreases down into

the PVE regime, and by coregistering the SPECT reconstructions with the CT

(provided a SPECT/CT system is used), one can pinpoint the breakdown of the

employed PVC [14]. More details on the phantom can be found in Chap. 10.

7.6 Theoretical Background: Compressive Sensing and Poisson

Noise

It is of great interest to keep the SPECT measurement time as short as possible in

order to reduce motion artifacts and to increase the patient’s comfort. In addition, it

is also desirable to reduce the administered activity to the lowest possible level.

Both aims are hard to achieve because they reduce the number of photons counted,

thus increasing the effect of quantum (i.e., Poisson) noise, or the number of angles

viewed, or both. Traditional reconstruction methods have a hard time dealing with

spatially incomplete and overly noisy data. Reconstruction problems are usually ill-

posed, and this leads to an amplification of the noise in the measurements in the

eventual reconstruction. A reduced number of angles make the problem even more

ill-posed, and a reduced dose generates even higher Poisson noise; hence, the noise

in the reconstruction becomes unacceptable. However, although every reconstruc-

tion method must employ some sort of prior information for regularization in order

to tame the ill-posedness of the problem, a very powerful piece of information is

usually ignored. This piece of information is that basically all real-world objects are

sparse, or at least compressible, in a suitable representation. This means that the

true information content of the object being reconstructed is not one number, the

activity, for every voxel but in fact much less: in a suitable basis, only a few

coefficients are actually needed in order to approximate the true object to a very

good degree. In order to reconstruct these few coefficients, much less information

must actually be measured, provided one knows how to extract that information

from the measurements. This can be obtained employing the so-called compressive

sensing (CS) techniques.

CS theory shows that a reconstruction which takes the sparsity information into

account can be achieved by augmenting the usual maximum likelihood functional

for Poisson statistics as it is used, for instance, in the MLEM algorithm and its many

variants, by a sparsity-enforcing term which penalizes any non-null coefficients of
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the reconstruction in the sparse representation [15]. The activity distribution for

which the minimum of this combined functional is attained is then the desired

reconstruction.

As it turns out, there is a considerable problem with Poisson noise and

compressive sensing. The nature of Poisson noise is such that the variance of

the noise grows with the mean value. This is in contrast to the usual Gaussian

noise which has a fixed variance, independent of the mean. The consequence is

that the performance, i.e., the error of the eventual reconstruction, is not as good

as for Gaussian noise. Nevertheless, it is still an improvement over conventional

reconstruction.

A prerequisite for CS theory to work is that there must be a so-called incoher-

ence between the sparsity basis and the measurement basis. Incoherence means that

the basis vectors of the sparsity representation and the ones of the measurement

representation must be as different from each other as possible. An example of

maximal incoherence would be if the measurement basis were the identity basis,

i.e., if a single measurement consisted of directly measuring the value of exactly

one voxel, and the sparsity basis were the Fourier basis. In SPECT, this is obviously

not the case: the measurement basis is simply the system matrix, i.e., one measure-

ment consists of measuring the sum of photons which originate from any voxel on a

line (or narrow cone) seen by a detector pixel. In addition, real-world objects are

usually not sparse in Fourier space. However, good general sparsity bases exist in

the form of wavelet bases.

In the CS literature, the measurement basis is often chosen to be a suitable

random matrix which guarantees incoherence with very high probability. For

SPECT, the system matrix is fixed and can thus not be chosen freely. The sparsity

basis, for example, a suitable wavelet basis, can be chosen from a certain set of

possible bases, but the choice is rather restricted: by far not every basis is a sparsity

basis. Due to these restrictions, the incoherence is not optimal. Hence, the savings

in dose and number of measurements cannot be as high as in other cases reported in

the CS literature (e.g., transmission tomography techniques), but savings are nev-

ertheless possible.

7.7 Acceleration: Implementation on GPUs

Nearly every topic mentioned in this section relies heavily on computational

resources. The key technique today is the use of graphic cards for hardware

acceleration. Only 5 years ago, one had to take cumbersome field programmable

gate array (FPGA) implementations into consideration or the use of other, dedicated

hardware. Nowadays, the multicore CPUs and the manifold of cores on a GPU are

accessible by standard architectures such as Open CL and CUDA as extensions to

C++ code. Still it is very problem-specific to find the fastest implementation;

therefore, one cannot rely on former experiences, and it is as if every new imple-

mentation has to start from scratch. However, the tools to master the immensely

grown need of computational resources are at our hands.

132 G. Ebel and T. Aspelmeier



References

1. Wells RG, Farncombe T, Chang E, Nicholson RL (2004) Reducing bladder artifacts in clinical

pelvic SPECT images. J Nucl Med 45:1309–1314

2. Feng B, Pretorius PH, Farncombe TH, Dahlberg ST, Narayanan MV, Wernick MN, Celler

AM, Leppo JA, King MA (2006) Simultaneous assessment of cardiac perfusion and function

using 5-dimensional imaging with Tc-99m teboroxime. J Nucl Cardiol 13:354–361

3. Xiaofeng N, Yongyi Y, Mingwu J, Wernick MN, King MA (2010) Regularized fully 5D

reconstruction of cardiac gated dynamic SPECT images. IEEE Trans Nucl Sci 57:1085–1095

4. Wenyuan Q, Xiaofeng N, Yongyi Y (2011) An improved periodic optical flow model for

cardiac gated image reconstruction. In: Biomedical imaging: from nano to macro. IEEE

international symposium, pp 1276–1279

5. Segars WP, Mok SP, Tsui B (2009) Investigation of respiratory gating in quantitative

myocardial SPECT. IEEE Trans Nucl Sci 56:91–96

6. Newsfeed of medicalphysicsweb: Siemens demonstrates IQ.SPECT for ultrafast nuclear

cardiology. http://www.medicalphysicsweb.org/cws/article/newsfeed/45619

7. Garcia EV, Faber TL, Esteves FP (2011) Cardiac dedicated ultrafast SPECT cameras: new

designs and clinical implications. J Null Med 52:210–217

8. Buvat I, Benali H, Todd-Pokropek A, Di Paola R (1994) Scatter correction in scintigraphy: the

state of the art. Eur J Nucl Med 21:675–694

9. De Beenhouwer J, Staelens S, Vandeberghe S, Lemahieu I (2008) Acceleration of GATE

SPECT simulations. Med Phys 35:1476–1485

10. Bronnikov AV (2000) Reconstruction of attenuation map using discrete consistency

conditions. IEEE Trans Med Imaging 19:451–462

11. Dicken V (1999) A new approach towards simultaneous activity and attenuation reconstruc-

tion in emission tomography. Inverse Probl 15:931–960

12. Barendt S, Modersitzki J (2011) SPECT reconstruction with a non-linear transformed attenua-

tion prototype. In: Handels H et al (eds) Bildverarbeitung für die Medizin 2011, Informatik

aktuell. Springer, Berlin, pp 414–418

13. Erlandsson K, Thomas B, Dickson J, Hutton BF (2011) Partial volume correction in SPECT

reconstruction with OSEM. Nucl Instrum Method Phys Res A 648(Suppl 1):S85–S898

14. Engeland U (2010) Phantom for a tomographic medical imaging apparatus. European Patent

application publication number EP2 267 484

15. Aspelmeier T, Ebel G, Hoeschen Ch (2011) Tomographic imaging using Poissonian detector

data. International patent application publication number WO 2011/091815

7 Advances in SPECT Image Reconstruction 133

http://www.medicalphysicsweb.org/cws/article/newsfeed/45619


Chapter 8

Noise Reduction

Oleg Tischenko and Christoph Hoeschen

In this chapter, we will describe the theoretical background of noise reduction in

medical imaging as well as give some examples of noise reduction methods. To do

so, we start with a fundamental description of digital image generation in medical

imaging, since we will only focus on digital images and noise reduction by means

of digital image processing. In the next part, we will discuss the corresponding

processing in general before we describe the approaches typically used mainly

based on linear filtering and some new approaches based on nonlinear approaches.

8.1 Idealized Model of Digital Image Generation

The simplified model of an imaging system can be characterized by the image

space D, which can be assumed to be two dimensional without a loss of generality,

and impulse responseφ. LetD � R2 be squared area of the size D� D, and letφbe a
continuous function of fast decay whose Fourier transform φ̂ðωx;ωyÞ is supported
inside the circle ω2

x þ ω2
y ¼ Ω2

0 , i.e., φ̂ðω1;ω2Þ ¼ 0 if ω2
1 þ ω2

2 > Ω2
0 . The output

F : D ! R of the imaging system is modeled as a convolution

F ¼ f � φ; (8.1)

where f : D ! R is the input signal. It is supposed that f is integrable onD. Then F
can be represented by the Fourier series
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Fðx; yÞ ¼
X
m; k2Z

F̂m; ke
iδðxmþykÞ; (8.2)

where F̂m;k ¼ D�2 f̂ ðδm; δkÞφ̂ðδm; δkÞ and

δ ¼ 2π=D: (8.3)

Since the impulse response φ is band limited with the bandwidth Ω0, the series

(8.2) can be truncated:

Fðx; yÞ ¼
X

�N�m;k�N

F̂m;ke
iðxmþykÞδ (8.4)

with

N ¼ D

Δ

� �
(8.5)

and

Δ ¼ 2π

Ω0

(8.6)

That is, the output F is a trigonometric polynomial and, consequently, can be

uniquely recovered from its samples (see, e.g., [1]) measured over the rectangular

grid fðxm; ykÞjxm ¼ mΔ; yk ¼ kΔg�N�m;k�N: Hence, under certain idealizing

assumptions, the continuous image can be identified with its samples.

We refer to the matrix fFm;kg�N�m;k�N as a digital image of the input signal f . In

the following, we call the number N the resolution limit of the imaging system,

meaning that Nδ is the maximal resolution that can be achieved with this system.

Clearly, for the case considered here, the value Nδ coincides with the Nyquist

frequency of the imaging system.1

Finally, we point out that extending the matrixfFj;ngperiodically with the period
M �M, M ¼ 2N þ 1, we can write

F̂l;m ¼ 1

M2

XM�1

j¼0

XM�1

k¼0

Fj;ke
�2πiðjlþkmÞ=M; (8.7)

which is the standard notation for the discrete 2D Fourier transform.

1 It is not always the case in real systems.
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8.2 Image Processing

In practice, we do not have to deal with the image F but with its corrupted version I

I ¼ Fþ η; (8.8)

where η is the random value referred to as system noise. For an X-ray imaging

system, another substantial noise component, which is due to the Poisson statistics

and scattering of the X-ray quanta, is referred to as quantum noise (see, e.g., Chap. 9

of [2]). In view of the fact that the quantum noise is an inherit feature of the input

signal f , the representation (8.8) can be replaced by

I ¼ ðgþ qÞ � φþ η; (8.9)

where q is the input quantum noise and g is the desired signal. One of the most

important problems of the image processing is to recover g from the measured

image I. It is clear, that this can be done to some degree of accuracy only. The best

possible approximation of g in terms of the mean squared error is given by

Agðx; yÞ ¼
X

�N�k;l�N

ĝk;le
iðxkþylÞδ; (8.10)

where, at the right, there is the Fourier series of g truncated up to the resolution limit

of the given imaging system. Leaving aside details, we mention that the linear

problem of recovering unknowns ĝk;l from I is sometimes referred to as the Wiener

filtering.2

As it follows from (8.9), the problem of recovering Ag from I can be looked at

as the one consisting of two distinct tasks: the suppression of the noisy component

q � φþ η (noise reduction) and the deconvolution of blurred image g � φ
(de-blurring). In the following, we use this discrimination in two tasks and describe

some approaches used for the reduction of noise in the image.

8.3 Linear Filtering

The general strategy of this approach is to separate in the spectral description of the

medical image the frequencies corresponding mainly to signals and those mainly

corresponding to noise. Afterwards it is tried to suppress the power of those spectral

components which are related to noise. This is done via appropriate weighting of

2Norbert Wiener had stated and solved this problem under special conditions for stationary

stochastic time series (see [3]).
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the frequency components of image I. The result of the weighting is the image wI,
given by

wIðx; yÞ ¼ D�2
X

�N�l;m�N

ŵl;m Îl;m eiðxlþymÞδ: (8.11)

The set fŵl;mg�N� l;m�N is called transfer matrix. The elements of transfer

matrix are samples of the Fourier transform of the filter w, in terms of which the

right-hand side of (8.11) can be written as the 2D convolution

wI ¼ I � w: (8.12)

In the following, we call function w 2 L2ðR2Þ smoothing function if it is

continuous and

ŵð0Þ ¼
ð
R2

wðx; yÞdxdy 6¼ 0: (8.13)

Due to (8.12) the kernel w acts upon the image I as a local weighted averaging,

which is uniform for the whole image and is independent from its current space

context. Linear filtering is perfect if the power spectrum of the image I can be

separated in two disjoint regions, the one of which contains the spectral component

of the useful signal and, the other, of the noise. We illustrate this apparent property

in Fig. 8.1, where in the middle, there is an image corrupted with additive noise, the

spectral power of which is concentrated outside the circle ω2
x þ ω2

y ¼ Ω2 . On the

contrary, the spectral power of the useful signal (left) is concentrated inside this

circle. The right image is the convolution of the corrupted image with the ideal

filter, i.e., the filter, the transfer function of which is

ŵðωÞ ¼
1; jωj � Ω;

0; otherwise:

8<
: (8.14)

Clearly, in this case, the original image and the denoised one are identical. In

fact, if the power spectrum of the useful signal is concentrated inside a bounded

region of the frequency domain and the signal-to-noise ratio is big enough in this

region, then the linear filtering is still excellent independently from the spectral

distribution of the noise. The corresponding example is illustrated in Fig. 8.2. On

the left of this figure, there is the same image as in Fig. 8.1 with added white noise

and, on the right, the result of the filtering with Gaussian filter gΩ , the transfer

function of which is

ĝΩðωÞ ¼ e�
1
2

jωj
Ωð Þ2 : (8.15)
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Thus, the following short conclusion can characterize the linear filtering: it

works well if applied to regular signals, i.e., such signals the power spectrum of

which is concentrated within a bounded region of low frequencies and it vanishes

fast outside this region. The filtering operation in this case is reduced to the

suppression of high-frequency components of the image. If the Fourier transform

of an image decays slowly as jωj ! 1, the linear filtering is not efficient anymore.

Since the spectral power of such images is high also in the high-frequency sub-

band, suppressing within this sub-band affects the sharpness of edges and destroys

fine details of the image. This results in overall blurring of the image (see Fig. 8.3).

There is a variety of filters and corresponding smoothing kernels which are

available. However, all rely on the same principle and show similar behavior.

8.4 Adaptive Nonlinear Filtering

In contrast to methods based on linear filtering, many advanced noise reduction

techniques assume a control over the local amount of smoothing. Appropriately

choosing a smoothing kernel at the current positions, it is possible to avoid

unnecessary blurring in regions of high variation of the useful signal. Usually in

practice the desired kernel is chosen from a predefined family of kernels. As an

example we consider the family fgσ; σ � 0g, where

Fig. 8.1 Linear filtering of the band-limited image. Left: the image the power spectrum of which

is inside the circle B. Middle: the same image with added noise, the power spectrum of which is

outside the circle B. Right: convolution of the middle image with the ideal filter given by (8.14)

Fig. 8.2 Linear filtering of

the band-limited image. Left:
image from Fig. 8.1 with

added white noise. Right: the
convolution with Gaussian

kernel
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gσðx; yÞ ¼ σ�2g
x

σ
;
y

σ

n o
(8.16)

and the generating kernel g is a smoothing kernel [see definition above, (8.13)]. It

can easily be seen that for σ > 0, ĝσð0Þ ¼ 1, that is, gσ is also a smoothing kernel.

Besides, lim
σ!0

F � gσðx; yÞ ¼ Fðx; yÞ, which implies that lim
σ!0

gσ ¼ δ, where δ is a

Dirac delta function. These properties allow to construct the image gF defined by

gFðx; yÞ ¼
ð
Fðt; sÞgσðx;yÞðx� t; y� sÞdtds; (8.17)

where we determine σ depending on current position ðx; yÞ. The challenging task is

to establish a rule according to which the value σ can be adapted to the current

context of the image. Usually, σ is required to change as a function of some decisive
characteristic such as the gradient, the Laplacian, the curvature, or some other local

characteristic of the image. An example of such filtering with the Gaussian function

gðx; yÞ ¼ 1

2π
e�

x2þy2

2 (8.18)

as a generating kernel, and the squared deviation ξðx; yÞ as a local decisive

characteristic, is given in Fig. 8.4. Particularly for this example, the current value

of σ was set to

σðx; yÞ ¼ h C;
ξrðx; yÞ
ξmax

� �
; (8.19)

Fig. 8.3 Blurring effect of the linear filtering. Left: X-ray image of a human lung specimen. Right:
convolution with a Gaussian kernel
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where

hðC; tÞ ¼ r

1þ Ch1ðtÞ (8.20)

and the function h1 : ½0; 1� ! ½0; 1� is monotonically increasing from zero to one.

For the local squared deviation, we have

ξ2r ðx; yÞ ¼
1

2πr2

ð
Brðx;yÞ

Fðt; sÞ � �Fðx; yÞj j2dtds; (8.21)

ξmax ¼ max
ðx;yÞ2D

ξrðx; yÞ; (8.22)

where the ball Brðx; yÞ is a ball of radius r located in ðx; yÞ; �Fðx; yÞ is the local mean

value of F inside the ball.

The smoothing considered in this example incorporates two tuning parameters,

which are the constants C and r. From (8.19) it follows that σ varies between r and
r=ðCþ 1Þ, and the type of this variation depends on the type of the growth of the

function h1 defined in (8.20).

Another class of smoothing techniques is the so-called sigma filtering. Here we

use smoothing kernels of the following general form:

φI;x;yðt; sÞ ¼ Cðx; yÞwτðIðt; sÞ � Iðx; yÞÞgσðx� t; y� sÞ; (8.23)

where ðx; yÞ is the current update position; gσ and wτ are the smoothing kernels, the

effective width of which are σ and τ, respectively; and the local constant Cðx; yÞ is
determined from the condition

ð
R2

φI;x; yðt; sÞdtds ¼ 1: (8.24)

Fig. 8.4 Filtering with adaptive bandwidth Gaussian kernel. Left: a patch of the X-ray image

shown in Fig. 8.3; middle: the result of the filtering by given tuning parameters r andC ¼ 5r; right:
linear filtering with Gaussian kernel by σ ¼ r
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Because of two kernels acting both in the space and the intensity domains, sigma

filtering is sometimes referred to as bilateral filtering (see [4]). As it follows from

(8.23), the sigma filter is represented by a family of kernels which depends on

two scale parameters σ and τ. The parameter σ determines the radius of the ball

Bðx; yÞ centered in ðx; yÞ. Using the parameter τ, it has to be decided which values

Iðx� t; y� sÞ inside the ball Bðx; yÞ have to be weighted down. Normally, these are

values which deviate from the value Iðx; yÞ. In other words, the kernel w generates

the local averaging mask that allocates those points within the ball Bðx; yÞ where
image values are close to Iðx; yÞ.

Bilateral filters are especially efficient if applied iteratively. Denoting the filter-

ing operation with F, the iterative chain can formally be represented as FσnτnFσn�1τn�1

. . . Fσ1τ1 .
In [5], it has been shown that the best result by an iterative sigma filter can be

achieved if σ1 > . . . > σn�1 > σn and τ1 < . . . < τn�1 < τn . It can be shown that

such a sequence of filtered images converges to the image which is piecewise

constant. As an example, in Fig. 8.5, there are three iterations of bilateral filtering

where w and g are both Gaussian.

8.5 Wavelet-Based Nonlinear Filtering

A quite different principle for spatially adaptive noise reduction is based on the

reconstruction from selected wavelet coefficients. For the sake of completeness,

before describing the related techniques, we will review main points of the theory of

the wavelet transform referring mainly to [6] and [7]. In doing so, we will use the

terminology of the theory of functions, and therefore, we start by stating formal

notations accepted in this theory and used in the text.

Cm , m � 1, is a space whose elements are m times continuously differentiable

functions; the space C0 is the space of continuous functions, and C�1, the space of

piecewise continuous functions.

Fig. 8.5 Sigma filtering. Three iterations of applying sigma filter to the patch of the lung phantom
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Let us have j 2 Z and m 2 N. As spline space Sjm, we will call the set of all such
functions f 2 Cm�2 , the restriction of which to the interval ½2jk; 2jðk þ 1Þ� is the
algebraic polynomial of order m� 1; the points 2jk are called knots of the spline

space Sjm.
A space with an inner product 	; 	h i is called Hilbert space. In the following, the

norm of element a 2 H is defined by

ak kH ¼
ffiffiffiffiffiffiffiffiffiffiffi
a; ah i

p
: (8.25)

LpðTÞ is a space of functions satisfying
Ð
T f ðxÞj jp < 1. The space L2ðTÞ is a

Hilbert space with the inner product

a; bh i ¼
ð
T

aðxÞbðxÞ�dx; (8.26)

where b� is a complex conjugate of b.
‘p is a set of all infinite sequences fakgk2Z such that

P
k akj jp < 1. The space ‘2

is a Hilbert space with the inner product

a; bh i ¼
X
k

akb
�
k : (8.27)

Span fgngn is the minimal space spanned on the family fgngn, i.e., for any a 2 ‘2,

X
n
angn ¼ f 2 spanfgngn: (8.28)

Operators that map a Hilbert space E into Hilbert space G will be denoted as

H : E ! G . With H� , we denote the adjoint of H , i.e., such that H=f ; gh iG ¼
f ;H�gh iE for any f 2 E and any g 2 G. The operator is self-adjoint, if H ¼ H�.
A wavelet is a function ψ 2 L2ðRÞ that necessarily satisfies the condition

ð
R
ψðxÞdx ¼ ψ̂ð0Þ ¼ 0: (8.29)

Everywhere in the text, it will be supposed that ψ is real and normalized, i.e.,

ψk kL2 ¼ 1 . Wavelets are “famous” for being well localized both in the space

domain and in the frequency domain. The localization properties of wavelets are

usually expressed in terms of a so-called space-frequency window. This is a

rectangle σ � σ̂ in the space-frequency plane with σ and σ̂ defined by

σ2 ¼
ð
R
ðx� �xÞjψðxÞj2dx; �x ¼

ð
R
xjψðxÞj2dx; (8.30)
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σ̂2 ¼ π�1

ð1
0

ðω� �ωÞ2 ψ̂ðωÞj j2dx; �ω ¼ π�1

ð1
0

ω ψ̂ðωÞj j2dx: (8.31)

The point ð�x; �ωÞ is the center of the space-frequency window of the wavelet.

Since ψ is real, the modulus of its Fourier transform is even, and this is why the

integration in (8.31) is made over the positive half axis only.

Wavelet ψ is called the mother wavelet for the family fψ s;ugs>0;u2R, where the

function

ψ s;uðxÞ ¼ s�1=2ψ
x� u

s

� �
(8.32)

is the dilated and translated version of the mother wavelet ψ. As an example, let us

consider the family generated by so-called Mexican hat wavelet

λðxÞ ¼ 2ffiffiffi
3

p π�1=4ð1� x2Þe�x2

2 : (8.33)

In Fig. 8.6 wavelets λ1;0 and λ5;0 of this family (left) as well as their Fourier

transforms (right) are shown.

Figure 8.7 shows space-frequency windows of these wavelets. One observes that

the bigger is s, the wider is the effective width of the wavelet in the space domain

and the better is its spectral resolution. In contrary, we obtain better space resolution

by smaller s. Since σ̂s ¼ σ̂=s and σs ¼ sσ, the area of the space-frequency window

does not change.

The bivariate function

wf ðs; uÞ ¼ f ; ψ s;u

	 

; s; u 2 R (8.34)

is called a continuous wavelet transform of the function f . Since

f̂ ; ψ̂ s;u

	 
 ¼ 2π f ;ψ s;u

	 

; (8.35)

the wavelet coefficient f ;ψ s;u

	 

by fixed s; u relates to the local contribution made by

f within the space-frequency window of the wavelet ψ s;u.

Besides the space-frequency window, another important characteristic of a

wavelet is the number of vanishing moments. A wavelet ψ is said to have m

vanishing moments if
Ð
xkψðxÞdx ¼ 0 for 0 � k < m. Since

dn

dωn
ψ̂ðωÞ ¼

ð
ð�ixÞnψðxÞe�iωxdx; (8.36)

the number of vanishing moments ofψ is equal to the number of zeros of its Fourier

transform atω ¼ 0. Using this property, it can be shown that a compactly supported
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wavelet ψ has m vanishing moments if and only if there exists a compactly

supported smoothing function θ such that

ψðtÞ ¼ ð�1Þn d
nθðtÞ
dtn

(8.37)

(see Chap. 6 of [7] for details); the corresponding wavelet transform of f is

consequently

Wf ðs; tÞ ¼ snþ1=2 d
n

dtn
ðf � �θsÞ; (8.38)
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Fig. 8.6 Mexican hat wavelet. Wavelets λs;0 for s ¼ 1; 5 (left) and their Fourier transforms (right)

Fig. 8.7 Space-frequency windows of λs;0 for s ¼ 1; 5
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where �θsðtÞ ¼ θsð�tÞ and θsðtÞ ¼ s�1θðt=sÞ: Hence, the number of vanishing

moments is crucial in those applications where the local regularity of the signal

has to be measured.

The identity

f ðxÞ ¼ C�1
ψ

ð1
0

ð1
�1

f ;ψ s;u

	 

ψ s;uðxÞdu

ds

s2
(8.39)

with

Cψ ¼
ð1
0

jψ̂ðωÞj2
ω

dω (8.40)

is valid and makes sense for any f 2 L2 R if Cψ < 1. Therefore, the wavelet ψ is

called admissible ifCψ < 1. Condition (8.29) formulated above is necessary for ψ
to be admissible. However, assuming that ψ is “reasonable,” that is, ψ is such that it

makes sense in the practice, this condition is also sufficient.

There are different possibilities to choose wavelets in 2D. For example, this can

be a wavelet ψ 2 L2 ðR2Þ that is radially symmetric. Since the wavelet in this case

depends effectively on one variable only, the situation is essentially the same as in

the 1D case: the 2D wavelet transform is the function that depends on two

parameters, the shift (which is now 2D vector) and the dilation. The reconstruction

formula is in this case

f ðrÞ~
ð1
0

ð
R2

f ;ψ s;u

	 

ψ s;uðrÞdu

ds

s3
: (8.41)

It is also possible to choose a 2D wavelet that is not radially symmetric. Such

wavelets are often called oriented wavelets. The wavelet transform in this case is a

function that depends on three parameters, dilation, translation, and rotation, and

the corresponding reconstruction formula is

f ðrÞ~
ð2π
0

ð
R2

ð1
0

f ; ψ s;u;θ;
	 


ψ s;u;θðrÞdu
ds

s3
dθ: (8.42)

In practice, one often applies separable 2D wavelets, i.e., a wavelet of the form

φðtÞψðsÞ, where bothφ andψ are functions fromL2ðRÞ, and at least the one of which
is a wavelet.

The continuous wavelet transform provides an extremely redundant description

of the function f . In fact, even a discrete subset of fWf ðs; uÞgs;u can be used to

recover functions exactly. A related discrete wavelet transform isWfm;n ¼ f ;ψm;n

	 

where
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ψm;nðxÞ ¼ a�m=2ψða�mx� nbÞ (8.43)

for some fixed positive a; b.
For a wide range of choices forψ, a and b discrete families of wavelets constitute

frames of the functional space L2ðRÞ. The family fgngn is called a frame of the

Hilbert space H if there exist constants 0 < A � B < 1 such that

A fk k2H�
X
n

f ; gnh ij j2 � B fk k2H (8.44)

for any f 2 H . The equivalency f ; gnh i 
 0 , f ¼ 0 that follows from this

definition implies that frames are complete in H , which means that any function

inH can be approximated by linear combination of frame elements with any degree

of accuracy. The frame is called redundant if its elements are linearly dependent.

In general, recovering a function from the frame coefficients is equivalent to

the inversion of a self-adjoint operatorH : H ! H that relates to the frame fgngn of
H via

Hf ¼
X
n

f ; gnh ign: (8.45)

It is easy to see that the frame condition (8.44) is equivalent to the bounding

condition

A fk k2 � Hf ; fh ij j � B fk k2 (8.46)

that holds for any f 2 H . This means that the inverse H�1 exists and is stable.

Applying H�1 to both sides of (8.45) yields

f ¼
X
n

f ; gnh i~gn (8.47)

with

~gn ¼ H�1gn: (8.48)

The familyf~gngn is called dual frame. Indeed, let us introduce the operator ~H that

relates to f~gngn via

~H f ¼
X
n

f ; ~gnh i~gn: (8.49)
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One directly verifies that ~H ¼ H�1, and since H�1 is bounded by B�1 and A�1,

f~gng satisfies the frame bounding conditions with the bounds B�1 and A�1 .

Moreover, the dual of f~gngn is fgngn, and therefore,

f ¼
X
n

f ; ~gnh ign: (8.50)

The inverse of H can be determined by means of the auxiliary operator

R ¼ I� 2ðAþ BÞ�1
H where I is the identity operator. The operator R is self-

adjoint and satisfies the bounding condition

Rf ; fh ij j � B� A

Aþ B
fk k2L2� fk k2L2 (8.51)

which means that Rk k < 1. Then,

H�1 ¼ 2ðAþ BÞ�1ðI � RÞ�1 ¼ 2ðAþ BÞ�1
X1
k¼0

Rk: (8.52)

In practice, one truncates the series (8.52) up to someN and uses the approximation

~gn � ~gNn ¼ 2ðAþ BÞ�1
XN
k¼0

Rkgn: (8.53)

It is known (see Chap. 3 of [6]) that

f �
X
n

f ; gnh i~gNn
�����

�����
L2

� B� A

Aþ B

� �Nþ1

fk kL2 : (8.54)

That is, the norm in (8.54) converges exponentially to zero at a rate depending on

the value ðB� AÞ=ðAþ BÞ. If A � B, one can truncate the series (8.52) up to zeroth
term avoiding the computation of the dual frame and still have a high quality of

reconstruction of arbitrary function.

If A ¼ B, the frame is called tight. In this case, we can rearrange the identity

X
n

f þ g; gnh ij j2 ¼ A f þ gk k2H (8.55)

to the identity

f � A�1
X
n

f ; gnh ign; h
* +

¼ 0 (8.56)

that holds for any h 2 H and any f 2 H, and as a result, obtain the inversion formula
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f ¼ A�1
X
n

f ; gnh ign (8.57)

that holds for any f 2 H at least in the weak sense.3 The simplicity of (8.57) makes

tight frames especially interesting in practice. Note that in spite of the similarity

between (8.57) and a decomposition in an orthonormal basis, tight frames can be

redundant. In the following, we show that a tight frame is either redundant or

orthonormal. Indeed, setting f ¼ gk in (8.56), we obtain that for any k,
P

n αngn ¼ 0

where

αn ¼
A�1 gk; gkh i � 1; n ¼ k;

A�1 gn; gkh i; n 6¼ k::

(
(8.58)

This means that if fgng are linearly independent, then gn; gkh i ¼ Aδn;k, i.e., fgngn
is orthonormal. On the other side, if gk k2H¼ A for all n, then

X
n

gk; gnh ij j2 ¼ A2 þ
X
n 6¼k

gk; gnh ij j2 ¼ A2; (8.59)

which is possible only if gk; gnh i ¼ Aδk;n. It follows that if for some n, jjgnjj2H ¼
C 6¼ A, then the tight frame is redundant andC � A. For a tight frame, elements of

which are of the same norm, the value A=C, where jjgnjj2H ¼ C, can be interpreted

as a measure of the redundancy of the frame.

Redundant tight frames can be used for noise reduction. Suppose that the signal

f is measured over a redundant frame fgngn, and let the measured coefficients fn be
contaminated with noise, i.e., fn ¼ f ; gnh i þ qn, where q is a random variable. Let

U : H ! ‘2 be the frame operator

ðUf Þn ¼ f ; gnh i: (8.60)

Since the frame is redundant, there exists nontrivial c 2 ‘2, so that
P

n cngn ¼ 0.

In other words, the orthogonal complement of ImU in ‘2 , where we denote the

image of the operatorU as ImU, is not empty. Let P : ‘2 ! ‘2 be the orthoprojector
onto ImU. Then,PðUf þ qÞ ¼ Uf þ Pq. Decomposing q ¼ q1 þ q2, where q1 2 Im,

and q2 2 ðImUÞ?, where ðImUÞ? is the orthogonal complement of ImU in ‘2, we
obtain thatPq ¼ q1, which in turn implies that Pqk k‘2 � qk k‘2. The following result
is due to [7, Chap. 5]: let gnk k2L2¼ C for all n, and let q be a zero-mean white noise of

variance σ2q. Then,

3 The equality f ¼ g holds in the weak sense if f ; hh i ¼ g; hh i for any h 2 H.
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σ2Pq � σ2q
C

A
: (8.61)

This approach can be applied, e.g., in the edge-based technique used for the

determination of the pre-sampling modulation transfer function (MTF) of digital

detectors. The setup used within the framework of this technique is depicted in

Fig. 8.8, left.

The samples of the edge profile can be thought of to be the coefficients measured

over the set fSincðΩðx� bnÞÞgn , which is the frame of the space of band-limited

functions. Usually, the edge profile is highly oversampled. As a consequence, the

frame is redundant, and the redundancy factor A=C is very high. Let E be the

smallest subspace of ‘2 such that ImU � E. Then, due to (8.61), the orthogonal

projection onto E is supposed to reduce the noisy fraction of the edge profile

significantly.

The linear independent frames constitute a special class of families called Riesz

basis: the family fgng is called Riesz basis of H if H ¼ spanfgng and there exist

constants A > 0 and B < 1 such that

A
X
n

cnj j2 �
X
n

cngn

�����
�����
2

� B
X
n

cnj j2 (8.62)

for anyc 2 ‘2. Note that the equivalency
P

n cngn ¼ 0 , c ¼ 0 that follows from

(8.62) implies that elements of the Riesz basis are linearly independent.

For the Riesz basis constituted by integer translates of the function g 2 L2ðRÞ,
the condition (8.62) can be written as

A �
X
n

ĝðωþ 2πnÞj j2 � B; ω 2 R: (8.63)

Fig. 8.8 Idealized setup for the determination of the MTF of a digital detector. Four-cell patch of

the detector matrix and the edge line (bold) tilted at an angle α relative to the matrix. Centers of

detector cells are projected onto the edge profile
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Since

g; gð	 � kÞh i ¼ 1

2π

ð1
�1

ĝðωÞj j2eiωkdω ¼ 1

2π

ð2π
0

X
n

ĝðωþ 2πnÞj j2eiωkdω; (8.64)

one concludes that translates of g are orthonormal if and only if

X
n

ĝðωþ 2πnÞj j2 
 1: (8.65)

In a similar way, it is verified that fgð	 � nÞg and f~gð	 � nÞg are biorthogonal,

i.e., gð	 � nÞ; ~gð	 � kÞh i ¼ δn;k, if and only if

X
n

ĝðωþ 2πnÞ~̂gðωþ 2πnÞ� 
 1: (8.66)

Returning to wavelets, we accent that most known wavelet bases in L2ðRÞ have
been constructed by means of so-called multi-resolution analysis (MRA)

formulated first in [8]. The key role within this approach is played by the so-

called scaling functions: function φ 2 L2ðRÞ is called a scaling function if for any

fixed j 2 Z the family fφj;ngn;

φj;nðxÞ ¼ 2�j=2ð2�jx� nÞ; (8.67)

is the Riesz basis of the subspace Vj � L2ðRÞ, and
(i)

Vj � Vj�1:

(ii)
f ð	Þ 2 Vj , f ð2	Þ 2 Vj�1:

(iii) [
j2Z

Vj ¼ L2ðRÞ;
\
j2Z

Vj ¼ f0g:

Three necessary conditions for φ to be a scaling function are:

(1) The Fourier transform φ̂ must satisfy (8.63).

(2) It satisfies the two-scale relation

φ ¼
X
n

hnφ�1;n: (8.68)
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(3) φ̂ð0Þ 6¼ 0:

In particular from (3), it follows that φ is a smoothing function. Therefore, Vj is

called approximation, and the ladder . . . � Vjþ1 � Vj � Vj�1 � . . . as a multi-

resolution approximation of L2ðRÞ.
Suppose that the Fourier transform of the scaling function φ satisfies (8.65), i.e.,

its integer translates are orthonormal. LetW0 be the orthogonal compliment ofV0 in

V�1, that is, V�1 ¼ V0 �W0. Then there exists ψ 2 L2ðRÞ, the integer translates of
which constitute a basis of W0. Moreover, ψ is necessarily a wavelet, the Fourier

transform of which satisfies (8.65). In order to show this, let us rewrite the two-scale

relation (8.68) in the Fourier domain:

φ̂ðωÞ ¼ 2�1=2ĥðω=2Þφ̂ðω=2Þ; (8.69)

where

ĥðωÞ ¼
X
n

hne
�inω (8.70)

is 2π periodic. The orthonormality of φð	 � nÞ implies the condition

ĥðωÞ�� ��2 þ ĥðωþ πÞ�� ��2 
 2; (8.71)

which can be checked using (8.65). For any f 2 W0 , the inclusion f 2 V�1 takes

place, and consequently, there exists a 2 ‘2; so that f ¼Pn anφ�1;n , or in the

Fourier domain

f̂ ðωÞ ¼ 2�1=2âðω=2Þφ̂ðω=2Þ; (8.72)

where âðωÞ ¼Pn ane
�iωn is 2π periodic. The condition W0?V0 implies that

f ; φð	 � kÞh i ¼ 0 for any k 2 Z, which in turn leads to the identity

âðωÞĥðωÞ� þ âðωþ πÞĥðωþ πÞ� 
 0: (8.73)

The possible solution of (8.73) is

âðωÞ ¼ v̂ð2ωÞĥðωþ πÞ�; (8.74)

where v̂ is any 2π-periodic function. Substitution of (8.74) into (8.72) yields

f̂ ðωÞ ¼ 2�1=2v̂ðωÞĥðω=2þ πÞ�φ̂ðω=2Þ; (8.75)
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or equivalently

f ðxÞ ¼
X
n

vnψðx� nÞ; (8.76)

where ψ is the function, the Fourier transform of which is

ψ̂ðωÞ ¼ 2�1=2ĥðω=2þ πÞ�φ̂ðω=2Þ: (8.77)

Hence, we have shown that there existsψ, translates of which constitute the basis
in W0. In order to see that ψ is a wavelet, note first that from (8.69), it follows that

ĥð0Þ ¼ ffiffiffi
2

p
. Together with (8.71), this implies ĥðπÞ ¼ 0. Using this in (8.77) and

taking into account that φ̂ð0Þ 6¼ 0 yields ψ̂ð0Þ ¼ 0: That is, ψ is a wavelet

(see condition (8.29)). The orthonormality of its translates can be checked by

means of (8.65). Substituting (8.77) into (8.65), we obtain that

X
n

��ψ̂ðωþ 2πnÞj2 ¼ 2�1
X
n

ĥðω=2þ πnþ πÞ�� �
φ̂ðω=2þ πnÞj2: (8.78)

Representing the sum on the right-hand side of (8.78) by two sums over odd and

even indices, using (8.71) and accounting for the 2π periodicity of ĥ, we obtain

X
k

jψ̂ðωþ πnÞj2 
 1; (8.79)

that is, ψð	 � nÞf gn is an orthonormal basis of W0. This basis is not unique. Any λ
defined by

λ̂ðωÞ ¼ α̂ðωÞψ̂ðωÞ; (8.80)

where α̂ is 2π periodic and jα̂ðωÞj 
 1 , is a wavelet whose integer translates

constitute the orthonormal basis in W0. Indeed, λ̂ð0Þ ¼ 0; moreover,

X
n

jλ̂ðωþ 2πnÞj2 ¼ jα̂ðωÞj2
X
n

jψ̂ðωþ 2πnÞj2 
 1: (8.81)

In fact, any two functions, integer translates of which constitute orthogonal bases

in W0, relate to each other via (8.80) (see Chap. 8 of [6]). Therefore,

ψ̂ðωÞ ¼ 2�1=2α̂ðωÞĥðω=2þ πÞ�φ̂ðω=2Þ; (8.82)

where α̂ is 2π periodic and jα̂ðωÞj 
 1, characterizes all possible wavelets whose

translates constitute the orthonormal basis in W0. The choice of α̂ substantiates the

wavelet. Usually, one sets α̂ðωÞ ¼ e�iω=2. Then
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ψ̂ð2ωÞ ¼ 2�1=2ĝðωÞφ̂ðωÞ; (8.83)

where

ĝðωÞ ¼ ĥðωþ πÞ�e�iω (8.84)

is the transfer function of coefficients of the decomposition of ψ in the basis of V�1,

that is,

ψ ¼
X
n

gnφ�1;n; (8.85)

with

gn ¼ ð�1Þnh1�n: (8.86)

From (i) and (ii) of MRA, it follows that the decomposition

Vj�1 ¼ Vj �Wj (8.87)

is valid for any j. Together with (iii), this yields

L2ðRÞ ¼ �
j2Z

Wj (8.88)

Since fψ j;kgk with

ψ j;k ¼ 2�j=2ψð2jx� kÞ (8.89)

is the orthonormal basis ofWj, the whole family fψ j;kgj;k is the orthonormal basis of

L2ðRÞ.
In order to construct the orthonormal wavelet basis inL2ðR2Þ, we first notice that

the family fφð	 � lÞφð	 � mÞgl;m is the orthonormal basis ofV2
0 ¼ V0 
 V0. It is also

easy to see that for any j; the family f2�jφð2�j 	 �nÞφð2�j 	 �kÞgn;k is the

orthonormal basis of V2
j ¼ Vj 
 Vj and V2

j � V2
j�1: Using the fact that the set of

all functions of view f ðxÞgðyÞ is dense in L2ðR2Þ, we conclude that subspaces V2
j

constitute multi-resolution approximation of L2ðR2Þ in the sense (i)–(iii). Then,

representing V2
j�1 by the orthogonal sum

V2
j�1 ¼ V2

j �W2
j (8.90)

and recalling that Vj�1 ¼ Vj �Wj, we obtain
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ðVj 
 VjÞ � ðVj 
Wj �Wj 
 Vj �Wj 
WjÞ ¼ ðVj 
 VjÞ �W2
j ; (8.91)

which yields

W2
j ¼ ðVj 
WjÞ � ðWj 
 VjÞ � ðWj 
WjÞ: (8.92)

Taking into account that L2ðR2Þ ¼ �
j
W2

j ; we conclude that the family

fψ1
j;k;ψ

2
j;k;ψ

3
j;kgj2Z;k2Z2 , where ψ

i
j;k ¼ 2�jψ ið2�jx� k1; 2

�jy� k2Þ, and

ψ1ðx; yÞ ¼ φðxÞψðyÞ; (8.93)

ψ2ðx; yÞ ¼ ψðxÞφðyÞ; (8.94)

ψ3ðx; yÞ ¼ ψðxÞψðyÞ; (8.95)

constitutes the orthonormal basis in L2ðR2Þ.
MRA allows to fulfill the wavelet transformation of f by means of the cascade

filter bank algorithm. We describe this algorithm for 1D. The extension to 2D is

straightforward.

Rescaling (8.68) and (8.85) to φj; k

P
n hn�2kφj�1; n and to ψ j; k

P
n gn�2kφj�1; n ,

respectively, and denoting fj;k ¼ f ;φj;k

	 

,dj;k ¼ f ;ψ j;k

	 

, one obtains the filter bank

decomposition at step j:

fj;k ¼
X
n

fj�1;nhn�2k;

dj;k ¼
X
n

fj�1;ngn�2k: (8.96)

On the other hand, denoting with PA the operator of the orthogonal projection

onto the subspace A, we can write

PVj�1 ¼ PVj þ PWj: (8.97)

Therefore, for any f 2 L2ðRÞ,
X
n

f ;φj�1;n

	 

φj�1;n ¼

X
n

f ;φj;n

	 

φj;n þ

X
n

f ;ψ j�1;n

	 

ψ j;n: (8.98)

Building the inner product of both sides of (8.98) with φj�1;k yields the

reconstruction formula
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fj�1;k ¼
X
n

fj;nhk�2n þ
X
n

dj;ngk�2n (8.99)

which is fulfilled recursively down to j ¼ 0.

Let us consider an example of constructing orthonormal bases with box splines

Bm. Per definition, Bm is the m� 1 times convolution of B1 with itself, and

B1ðxÞ ¼ 1if 0 � x < 1;
0 otherwise:



(8.100)

For Bm , it is known that its integer translates constitute Riesz basis of

Vm
0 ¼ L2ðRÞ \ S0m with the Riesz-bounds Am and Bm

Am ¼ 2π�2mð22m � 1Þ
X1
k¼1

k�2m; Bm ¼ 1 (8.101)

(see, e.g., Chap. 4 of [9]). The two-scale relation for Bm is known to be

BmðxÞ ¼
Xm
n¼0

2�mþ1=2 m
n

� �
Bmð2x� nÞ: (8.102)

Since B̂mðωÞ ¼ ðB̂1ðωÞÞm�1
and

B̂1ðωÞ ¼ sinðω=2Þ
ω=2

e�iω=2; (8.103)

we obtain that B̂mð0Þ ¼ 1. That is, Bm is a scaling function that generates a multi-

resolution approximation . . . � Vm
j � Vm

j�1 � . . . , where Vm
j ¼ L2ðRÞ \ Sjm.

Bym ¼ 1, the coefficients of the two-scale relation (8.102) are h0 ¼ h1 ¼ 2�1=2.

The wavelet associated with B1, constructed with the help of (8.85) and (8.86), is

ψðxÞ ¼ B2ð2xÞ � B1ð2x� 1Þ ¼
1 if 0 � x � 1=2;

�1 if 1=2 � x � 1;
0; otherwise:

8<
: (8.104)

This is the well-known Haar wavelet. Since Riesz-bounds A1 ¼ B1 ¼ 1 , the

translatesB1ð	 � nÞ are orthonormal (see above (8.63) and (8.65), and consequently

so are the translates ψð	 � nÞ . The whole family f2�j=2ψð2�j 	 �nÞgj; n is the

orthonormal basis of L2ðRÞ.
As it follows from (8.101), the lower Riesz-bound Am decays with m. Therefore,

Am < 1 for any m > 1, and as a consequence, the integer translates of Bm are not

orthonormal. Applying to Bm the orthogonalization trick
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B̂#
m ðωÞ ¼ B̂mðωÞ

X
n

jB̂mðωþ 2πnÞj2
 !�1=2

; ω 2 R; (8.105)

one obtains functions B#
m which satisfy (8.65), and as a consequence, their integer

translates are orthonormal. However, these functions are no more compactly

supported, and neither are the associated wavelets called Battle-Lemarié wavelets.

In practical applications, numerically advantageous compactly supported

wavelets are preferable. In applications where the perceptual assessment of the signal

is important, e.g., medical imaging, the symmetry of wavelets is another important

feature of preference: applying the asymmetric wavelets can yield asymmetric

errors,4 and it is known that the human visual system is less tolerant to asymmetric

errors than to symmetric ones. Additionally, symmetric or antisymmetric wavelets

are more efficient while treating boundaries of the compactly supported signal, such

as an image. For such applications, the basis of L2ðTÞ, where T � Rn is supposed to

be the support of the signal, has to be constructed. Normally this is done by

modifying wavelets of the basis of L2ðRnÞ: wavelets, the support of which is entirely
inside T are not changed; the wavelets, the support of which is entirely outside T are

skipped; and those whose support overlaps the boundaries of T are modified. There

are different ways to modify the boundary wavelets (see, e.g., Chap. 7 of [7]). For

symmetric or antisymmetric wavelets, boundary wavelets are simply folded back

away from boundaries. The decomposition in the so-obtained basis is equivalent to

the decomposition of the signal that is symmetrically extended beyond T . An

example of such extension for 1D signal supported on T ¼ ½a; b� is given in Fig. 8.9.
It is well known (see, e.g., [6]) that constructing the orthonormal basis from

compactly supported wavelet is possible only if the wavelet is asymmetric. The

exception is the discontinuous Haar wavelet. For any continuous compactly

supported wavelet, the symmetry and orthonormality are inconsistent. But com-

pactly supported symmetric or antisymmetric wavelets can be used to construct

biorthogonal bases of L2ðRÞ.
For the following we accept (without proof) several important facts about

compactly supported scaling functions. Let h be the filter the transfer function of

which is the trigonometric polynomial

ĥðωÞ ¼
XN2

n¼N1

hne
�iωn: (8.106)

In other words, h is a finite impulse response (FIR) filter, i.e., the filter finitely

many taps of which are not zero. Let in addition

ĥð0Þ ¼
ffiffiffi
2

p
and ĥðπÞ ¼ 0: (8.107)

4 That is, errors that are described with asymmetric density distribution.
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Then φ, the Fourier transform of which is

φ̂ðωÞ ¼
Y1
j¼1

ĥð2�jωÞffiffiffi
2

p ; (8.108)

is a compactly supported square integrable scaling function. The function defined

by (8.108) will be referred to as the one related to h. A pair of FIR low-pass filters

h and ~h, both satisfying (8.107), are called dual if the families fφð	 � nÞgn and

f~φð	 � nÞgn , where φ and ~φ are related scaling functions, are biorthogonal. The

necessary condition for h and ~h to be dual is

ĥðωÞ� ~̂hðωÞ þ ĥðωþ πÞ� ~̂hðωþ πÞ 
 2 (8.109)

(for sufficient conditions, see [10]).

The multi-resolution analysis can be reformulated in terms of biorthogonal

bases. Let h and ~h be dual filters, and let the related scaling functions generate

multi-scale approximations of L2ðRÞ

. . . � Vj � Vj�1 � . . . (8.110)

and

. . . � ~Vj � ~Vj�1 � . . . (8.111)

respectively.

Denote withWj the subspace that completes the subspace Vj in Vj�1 and with ~Wj

the complement subspace of ~Vj. ApparentlyW0? ~V0 and ~W0?V0. In the similar way

as we did in the orthonormal case, but using (8.66) instead of (8.65), it is possible to

show that there exist biorthogonal Riesz bases of W0 and ~W0 that are constituted

with integer translates of wavelets ψ and ~ψ , the Fourier transform of which are

ψ̂ðωÞ ¼ 2�1=2α̂ðωÞ ~̂hðω=2þ πÞ�φ̂ðω=2Þ; (8.112)

~̂ψðωÞ ¼ 2�1=2β̂ðωÞĥðω=2þ πÞ� ~̂φðω=2Þ; (8.113)

Fig. 8.9 To the boundary problem of the decomposition of the signal supported on the limited

interval. The signal (bold) and its extension (dashed); two boundary wavelets located at most

extreme positions
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with α̂ and β̂ being 2π periodic, jα̂ðωÞj 
 1, jβ̂ðωÞj 
 1, and α̂ðωÞβ̂ðωÞ� 
 1. The

families f2�j=2ψð2�j 	 �nÞgj;n and f2�j=2~ψð2�j 	 �nÞgj;n are biorthogonal Riesz

bases of L2ðRÞ:
For α̂ðωÞ ¼ e�iω=2, the equalities (8.112) and (8.113) in the space domain are

ψ ¼
X
n

gnφ�1;n and ~ψ ¼
X
n

~gn~φ�1;n (8.114)

with

gn ¼ ψ ; ~φ�1;n

	 
 ¼ ð�1Þnþ1 ~h1�n and

~gn ¼ ~ψ ;φ�1;n

	 
 ¼ ð�1Þnþ1h1�n:
(8.115)

The extension to the 2D case is made in a similar way as we did it in the

orthonormal case. One defines three wavelets ψ1 , ψ2 , and ψ3 exactly as in

(8.93)–(8.95), which in this case generate the Riesz basis of L2ðR2Þ. The wavelets
~ψ1ðx; yÞ ¼ ~φðxÞ~ψðyÞ, ~ψ2ðx; yÞ ¼ ~ψðxÞ~φðyÞ, and ~ψ3ðx; yÞ ¼ ~ψðxÞ~ψðyÞ generate the

dual Riesz basis of L2ðR2Þ.
In the same way as in the orthonormal case, the two-scale relation on the one

hand and the relations (8.114) on the other imply the fast filter bank algorithm of the

wavelet transform of f :

f ;φj;k

	 
 ¼X
m

f ;φj�1;m

	 

hm�2k; (8.116)

f ;ψ j;k

	 
 ¼X
m

f ;ψ j�1;m

	 

gm�2k: (8.117)

In order to obtain the reconstruction formula, let us introduce the operator

PVf ¼
X
k

f ; λkh i~λk; (8.118)

where fλkgk , f~λkgk are biorthonormal Riesz bases of the subspace V and ~V ,

respectively. The operator PV is an orthoprojector. Since the families fφj;n;ψ j;ngn
and f~φj;n; ~ψ j;ngn are biorthogonal Riesz bases of Vj�1 and ~Vj�1 , respectively, we

obtain that PVj�1 ¼ PVj þ PWj, that is, for any f 2 L2ðRÞ, the identity
X
n

f ;φj�1;n

	 

~φj�1;n ¼

X
n

f ;φj;n

	 

~φj;n þ

X
n

f ;ψ j;n

	 

~ψ j;n (8.119)

is valid. The inner product of (8.119) with φj�1;k yields the reconstruction formula
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f ;φj�1;k

	 
 ¼X
n

f ;φj;n

	 

~hk�2n þ

X
n

f ;ψ j;n

	 

~gk�2n: (8.120)

We conclude our review by considering the redundant dyadic wavelet transform

that is defined by

WfjðuÞ ¼ f ;ψ jð	 � uÞ	 

; u 2 R; j 2 Z; (8.121)

where ψ jðxÞ ¼ 2�j=2ψð2�jxÞ. In a similar way as we did before, let us introduce the

self-adjoint operator H : L2ðRÞ ! L2ðRÞ, defined by

Hf ðtÞ ¼
X
j

2�j

ð
WfjðuÞψ jðt� uÞdu: (8.122)

If there exist constants 0 < A � B < 1 such that the bounding condition

A fk k2 � Hf ; fh i � B fk k2 (8.123)

holds for all f 2 L2ðRÞ , then the operator H is invertible with the inverse H�1

bounded by B�1 and A�1. The sufficient condition for H to satisfy (8.123) is

A �
X
j

ψ̂ð2jωÞ�� ��2 � B: (8.124)

In order to see this, the inequality (8.124) has to be multiplied by j f̂ ðωÞj2 and

integrated over ω. Then, using the representation

cWf jðωÞ ¼ 2j=2ψ̂ð2jωÞ� f̂ ðωÞ (8.125)

and taking into account the Parseval’s identity, one obtains

A fk k2L2�
X
j

2�j Wfj
�� ��2

L2
� B fk k2L2 ; (8.126)

which is another equivalent notation of (8.123).

Applying H�1 to both sides of (8.122) yields

f ðtÞ ¼
X
j

2�j

ð
WfjðuÞ~ψ jðt� uÞdu; (8.127)

where ~ψ ¼ H�1ψ is called a dual wavelet. In order to determine H�1, one has to

notice that
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cHf ðωÞ ¼ f̂ ðωÞ
X
j

jψ̂ð2jωÞj2; (8.128)

that is, in the Fourier domain, the operator H is associated with the operator Ĥ,

which is simply the multiplicator
P
j

jψ̂ð2jωÞj2. Therefore,

Ĥ
�1 ¼ 1P

j

jψ̂ð2jωÞj2 ; (8.129)

and consequently,

~̂ψðωÞ ¼ Ĥ
�1
ψ̂ðωÞ ¼ ψ̂ðωÞP

j

jψ̂ð2jωÞj2 (8.130)

which makes sense due to (8.124). In fact, any ~ψ satisfying

X
j

~̂ψð2jωÞψ̂ð2jωÞ� ¼ 1;ω 2 Rnf0g; (8.131)

satisfies also (8.127). This follows from the fact that in the Fourier domain, the

relation (8.127) is represented by

f̂ ðωÞ ¼ f̂ ðωÞ
X
j

~̂ψð2jωÞψ̂ð2jωÞ�: (8.132)

Let h and g be a pair of FIR filters, and let ĥð0Þ ¼ ffiffiffi
2

p
. Let φ be the scaling

function that relates to h via (8.108). Then, apparently,

φ̂ð2ωÞ ¼ 2�1=2ĥðωÞφ̂ðωÞ: (8.133)

The Fourier transform of the corresponding wavelet is defined by

ψ̂ð2ωÞ ¼ 2�1=2ĝðωÞφ̂ðωÞ: (8.134)

Let ~h and ~g be, in turn, another pair of FIR filters, and ~φ and ~ψ are the related

scaling function and the corresponding wavelet. Since both φ and ~φ are compactly

supported, they are from L1ðRÞ \ L2ðRÞ . Therefore, their Fourier transforms are

continuous. This fact can be used to show that the condition

~̂hðωÞĥðωÞ� þ ~̂gðωÞĝðωÞ� ¼ 2 (8.135)

is sufficient for ψ and ~ψ to satisfy (8.131).
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Hence, given h and g, one has a certain freedom in choosing filters ~h and ~g. For

example, one can set ~h ¼ h. Then from (8.135), we obtain that

~̂gðωÞ ¼ 2� jĥðωÞj2
ĝðωÞ� : (8.136)

The relation (8.136) imposes certain restrictions on g. Namely, zeros of ĝ must

coincide with zeros of 2� jĥðωÞj2 and be of the corresponding order. In particular

at ω ¼ 0, there must be one zero of ĝ. Since the number of zeros of ĝ at ω ¼ 0

coincides with the number of zeros of ψ̂ at ω ¼ 0, it follows that the corresponding

wavelet ψ must have one vanishing moment.

A described strategy was applied in [11] for the construction of the so-called

Mallat-wavelet. Redundant wavelet family generated with this wavelet has been

proven to be efficient for the reconstruction of the image from the wavelet

coefficients measured over multi-scale edges. The starting point while constructing

the wavelet in [11] was to set

φðxÞ ¼ B3ðxþ 1Þ; (8.137)

where B3 is the box spline of degree 2. The Fourier transform of φ is

φ̂ðωÞ ¼ sinðω=2Þ
ω=2

� �3

e�iω=2: (8.138)

We know that B3 satisfies the two-scale relation (see (8.102)), and so conse-

quently doesφ. That is, there exists a filter h such thatφ ¼Pn hnφ�1;n. The transfer

function of h is yielded from (8.133):

ĥðωÞ ¼
ffiffiffi
2

p φ̂ð2ωÞ
φ̂ðωÞ ¼

ffiffiffi
2

p
cos3

ω

2
e�iω=2: (8.139)

Let us turn our attention to the fact, that the Mallat-wavelet was constructed

using the additional requirement to be efficient for the detection of edges. From

(8.134) and the fact that both g and h are FIR filter, it follows that ψ is compactly

supported. Sinceψ defined by (8.136) must have one vanishing moment, then due to

(8.37), there must exist compactly supported smoothing function θ such that

ψ ¼ �θ0: (8.140)

Due to (8.38), we obtain then thatWfjðuÞ ¼ 2j d
dt f � �θjðtÞ, so that local maxima of

jWfjðuÞj are exactly local maxima of jd=dxðf � �θjÞj. The latter are edge points within
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Canny’s approach of an edge detection [12]. Hence, the desired wavelet is deter-

mined by the choice of θ. For example, one can set

θ ¼ φ: (8.141)

However, this choice leads to a piecewise linear wavelet. Since the regularity of

the wavelet is crucial for the quality of reconstruction, in [11], θ was set to

θðxÞ ¼ 2�1B4ð2xþ 1Þ: (8.142)

The Fourier transform of the waveletψ ¼ �θ0, referred to as theMallat-wavelet, is

ψ̂ðωÞ ¼ �i
ω

4

sinðω=4Þ
ω=4

� �4

e�iω=2: (8.143)

The transfer function of the corresponding filter g, obtained using (8.134)

and (8.138), is

ĝðωÞ ¼ �i
ffiffiffi
2

p
sin

ω

2
e�iω=2: (8.144)

Finally using (8.136), for the transfer function of the reconstruction filter ~g, one
obtains

~̂gðωÞ ¼ �i
ffiffiffi
2

p
sin

ω

2

X3
k¼0

cos2k
ω

2

 !
e�iω=2: (8.145)

Using pairs of filters h; g and ~h; ~g , a fast dyadic wavelet transform can be

calculated with a filter bank algorithm called algorithme à trous [13]. The

corresponding filter bank algorithm in 2D is

fjþ1ðm; nÞ ¼ fj � �hj �hjðm; nÞ; (8.146)

d1jþ1ðm; nÞ ¼ fj � �gjδðm; nÞ; (8.147)

d2jþ1ðm; nÞ ¼ fj � δ�gjðm; nÞ; (8.148)

where αβðm; nÞ is a separable two-dimensional filter, i.e., αβðm; nÞ ¼ αðmÞβðnÞ;
δðnÞ is a discrete Dirac; and αj is the filter obtained from α by inserting 2j � 1 zeros

(trous) between its samples. The reconstruction is made recursively by means of

fjðm; nÞ ¼ fjþ1 � hjhjðm; nÞ þ d1jþ1 � ~gj~qjðm; nÞ þ d2jþ1 � ~qj~gjðm; nÞ; (8.149)
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where ~g is defined by (8.136), and for ~q, we have

~̂qðωÞ ¼ 1þ jĥðωÞj2
2

(8.150)

(see [11]).

We have described several of the most often applied wavelet decomposition-

reconstruction frameworks. All of them can be implemented with fast filter bank

algorithms, the common principal scheme of which is depicted in Fig. 8.10.

In the following, we give some heuristic considerations concerning the question

of how these schemes can be used for the reduction of noise. As one can see in

Fig. 8.10, during the analysis step, the coarse approximation Ij�1 is further

decomposed in the coarser approximation Ij and the details image dj that contains

the wavelet coefficients I;ψ j;k

	 

. Due to the localization properties of wavelets, one

can change the wavelet coefficients within some region R of the image dj , not
bothering much about what effect this would have for those structures of the

synthesized image ~Ij�1 which lie apart fromR. If, for example, we want to reproduce

the region R of the image Ij in the image ~Ij�1, we should suppress all details of dj
located inR, that is, the corresponding wavelet coefficients have to be set to zero. In
order to suppress noisy details of the image Ij�1, we need to know which detail is

due to noise.

There are pretty different scenarios to decide whether (or not) the given wavelet

coefficient is due to noise. We mention an approach developed in [14]. The idea

lying in the background of the method proposed there is to extract relevant details by
means of comparative analysis of two or several images of the same object. It will be

not quite far from the truth to say, that the comparative analysis is what the

radiologist does while investigating the image. Evaluating the X-ray image, the

observer automatically extracts features which he qualifies as relevant. Speaking
figuratively, the skilled observer correlates a real image with an imaginary one that

was created by his visual system. Motivated by the wish to facilitate the daily task of

the radiologist, the authors have decided to apply the “correlation approach” in

clinical practice. As soon as we have two images of the same object, we can define as

relevant those details, which are present in both of them. The other details are

qualified as noise and suppressed. In [14] the results of the method applied to

quasi identical as well as to those which are slightly deformed relative to each

other were reported. The technical aspect of the method is as follows. The both

images, say A and B, are decomposed using the dyadic wavelet frame generated by

the Mallat mother wavelet. The reason for the choice of this wavelet is the shift-

invariance of the related wavelet transform. After the decomposition, details of

Fig. 8.10 Analysis (left) and
synthesis (right) steps of the
filter bank filtration
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image A and image B are correlated with each other at each resolution level. The

result of the correlation is the weighting matrix, each element of which expresses a

measure of similarity between the detail of image A and the detail of image B at the

corresponding location. Denoting the measure of similarity with wj
m;k, where j is the

resolution level and ðm; kÞ the location within the image, we have

0 � w j
m;k � 1: (8.151)

Ifwj
m;k ¼ 1, details of A and B at the level j and location ðm; nÞ coincide; the case

wj
m;k ¼ 0means that the corresponding detail is due to noise; the intermediate cases

should point at the portion of the noise at the location. Here we demonstrate the

functionality of the method applying it to images of a lung phantom, the patch from

the one of which is shown on the left of Fig. 8.4. Figure 8.11 shows weighting

matrices of the first two resolution levels.

During the following step, elements of detail images are weighted by elements of

corresponding weighting matrices. The final image is reconstructed from weighted

coefficients. The result of the reconstruction is shown on the right-hand side of

Fig. 8.12.

Fig. 8.11 Weighting masks

appearing as a result of

comparative analysis of

details images

Fig. 8.12 Denoising of the lung phantom. Left: one of the two images of the same object.Middle:
the sum of both images. Right: the image reconstructed from details weighted with masks shown in

Fig. 8.11
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In spite of the seemingly disadvantage expressed by the necessity to have two or

more images, the method provides a reduction of noise with minimal risk to lose

useful information. In practice, this method could be applied to two images each

acquired at half doses, for example, by means of detector based on CCD camera.

In this chapter, we described the mathematical foundations of image denoising

and its practical implications. The basic principles are also valid for three-

dimensional imaging and can in general be performed in all types of clinical

diagnostic imaging. In nuclear medical imaging, the consequences of image

denoising have to be studied in very much detail due to the fact that in nuclear

medical imaging, the signal-to-noise ratio of the raw data is very poor to avoid high

doses of radiation to the patient. This implies that unreflected use of denoising

methods particularly also those based on compressing information can result in

mainly reducing relevant image structures together with or even instead of the

noise. Which kind of noise reduction can be used without deteriorating necessary

image information has to be studied for each single application.
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Chapter 9

New Approaches to Quality Assurance

Hugo de las Heras Gala

9.1 Introduction

Any kind of technology needs some kind of quality assurance program. As an

example, a bicycle needs to be checked regularly, and sometimes, one must have it

thoroughly checked by professionals. Otherwise, a sudden failure of some part may

lead to serious consequences for the rider or for anyone close by.

The World Health Organization defines a quality assurance or quality control

(QA/QC) program as “an organized effort by the staff operating a facility to ensure

that the diagnostic images produced are of sufficiently high quality, so that they

consistently provide adequate diagnostic information at the lowest possible cost and

with the least possible exposure of the patient to radiation” [1].

In fact, a slight deviation from the perfect performance of a medical imaging

device would affect a large amount of people, since every device in a hospital is

used on many patients within short periods of time. Deviations from the appropriate

settings of a device can be due to faulty parts (e.g., a tube anode being too old) but

most often to the staff handling the device. For instance, a thicker patient may

require a higher value of the tube current to acquire a good image of the intestines,

and without proper QA programs, the wrong setting could remain for subsequent

patients. Since devices need to be adjusted for specific patients almost every day,

QA checks must be strict, accurate, and regular. Standard documents for the quality

assurance of single nuclear medicine scanners [2, 3] are available. However, at

present, almost all nuclear medicine scanners are included in hybrid systems, as

described in the previous chapters. These systems provide functional information

from a pure nuclear medicine scan (PET or SPECT) together with anatomical
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information from an X-ray (CT) or magnetic resonance (MR) scan. Therefore, in

this chapter, we will also deal with quality assurance also for conventional X-ray

radiology and occasionally for magnetic resonance.

Despite accidents with radiology devices are very seldom, the interest in QA for

the particular case of computed tomography devices has increased dramatically

since 2010 because of the effects of a big mistake that happened in a clinic in the

USA [4, 5].

Apparently, a technologist intended to reduce the radiation dose to the patients

by allowing a larger amount of noise in the images, but he did by mistake the

opposite. A stripe of hair loss in the heads of the patients (Fig. 9.1) appeared after a

couple of weeks, but it was difficult for the patients and their doctors to link those

effects to their past CT examination. During almost a year, patients were scanned

using wrong settings until the cases appeared in the news. This event has recently

urged the need for consistent and frequent QA programs in all radiological

facilities.

Any program for QA in medical imaging involves measurements of radiation

dose and image quality.

9.1.1 The Risk of Radiation Dose

The current international approach to every kind of radiation is based on the ALARA

principle (as low as reasonably achievable), which itself is based on the assumption

that the risk of a certain amount of radiation is proportional to its magnitude. This

assumption (called linear non-threshold model [6, 7]) seems reasonable, but it has

been recently challenged by hormesis theories [8], which defend that a slight amount

of radiation may be beneficial; that low dose may prepare your body’s mechanisms

against larger amounts of radiation (Fig. 9.2), just like a vaccination does against a

virus. Other positions (called supralinear models) defend that low doses of radiation

have actually a relatively higher risk than large doses.

Fig. 9.1 The effect of X-rays

2 weeks after of a wrongly set

CT perfusion scan. Photo

from al.com
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Experiments to check these theories are extremely difficult because the involved

doses are in the range of the naturally received radiation. A group of individuals

taking part in a control study, for example, would have to be isolated from every

kind of radiation, which would isolate them from everything else at the same time,

and therefore, it would be difficult to find a control group for them. Apart from that,

individuals show different sensitivity to radiation doses depending on their genes.

This individual susceptibility makes careful studies even more difficult.

For this reason, the author joins the majority of the scientific community

assuming the LNT model and defending the ALARA principle. Accordingly,

current trends for radiation dosimetry in QA programs are discussed in Sect. 9.2.

9.1.2 Image Quality

Traditional approaches to determine image quality (IQ) start to be obsolete, either

because they rely on subjective tests or because they have been proven to miss

features of the images. In particular, new technologies, such as noise reduction

algorithms for CT, or mixed devices that combine transmission and emission

tomography, such as PET-CT or PET-MR scanners, require new assessment tools

and models and new phantoms to appropriately account for those new features.

Some of these new tools will be presented in Sect. 9.3.

An alternative current trend for IQ evaluation, although suggested more than 30

years ago, is the use of mathematical ormodel observers. These tools can be trained
to simulate how humans observe images, thus being more efficient and cheaper for

the analysis of images. It may seem scary to think of the substitution of humans in

the field of medicine, but the truth is that machines are being taught in every

technological field. Therefore, Sect. 9.4 of this chapter also includes a basic

explanation of how computers can be taught to carry out QA tests using model

observers.

Fig. 9.2 Theories of cancer

risk vs. dose
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This whole chapter focuses on current trends or new approaches to quality

assurance. For standard procedures for dosimetry, radiation protection of the

staff, and quality control of radiopharmaceuticals, the reader is referred to the

previous volumes of the MADEIRA collection [9, 10] and to the very valuable

compilation of information by the initiative Image Gently [11].

9.2 Dose-Related QA

Physicists working on any modality of medical imaging have developed different

ways to evaluate the exposure of the patients to ionizing radiation, each fitting the

corresponding technology. As a result, there is a large variety of such measures

(Fig. 9.3). In nuclear medicine, the patient’s dose depends on the activity that is

administered as well as on the physical and biokinetic properties of the employed

radiopharmaceutical. Consequently, it is the activity of the samples (in Bq) that is

generally measured for quality assurance purposes. In radiography, the exposure

is usually measured as entrance surface air kerma (ESAK) at the approximate

position of the patient’s skin. In the particular case of mammography, it is more

common to measure the dose delivered at the breast’s glandular tissue (glandular
dose). For devices of fluoroscopy (such as the C-arms for interventional radiology

and cardiology), four different measures are used; the maximum dose delivered at

the patient’s skin as peak ESAK or peak skin dose (PSD), or the air kerma

measured at a particular spot along the central ray of the beam, called reference
air kerma, or the product of the kerma at a certain position multiplied by the area

irradiated, called kerma-area product (KAP), or the time that the device is

recording a series of high-exposure images, called fluoroscopy time. Each of

these measures has its advantages and drawbacks. In computed tomography

(CT), ESAK and PSD have been used [12, 13], but the standard specific measures

are the CT dose index (CTDI) and its product with the length of the scan, called

dose-length product (DLP).

Fig. 9.3 Each imaging modality has currently its own dosimetry measures
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The problem with this large variety of different measures is that they are mostly

noncomparable. Since they refer to certain definitions, each one must be measured

under certain conditions and cannot be added up to other measures. For example, a

certain CTDI measured after a CT scan cannot be added to the reference air kerma

measured during a subsequent intervention to the same patient, even though they

have the same units. Therefore, it is difficult to compare doses and prepare dose

reports. The same problem appears during QA of recently marketed mixed

modalities, such as PET-CT or SPECT-CT scanners, which combine nuclear

medicine and conventional CT technology in a single machine; the radiation dose

must be reported as two different measures.

As a solution to this situation, the current approach tends to homogenize dose

measures using calculations of equivalent and effective dose. Equivalent and effec-

tive doses are defined for a reference individual and are calculated starting from

absorbed doses in organs and tissues, taking into account different biological

effectiveness of different types of radiation (by means of the radiation weighting

factor wR) and different sensitivities of organs and tissues to stochastic effects (by

means of the tissue weighting factor wT) [7]. In the context of medical exposures,

these quantities are of value for comparing patient exposures from different diag-

nostic procedures or patient exposures using similar imaging procedures across

different hospitals and different nations, and different imaging technologies for

the same medical examination [14]. It should, however, be kept in mind that these

quantities are reserved for use in risk assessment associated only with radiation-

induced stochastic effects since the wR and wT values were calculated only in

reference to these effects and not in relation to deterministic effects.

Because of the many calculations that are necessary to obtain equivalent and

effective dose, it appears recommendable to additionally use a simpler quantity for

QA purposes in cases of external exposures. The peak skin dose (PSD) is a perfect

candidate because it is well understood, quite easy to measure, and directly relates to

deterministic effects of radiation (such as the hair loss shown in Fig. 9.1). Further-

more, in transmission modalities (such as all X-ray examinations), it is at the

patient’s skin where the highest radiation doses are attained.

For this reason, current approaches to QA in terms of dose are focusing on

measuring organ doses for the calculation of effective dose and on measuring peak
skin dose for quick checks. Both quantities are not defined on the machines, but on

the human body, which is the only common element of all modalities using ionizing

radiation. Therefore, effective dose and skin dose can be easily compared and added

up to account for examinations with different modalities.

9.2.1 Organ and Effective Dose

The measurements and calculations that are necessary to determine organ and

effective doses have only recently started to be very accurate and reliable.

Powerful computers, better tissue-equivalent phantoms, and smaller, more con-

sistent detectors have made it possible. Computer simulations can be used to
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estimate how much dose a patient got after a certain exam, avoiding the need to

carry out a whole dosimetry protocol for each patient.

Monte Carlo simulations for dosimetry purposes require the computation of

many events per second because of the numerous collisions among photons,

electrons, and nucleons. The collisions of the photons followed by the simulation

determine the energy deposition in the surrounding tissue. Current studies suggest

the use of a graphics processing unit (GPU) instead of a central processing unit

(CPU). Using a GPU, the simulations can compute more than a million X-rays per

second [15].

The simulation codes need to be validated experimentally. New tissue-

equivalent phantoms have appeared that simulate the radiation attenuation

characteristics of the human body almost perfectly (Fig. 9.4), and at the same

time, more reliable detectors are marketed now that make measurements easier

and more efficient.

As an example, the author and colleagues are currently using a flexible tissue-

equivalent phantom, manufactured by the University of Florida (USA) and optically

stimulated luminescence dosimeters (OSLDs). The phantom is made up of slices. Its

gummy material allows the user to open inserts in the places where the dose is to be

measured. Small detectors, such as OSLDs, can be inserted in those slots (Fig. 9.5).

The OSL readings obtained after a scan inform of the doses in the organ where

they were placed, and those readings can be used to calculate the effective dose

related to that particular examination [16] (Fig. 9.6).

Finally, another current development to introduce effective dose in the practice

is a handbook of effective doses for all modalities using ionizing radiation. The

project has recently started with X-ray computed tomography [17]. The object of

this tool is to have the information handy when a patient or a member of the staff

needs to know the amount of dose related to a certain examination.

In the future, these tools and methods may make it possible for patients to keep

their own radiation record just as they keep their vaccination card.

9.2.2 Skin Dose

The thresholds for deterministic effects in the skin are well understood [18]. For

example, erythema and temporary epilation appear after a minimum dose of 2 Gy

[18]. Therefore, measurements of the maximum dose attained at the skin (or peak

skin dose, PSD) are currently being suggested as a perfect candidate for regular

checks of all X-ray devices for medical imaging, in particular CT scanners, which

in general deliver the largest doses to the patients.

As an example, a group in collaboration with the author is measuring peak skin

doses using radiochromic film. This kind of film turns dark when it is exposed to

ionizing radiation, thus being appropriate for measurements of the beam width as

well. Small pieces of film are enough for accurate, reliable measurements, but a

calibration of the film batch is required. The darkening of the film after the

irradiation can be measured using flatbed scanners or densitometers (Fig. 9.7, left).
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In our experiments, we have measured surface dose and CTDI at the same time

to relate both quantities (Fig. 9.7, right). That way, technologists and doctors can

instantly assess the PSD by looking at the CTDI displayed at the scanner’s console.

Measurements like ours can serve in the future to develop and validate skin dose

maps, which are especially important for high-dose examinations such as CT and

interventional radiology. These maps display the received radiation field on the skin

in a similar way to the level curves on an earth’s surface map. The implementation

of this feature in all devices would be a magnificent help for daily QA/QC purposes,

Fig. 9.4 Dosimetry

phantoms. Photo from

manufacturer’s website
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because doctors and patients would have access to the delivered dose and its

location just after the procedure.

9.3 Image Quality Assurance

Image quality has been traditionally assessed by subjective methods; a few

observers (doctors, other professionals, or volunteers) looked at a series of images

and assessed which one looked better for a predefined task. For example, the same

set of images containing a certain tumor and obtained with different image

processing algorithms would be shown to several medical doctors. The doctors

would be asked to rate the images depending on their ability to detect the tumor, and

the best rated image would define which one of the algorithms is the best. These

methods are still employed today, but they are very time-consuming and expensive,

because a large number of observers and images are required to obtain reasonable

Fig. 9.5 The anthropomorphic phantom from the University of Florida (left), used by the author,

and some OSL detectors (right). Photos from manufacturer’s website

Fig. 9.6 A section of the UF

phantom with inserted

OSLDs (left) and the whole

head inside a CT scanner

(right)

Fig. 9.7 (a) A densitometer

for the determination of peak

skin dose using film. (b) The

conventional CTDI phantom

with pieces of radiochromic

film (right)
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conclusions. Furthermore, a similar study carried out in a different place may not be

comparable just because the observers may be differently trained.

The alternative, standard approach is based on analyzing the resolution (or high
contrast resolution) and noise (or low-contrast resolution) of sample images.

Traditional methods use visual tests, whereas more recent methods involve

measures based on Fourier analysis, such as the modulation transfer function

(MTF) and the noise power spectrum (NPS). The drawbacks of these methods

and some new alternative methods are the object of this section.

Another usual measure of image quality, the image contrast, is not so interesting

from the point of view of QA, since this value can be modified by the user after the

image has been taken by setting the center and the width of the window level.

However, the contrast-to-noise ratio (CNR) or signal-difference-to-noise ratio

(SDNR) is gaining importance in recent years and will be introduced in this section.

Image artifacts (i.e., additionally displayed structures that confound the actual

image of the object) are very interesting features from the point of view of QA,

but there is such a wide variety of them for the different technologies that they had

to be left out of the scope of this chapter. The reader is referred to specialized books

for discussions on artifact detection and correction [19, 20]. At the end of this

section, a brief discussion about the standard measure called signal-to-noise ratio

(SNR) is given as a motivation for the last section of this chapter.

9.3.1 Noise

There are three main kinds of noise in medical images.

1. Electronic noise is the signal captured by a system in the absence of X-ray

exposure. As an example, Fig. 9.8a shows the electronic noise pattern of a flat-

panel detector. The stripped pattern is called synchronous or row-correlated

noise. It may be due to the black currents inside the circuits or to the mechanism

of image acquisition, which is made by synchronized readings of entire rows in

the detector.

2. Quantum noise is the most traditional concept for the word “noise,” that is,

stochastic variations due to the quantum nature of the image pixels. Figure 9.8b

shows an image with a large amount of this kind of noise. Note that any

apparently homogeneous region actually contains a spectrum of different grey

values within its pixels.

3. Structural noise is the image of everything that is present in the object but may

confound the information that we are looking for, such as a tumor. Figure 9.8c

shows the radiography of a chest including a lung tumor signaled by a triangular

arrow. If the tumor had been a bit higher up, the structural noise due to the ribs

would have made its detection much more difficult.

These kinds of noise together are what we refer to as “noise” in medical imaging.

The contribution of electronic noise can be important in low-dose images, as

required, for example, in digital breast tomosynthesis (DBT) [21], but it is usually
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insignificant. Structural noise can be decreased using appropriate settings in the

imaging devices or using subtraction methods like in digital subtraction angiogra-

phy (where background images are acquired separately and then subtracted from

the actual radiographic images), but it is usually unavoidable.

Quantum noise is the most interesting source of noise, because it can be reduced

by increasing the radiation dose to the patient, so that appropriate QA/QC is

necessary to balance the two.

Quantum noise has been traditionally measured using the so-called pixel SNR,

defined as μsig σ= , where μsig is the average grey value in a certain homogenous

region of the signal and σ is the standard deviation of the grey value in a homoge-

nous region of the background. The image in Fig. 9.9a has been obtained using a

standard phantom in a CT device. In order to determine the SNR in this image, one

would first have to decide which groups of four circles come out clearly above the

background noise (and then calculate the corresponding SNR). This task is defi-

nitely very subjective, because some people would claim that they can see all five
groups of four circles, but some others would even say that none of the five groups

can be distinguished clearly! A similar situation happens in nuclear medicine using

the Derenzo phantom (Fig. 9.9b), which was developed long ago [22] but it is still

used and adapted for recent research studies [23, 24].

In addition, observe that the SNR is severely affected by the different offsets in

the range of grey values chosen by different manufacturers.

A current trend suggested by several groups and supported by the author is

calculating the contrast-to-noise-ratio (CNR) instead, defined as ðμ1 � μ2Þ σ= , where

the numerator measures the difference between the average grey values of a region

in the signal and in the background [25]. Conti [26] have recently suggested using

measures based on these quantities for the evaluation of image quality in time-of-

flight (TOF) positron emission tomography (PET) scanners.

The use of the standard deviation as a measure of homogeneity is so widespread

that it is found in highly innovative studies [27]. However, the use of the standard

deviation to determine the noise of an image has a problem. Looking at the images

of Fig. 9.10, we can see that their quality is very different or that they have

different kinds of noise. However, these images have been obtained from the

original on the left keeping the same value of the standard deviation as the original.

Fig. 9.8 Images showing an example of each kind of noise described in the text
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Therefore, using σ as a measure for noise, we would conclude that all four images

have “the same noise”!

The reason for this mistake is easy to explain in the Fourier or frequency
domain. If we take the Fourier transform of a homogenous image, we obtain its

noise power spectrum (NPS). An image composed of tiny noise structures only (like

the one in Fig. 9.10b) would show a large contribution of high frequencies to its

NPS. On the contrary, an image composed of large structures only (like the one

shown in Fig. 9.10d) would show a large contribution of lower frequencies in its

NPS. These two cases are schematically represented in Fig. 9.11. You can see that

the NPS is different in each case, but its integral is the same. This equal value of the
integral is the reason for the standard deviation to be the same in all cases of

Fig. 9.10.

Fourier-based methods like the NPS are widely extended now. However, they

rely on some assumptions on the imaging system, such as shift invariance and

linearity. The former means, for example, that the outskirts of the object are imaged

exactly the same way as the center of the object. This is rigorously a wrong

assumption, but it is acceptable. The latter assumption means that changes in the

attenuation properties of the object would produce proportional changes in the

corresponding grey values of the image, which is usually true but not always.

Therefore, there is a new trend to avoid Fourier-based measures and use image-

based measures instead, such as the covariance matrix to study the noise. The

covariance matrix K represents the correlation of one pixel to all others inside a

certain region of interest (ROI) of an image. This correlation is assumed to be zero

when using Fourier analysis. For a given number of ROIs of size N � N, stretched
as a vector of N2 components g, the covariance matrix K is calculated as

Kij ¼ hðgi � giÞðgj � gjÞi i; j ¼ 1; . . . ;N2;

Fig. 9.9 (a) A CT slice of the GAMMEX 464 ACR accreditation CT phantom. (b) A slice of a

mini Derenzo phantom obtained with a PET device (Courtesy of Raytest.de)
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where the angular brackets represent the average over all ROIs and gi is the average
value of the element i over all ROIs [28].

The matrix thus obtained is typically huge and not very easy to extract informa-

tion from. Therefore, the covariance matrix can be conveniently averaged in a

certain fashion and displayed as shown on the right of Fig. 9.12 [29]. This

representation of the covariance matrix visually informs of the correlations in the

image. The bright spot in the center represents the average correlation of each pixel

to itself (which is always going to be the maximum of the covariance matrix), and

the brighter zones represent pixel correlations in the same directions as those bright

zones. In the case labeled patient, we can observe a more disperse correlation of

pixels, whereas in the case labeled phantom, we observe a stronger correlation of

pixels in the superior–inferior direction.

Fig. 9.10 Although each one of these images shows very different “noise” structures, they all

produce the same standard deviation. Courtesy of Eduardo Guibelalde
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Fig. 9.11 The standard deviation is the integral of the noise power spectrum
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These images were taken from a recent evaluation study of a new phantom

designed to be used both in X-ray as in MRI breast imaging modalities [29]. This

phantom has been shown to possess very similar characteristics to breast tissue, and

it could become an important tool for QA in the future.

9.3.2 Resolution

The traditional approach for QA of resolution is based on bar patterns as the one

shown in Fig. 9.13. The observer (usually the physicist carrying out a regular check

of a certain imaging device) must tell which group of five lines is clearly distin-

guishable. The problem with this kind of patterns is the same as the one described

for noise; different people and even the same person in different moments would

have different opinions about the same image. For example, I would say as I write

this document that the resolution pattern corresponding to 22.4 lp/mm (line pairs

per millimeter) is clearly resolved, but not the one corresponding to 25 lp/mm.

Other observers may conclude that the group next to 31.5 is still resolvable, and

both of us would have arguments to support our opinion.

A more objective method to measure spatial resolution is determining the full

width at half maximum (FWHM) of the image of a linear object of a given size, as

required by the NEMA standard document for gamma cameras [3]. As an example,

this method has been used and adapted to measure the image quality for a recently

developed SPECT collimator (Fig. 9.14) [30].

However, the quantitative Fourier-based method that is now becoming standard

to measure spatial resolution is the modulation transfer function (MTF). This

function informs about the ability of the imaging system to preserve the amplitude

of a sinusoidal signal as a function of its frequency. The resolution of a system is

better for a certain signal frequency when the MTF has higher values for that

frequency. If we think of the signal as a row of pixels across each bar pattern in

Fig. 9.13, this means that the MTF objectively contains, in a single graph, all the

Superior

inferior 10.0 mm

Patient

10.0 mm

Phantom

Fig. 9.12 A special representation of the covariance matrix, as used in [29], for two different

cases (see text)
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information that we can hardly obtain from many subjective analysis of diagrams

like the one in Fig. 9.13.

In general, the amplitude of a low-frequency signal (related to the display of

large objects) is easier to preserve for an imaging system, whereas preserving the

amplitude of high-frequency signals (related to finer details in the object) is more

difficult. Therefore, the MTF will always be close to one for low frequencies and

will gradually decrease for higher frequencies. As an example, Fig. 9.15 shows

results from a recent study using the MTF to analyze reconstruction algorithms in

SPECT [31]. In particular, two iterative algorithms are compared to a standard

reconstruction technique (black line).

A new approach to calculateMTF for CT scanners is currently being suggested to

the International Electrotechnical Commission (IEC) [32]. The method is based on

scanning a wire of a strong absorbing material (such as tungsten). The CT image of

this wire’s section is the so-called point spread function (PSF) of the system, and the

Fig. 9.13 A traditional bar

pattern for the determination

of high contrast resolution

Fig. 9.14 (a) Experimental setup to measure the SPECT-reconstructed resolution in presence of

scatter radiation [30]. A line source is placed inside the phantom made of PMMA. (b) Raw

projection image of the line source. (c) Reconstructed sagittal slice
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Fourier transform of the PSF is the wanted MTF of the system. Similar methods,

based on calculating the MTF from a line spread function (LSF), have been recently

suggested for single-photon emission computed tomography (SPECT), using a film-

based flood source and materials easily found in a nuclear medicine department

(Fig. 9.15) [31], as well as for positron emission tomography (PET) systems [33]. In

this last study, the LSF is shown to be more appropriate than the PSF to calculate the

MTF in nuclear medicine because the LSF involves greater data averaging.

9.3.3 The Signal-to-Noise Ratio

We have seen above that the traditional definition of pixel SNR hides all informa-

tion about the frequencies of the noise. A different definition of SNR, named the

Hotelling observer SNR [34], uses the ratio between the Fourier measures MTF and

NPS seen above, thus preserving the frequency information. However, this defini-

tion of SNR has a different problem with current noise-reduction algorithms

employed in some devices. These noise-reduction algorithms employ nonlinear

image processing during the acquisition of images. This nonlinearity means that the

filters used for homogenous regions (used to obtain the NPS) are different from the

filters used for regions containing strong edges (such as the ones used to measure

MTF). Therefore, at the moment of dividing MTF by the NPS, we are not taking

into account the same image processing, and thus, the value obtained is not correct

(“it’s like dividing apples by oranges,” in words of a colleague).

For this reason among others, another kind of QA tools is gaining a lot of

attention in the past few years. These tools are called mathematical or model
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observers, because they simulate the ability of a human to detect information

inside an image. Using model observers, the difficulties of the Fourier analysis

and its assumptions are avoided, but of course, new difficulties arise from the

need to accurately simulate human abilities. The last section of this chapter

briefly explains how model observers may be used in the future for quality

assurance purposes.

9.4 Opinion on the Future of Quality Assurance

The long-term goal for QA procedures in medical imaging is to gradually reduce

and, if possible, avoid the need of humans for both QA purposes and diagnosis. This

should not be surprising since every technological field shows the same trend.

Robots and even androids are already taking over many tasks that were once carried

out only by humans, because the use of robots is much cheaper and time-efficient,

despite the associated sociological problems (such as the increasing unemployment

rate and lack of personal contact). As an example, a robot1 has recently been

developed to carry out QA of X-ray devices through the calculation of the detective

quantum efficiency (DQE, which is itself based on the Fourier measures MTF and

NPS). The use of robots and computer-based tools has the additional advantage of

avoiding individual subjectivity (i.e., the different response of humans under the

same stimulus). Computer-assisted diagnosis (CAD) tools are already in use to help

radiologists find tumors and other lesions.

In this last section, we explain how mathematical observers can work for QA

purposes. First, we introduce a different tool for the analysis of image quality, the

receiver operating characteristic (ROC) curves, which avoids the use of other image

properties such as noise and resolution, and afterwards, we explain how mathemat-

ical observers can be trained to carry out their own ROC analysis.

In the future, QA of medical devices may be based on mathematical observers

obtaining ROC curves and alerting the staff if the results are not satisfactory.

9.4.1 ROC Analysis

To perform an ROC analysis, say to evaluate the performance of a brain scan

protocol in a new PET-CT device, the observer is shown two sets of images in

arbitrary order; one set contains diseased cases (e.g., brain images from patients),

and the other set contains non-diseased cases (e.g., brain images of healthy people).

The observer must then assign a value, say from 1 to 10, to the likelihood that the

imaged breast is healthy. That value is called “test result.” If the task of finding the

tumor is difficult enough, the test results will be distributed over two overlapping

1A small description of the robot can be found in the website of the manufacturer: http://www.

imaging.robarts.ca/dqe/products.
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distributions; the distribution of the test results corresponding to diseased cases will

be centered in a lower value than the distribution of test results corresponding to

non-diseased cases (Fig. 9.16). The smaller the overlap of these two distributions,

the better the ability of the observer to distinguish between the two cases will be,

and the easier to reach a correct conclusion.

If we set a certain threshold, say 5, we may decide that all cases having a

value below that threshold contain a tumor (positive cases), and the ones above

that threshold do not (negative cases). In the usual case of overlapping

distributions, some non-diseased cases (without tumor) will be labeled as dis-

eased and treated as such (and will form the so-called false-positive fraction of

cases, FPF), but also some diseased cases will be labeled correctly (and will form

the true-positive fraction, TPF). The receiver operating characteristic (ROC)

curve is just a plot of the FPF (false alarms) against the TPF (hits) when the

threshold is varied from 0 to 10 (Fig. 9.16). As an academic example, the reader

can think of what the TPF and FPF would be if the threshold is set to the extreme

values 0 and 10.

ROC curves are used to assess the sensitivity and specificity of a certain device

(or a certain observer under certain imaging conditions). The sensitivity refers to

how many cases are actually detected, and the specificity refers to how well are

diseased cases distinguished from non-diseased.

By the way, the solution to the academic example mentioned above is that if you

set the threshold to a null value, all cases will be labeled as healthy (negative), so

the TPF and the FPF will be zero (because no case was labeled as positive!). In the

case of a high threshold value such as 10, both the TPF and the FPF take their

maximum value. The optimum value for the threshold would be the one that

produces the largest TPF at the smallest FPF possible.

So, how can one teach computers to carry out an ROC analysis?

Fig. 9.16 Distributions of diseased and non-diseased cases. The ROC curve appears as the

threshold is moved towards higher values of the test result. Courtesy of Kyle Myers
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9.4.2 ROC with Mathematical Observers

We can train computers to find tumors in medical images and to come up with a

corresponding ROC analysis. The resulting tools of this training are called mathe-

matical or model observers because they are designed to model human

characteristics.

For a computer, an image is represented as a vector g, and a lesion (such as a

tumor) is for the computer a signal. If we obtain a large number of images

containing a given signal g1, say brain or mammography images containing a

small tumor, we can average them into an image g1 that defines an average image

of background plus signal. We can do the same with a large number of images g2 of

background only (such as mammography images of healthy breasts) and average

them into g2. We can then represent a signal as

Signal � g1 � g2:

A computer can now obtain a test result for any image g by calculating the

following scalar product:

λ ¼ ðg1 � g2Þtg:

The term in brackets is the training of the observer, and the value λ obtained this
way is the observer. If the input image g contains the signal that we had used in the

images g1 (or something similar), the scalar product is going to be large, whereas if

the input image does not contain the signal at all, the observer is going to produce a

low value. By comparison of this value with a certain threshold, λthreshold, we can

obtain the necessary FPF and TPF for an ROC analysis.

Note that this is a very simplified case used for illustration purposes, because in

order to train a computer to detect different kinds of signals, the training of the

observer must contain other, more complex terms. This is an active field of research

at the moment [35, 36].

In conclusion, QA in medical imaging is moving towards better simulation of

human properties and abilities. Better anthropomorphic phantoms are being devel-

oped with improved detectors for dosimetry purposes, and IQ measures are being

refined to account for the actual quality of the diagnostic information instead of

looking at other purely physical properties. However, traditional methods have

proved to be very practical and quite accurate, so that they will still be around for

many years to come.
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Part III

New Concepts in Nuclear Medical Imaging



Chapter 10

The EURATOM FP7 Collaborative Project

MADEIRA

Augusto Giussani and Marcus Söderberg

Part III of this book will give a closer insight into the outcomes of the European

research project MADEIRA (Minimizing Activities and Doses by Enhancing

Imaging quality in Radiopharmaceutical Administration) [1]. It was in the course

of this project, co-funded by the European Commission through the EURATOM

Seventh Research Framework Program from January 2008 till December 2010, that

a training course on “Imaging in Nuclear Medicine” was organized (Munich,

Germany, October 5–8, 2010) and this book was conceived. The course was

the last in a series of three training courses organized in the frame of the project

(http://www.madeira-training.org).

10.1 Context and Objectives of the Project

Six institutions of five European countries and one university from the United

States of America were working in the project:

• Helmholtz Zentrum München (Neuherberg, Germany), which also coordinated

and managed the project

• Medical Radiation Physics, Lund University, Skåne University Hospital Malmö

(Malmö, Sweden)
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• Jožef Stefan Institute (Ljubljana, Slovenia)

• Instituto de Fı́sica Corpuscular (Valencia, Spain)

• Scivis wissenschaftliche Bildverarbeitung GmbH (Göttingen, Germany)

• Università degli Studi di Milano (Milano, Italy)

• University of Michigan (Ann Arbor, USA)

The starting point for the formation of the consortium was the consideration that

three-dimensional (3D) functional nuclear medicine imaging, especially the com-

bination of today’s PET and SPECT systems with CT scanners, is a very powerful

diagnostic tool that provides information about

• Three-dimensional regional distribution of the cancer and of its functional

activity

• Three-dimensional functional activity of other (non-cancer) illnesses

• Type and staging of the disease to be treated in each specific case

• Outcome of the therapy

The use of these imaging procedures, which are based on the detection of the

radiation emitted by (or traversing/scattered from) the patient, is inevitably

associated with a sometime significant radiation exposure of the patient. The

rapid growth of the individual dose due to medical exposures observed in the recent

years calls for strategies aimed to minimize or at least reduce the patient’s exposure.

However, image quality, velocity, and easiness of the diagnostic examination are

generally the main criteria leading to the introduction of new procedures.

Aim of the MADEIRA project, as its title reveals, was therefore to develop

several strategies to improve the imaging process and thus enable to reduce the

radiation dose to the patients while keeping the diagnostic information of the image

at the same level or even enhancing it.

Three main approaches were implemented to achieve the goals of the project:

• Improvement of the imaging process by the development of a new add-on

hardware consisting of a PET probe ring which can be inserted inside an

ordinary PET or PET/CT system and enables to obtain detailed images of the

region of interest

• Improvement of the imaging process by the development and implementation of

new algorithms for noise reduction and image reconstruction, which are able to

provide good quality diagnostic images even with reduced statistics

• Improvement of the diagnostic protocols and of the patients’ dose evaluation for

selected radiopharmaceuticals by extensive studies of their biodistribution and

development of realistic biokinetic and dosimetric models

In addition to those scientific approaches, the MADEIRA project developed a

large number of dissemination and education initiatives, among them the training

courses mentioned at the beginning.

The main achievements of the project can be summarized as follows:

(i) The modeling, data gathering, and uncertainty determination methodologies

developed within the framework of the MADEIRA project enabled to provide
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new insight into the biokinetics of selected medical nuclear imaging

procedures, to calculate relevant dose distributions in the body and to optimize

time schemes for better signal-to-noise ratios in the images [2–7].

(ii) The main concept and the feasibility of a new detection configuration, namely,

the insertion of an add-on probe in a clinical PET system, could be success-

fully tested in a prototype. The predicted optimization of the resolution could

be achieved and is ready to be implemented for clinically relevant procedures

requiring improved spatial resolution [8–10].

(iii) New methods for testing the various image processing approaches applied to

nuclear medical procedures were developed [11, 12]. Besides that, a new

phantom for quality assurance and for effectiveness test in nuclear imaging

was developed, and a patent application was filed. Another patent application

was filed for a completely new reconstruction scheme for nuclear medical

imaging based on compressive sensing techniques.

This chapter will describe mainly the achievements summarised in (iii). Some

details on the compressive sensing techniques were already presented in Chap. 7.

The following chapter will deal in detail with the add-on probe mentioned in (ii).

Putting the pieces together, the developments obtained in the frame of the

MADEIRA project will provide possibilities to achieve images with higher spatial

resolution and better signal-to noise ratios while decreasing at the same time the

activity administered during nuclear medicine procedures, resulting in a reduction

of the dose to the patient by a factor of three and even more [13].

10.2 New Algorithms for Image Reconstruction and Noise

Reduction

In nuclear medicine imaging, the geometrical and statistical parameters are differ-

ent compared to diagnostic radiology. On one side, the radiation source is inside the

body, and one is interested to determine the original location of the emitted

radiation as well as its intensity, whereas in X-ray-based tomography, the radiation

source is outside the body, and one is interested to determine the anatomical

structures by the way they absorb the incoming radiation. On the other side, the

number of photons reaching the detectors in nuclear medicine is significantly lower

than in projectional radiography, due to the presence of the collimators, necessary

for identifying the origin of the emitted radiation. This means that the available

reconstruction methods need to be adjusted to the specific case of nuclear medicine

and that standardization is required for the evaluation process.

New algorithms and approaches were therefore developed within the

MADEIRA project and then tested using images obtained from either clinical

images of patients or, when not available, from experimental measurements with

phantoms. Part of the work performed was facilitated by the software platform

“scientific visualizer” developed by Scivis wissenschaftliche Bildverarbeitung
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GmbH (Göttingen, Germany). This platform enables to read different image

formats (Dicom and proprietary nuclear medicine image formats), to implement

different image processing algorithms (e.g., OPED, ReSPECT) and to visualize and

post-process the results. The possibility to decouple the different tasks by

integrating different processing blocks as plug-ins facilitates the standardization

of the evaluation of the results.

A completely new image reconstruction method for nuclear medical imaging

was envisaged by scientists of Scivis GmbH and of the Helmholtz Zentrum

München. This is based on the compressed sensing (CS) paradigm which allows

for reconstructing data from very few measurements, provided the object is (in a

mathematical sense) “sparse” or “compressible.” The mathematical theory behind

this strategy, as mentioned in Chap. 7, was however not able to deal with Poissonian

noise which is characteristic of nuclear medicine imaging. Adapting the complex

CS theory to Poissonian noise enables to reduce considerably the number of

measurements necessary to produce the image while retaining the same image

quality. A new methodology fulfilling these requirements was developed in the

frame of the project and was filed as a patent application [14].

In addition, a structure-saving nonlinear noise reduction algorithm developed by

Hoeschen et al. [15] was adapted to the nuclear medicine case (SPECT). This

adaption was not straightforward, considering that the algorithm had been origi-

nally devised for reducing anatomical noise and statistical (i.e. mostly quantum)

noise in projectional radiography and implemented into the scheme of CT

investigations. It was necessary therefore to find optimal adaptive relocations to

correct in particular for the high statistical noise in different imaging geometries

typical of nuclear medical imaging.

The adaption to SPECT imaging was possible considering a SPECT instrument

with the two detectors fixed at 180� to each other, each of them covering the whole

360� scanning field by rotation. Therefore, two data sets for correlation are avail-

able. However, the fact that the position of the emitting radioisotope is not always

centered with respect to the rotation axis of the detectors requires a solution to take

this shift into account. The depositioning implies indeed some time delay in the

signal collection of the two detectors, and consequently a rotation phase shift has to

be introduced for the data to be correlated.

A similar but even easier approach to reduce artifacts and the related noise in

PET images was made possible by reconstructing two complementary data sets

which are then added together. With this procedure, undersampling artifacts are

avoided, as shown in Fig. 10.1. The images shown in panels (a) and (b) are two

different reconstructions of the same phantom done according to standard sampling

schemes. The combination of the reconstructions using complementary data sets

enables to eliminate the artifacts, as observed in panel (c) of the image.

The algorithms developed in the course of the project were tested by assessment

of reconstructed images using the “scientific visualizer” tool.

A number of measurements with a Jaszczak phantom (Data Spectrum Corpora-

tion, Model # 5000) were performed to study how different reconstruction

parameters influence the image quality, in particular to find the optimal number
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of subsets and iterations required to be used. In addition to the phantom images, also

raw data for patients suffering from neuroblastoma or pheochromocytoma and

investigated with 123I-metaiodobenzylguanidine (MIBG) were collected. Images

were reconstructed for different equivalent number of iterations (defined as the

number of subsets times the number of iterations), using the Siemens iterative

algorithm Flash 3D. The algorithms ReSPECT (iterative) and OPED (analytic)

were adapted for 123I-MIBG examinations and implemented in the “scientific

visualizer” platform. Details of this analysis are given in the following section.

Also the new noise reduction methods developed in the MADEIRA project and

used in combination with OPED were implemented in ReSPECT. Denoised patient

images were reconstructed with ReSPECT and OPED.

10.3 Rank-Order Study

No current image quality criteria are established for nuclear medicine examinations

as there are for X-ray images. ROC studies or derivatives thereof are widely used in

medical X-ray imaging to define differences in imaging procedures, but ROC

studies are time-consuming and require a large patient cohort with normal and

pathological subjects, and the right diagnosis for each case should be known.

However, if the diagnostic performances are comparable or only slightly different,

performing a side-by-side review (rank-order study) may be desirable [16, 17]. In

the frame of the MADEIRA project, such a rank-order study was performed for

SPECT imaging with 123I-MIBG [18].

SPECT is indeed afflicted with relatively poor spatial resolution and high

statistical noise compared to other medical imaging systems. This limitation is

partly explained by the restricted amount of reasonable activity, photon attenuation

within the patient, scatter, reasonable acquisition time, light scatter in the detector,

detector photomultiplier tube configuration, and the trade-off between efficiency

and the spatial resolution of the collimator. By choosing an appropriate reconstruc-

tion method and optimal reconstruction parameters, opportunities exist for improv-

ing image quality and lesion detectability.

Fig. 10.1 Reconstruction of a phantom slice using two different sampling schemes which are

supplementary to each other (panels (a) and (b), respectively). In the standard reconstruction, this

would still produce the same artifacts as seen here. The summation of the reconstructions of the

complementary data sets is shown in part (c) of the figure. The aliasing artifacts are destroyed due

to the principal accuracy of the OPED algorithm
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To find the optimal conditions for a reconstruction algorithm, several parameters

need to be optimized. The number of equivalent iterations (EI) was optimized for

the Flash 3D (Siemens Medical Solutions, Forchheim, Germany) [19] reconstruc-

tion algorithm and compared to two recently developed reconstruction algorithms,

ReSPECT (Scivis GmbH, Gottingen, Germany) [20] and orthogonal polynomial

expansion on disc (OPED) [12, 21].

Flash 3D and ReSPECT are iterative algorithms based on the OSEM technique,

and OPED is an analytic algorithm. A rank-order study was performed, and the

SPECT images were interpreted by three experienced observers, all nuclear medi-

cine physicians, by showing the image sets in the software package “scientific

visualizer” installed on one of the department’s regular PACS workstations. The

software was adapted for observer studies with the possibility of showing up to

eight unlabeled image sets side by side.

The images used for the study were obtained for 11 patients who had underwent

SPECT 4 h after intravenous injection of approximately 200 MBq. Additionally,

images acquired for 14 patients at 24 h postinjection (p.i.) were also included in the

study. The SPECT data for each patient were presented side by side in sagittal,

coronal, and transversal views and as a maximum intensity projection in random

order and unlabeled. The images were presented in a black-and-white scale, and the

observers were free to change the window-level settings. No time limit was

imposed on the observer’s evaluation. In the first visual assessment, images

reconstructed at eight different EI numbers for Flash 3D were displayed (8, 16,

32, 64, 80, 96, 128 and 256 EI). It should be noted that using too few EI is

undesirable as the algorithm may not reach convergence everywhere in the

reconstructed volume and lesions will not be visible.

Three observers were asked to rank the three best image sets according to their

overall impression of the image quality with regard to noise level, ability to

discriminate uptakes in anatomical structures (e.g., liver, adrenal glands, kidneys,

and spleen), introduction of artifacts, and if possible delineation of suspected

pathology. The rank order was 1 (best) to 3, and the remaining image sets obtained

a rank order of 4. This procedure was performed for images acquired 4 h and 24 h

after injection. The average distribution of image quality ranking for all observers

was calculated for the different EI numbers. In addition, the rank order was

obtained based on the calculated average of scores a given image set received,

i.e. the lower the value the better the image. In the second visual assessment, the

two best considered EI numbers for Flash 3D were compared to ReSPECT and

OPED (Fig. 10.2).

In the same manner as the first assessment, the observers were asked to rank the

image sets according to their overall impression of the image quality. A rank order

of 1 was assigned to the image set judged to have the best overall image quality, and

a rank of 4 was assigned to the worst one. The procedure was performed for images

acquired 4 h and 24 h after injection. The average distribution of image quality

ranking for all observers was calculated for the different reconstruction methods. In

addition, the rank order was obtained based on the calculated average of scores that

a given image set received.
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The optimal EI number for Flash 3D was found to be 32 for both acquisitions at

4 h and 24 h p.i. The average rank order for the different reconstruction algorithms

was Flash 3D32 > ReSPECT > Flash 3D64 > OPED for acquisitions at 4 h. Simi-

larly, for acquisitions at 24 h, the order was Flash 3D16 > ReSPECT > Flash

3D32 > OPED.

The algorithm developed the frame of the project shows apparently still potential

for improvement. It should however be considered that neither attenuation nor

scatter correction was applied in the OPED algorithm. The reconstructed images

using OPED were noisy and had streaklike artefacts due to the geometry of the

SPECT data. Actually, OPED is more suitable for use in PET and CT [22], since it

requires sinusoidal lateral sampling. Instead, the measured SPECT data are parallel

in the classical sense, i.e. uniformly distributed projections with equi-spaced lateral

sampling, due to the collimation used, and consequently, they need to be resampled

for an optimal elaboration with OPED.

The results obtained in this study, although specific for the scanner and parame-

ter settings and depending on the amount of radionuclide activity used, acquisition

parameters, acquisition time, and examined body area, give however an indication

of preferred reconstruction parameters and algorithms, which need to be further

investigated with a larger patient cohort. Therefore, they are useful for future

optimization of reconstruction methods and parameter settings.

Fig. 10.2 Coronal images acquired 4 h after the injection of approximately 200 MBq 123I-MIBG

and reconstructed using different reconstruction methods: Flash 3D32 (a), Flash 3D64 (b),

ReSPECT (c), and OPED (d)
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10.4 The MADEIRA Phantom

In the course of the project, the need of a specific phantom for evaluation of spatial

resolution in PET and SPECT imaging was acknowledged. Nowadays, the majority

of phantoms used to characterize a SPECT or a PET system are cylinders

containing fillable inserts, e.g., the Jaszczak PET/SPECT phantom [23] and

NEMA IEC body phantom setTM [24], or phantoms consisting of multiple discrete

disks or sheets, e.g., the Hoffman phantom [25] and the porous phantom [26].

Tissue-equivalent anthropomorphic phantoms, as the RSD Alderson heart/thorax

phantom, are also available [27]. These phantoms however cannot give detailed and

precise information regarding spatial resolution and specifically the onset of the so-

called partial volume effect (PVE).

An ad hoc phantom was therefore devised. A preliminary version of the phantom

(named MADEIRA phantom) (see Fig. 10.3, left) consisted of 21 cones with

separate valves for filling with radioactive solution. The cones were placed within

a half-cylindrical surrounding vessel, which is also fillable with radioactive solution

for simulating a low activity background. The phantom was constructed of acrylic

glass for visual inspection of bubble-free filling.

The phantom was developed by Scivis in cooperation with the Medical Radia-

tion Physics Department in the Skåne University Hospital Malmö as a clinical

partner. It was designed to specifically fit into the RSD Alderson thorax phantom, so

that it could be used for a standardized testing in a clinically relevant situation.

Preliminary tests highlighted some construction and leakage problems, which

were corrected in the second version of the phantom, consisting of 16 cones of

19 cm length and with an inner diameter linearly decreasing from 16 mm to 2 mm.

The wall thickness of the cones is 1 mm. Ideally, the cone walls should have non-

zero thickness to prevent the so-called wall effect, i.e. the fact that a shell of zero

activity divides the cone solution and the background solution. This may affect

quantitative measurements and evaluation of lesion detection, but it is believed to

be negligible concerning the evaluation of PVE. The chosen thickness of 1 mm was

a practical compromise to guarantee the fabrication of the phantom and at same

time to minimize the “wall effect”.

The phantom was employed for measurements in a clinical environment. SPECT

(99mTc) and PET (18F) measurements were performed, with the cones filled with

activity levels differing by a factor of 3/4 from one to the other. The external vessel

was filled with a background activity concentration which was one-tenth of the

concentration in the most active cone and ten times the concentration in the less

active cone. Consequently, eight cones contained activity below background and

eight cones activity above background. Initial activities at the start of acquisition

were 530 MBq for 99mTc and 145 MBq for 18F.

The SPECT acquisitions were performed with a Symbia T2 SPECT/CT (Sie-

mens Medical Solutions, Forchheim, Germany) in noncircular orbit step and shoot

mode. The collimator used was a low-energy ultrahigh resolution (LEUHR) [28].

The applied energy windows were a 15 % photo-peak window symmetrically
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placed around 140 keV and a 15 % lower scatter window. Each projection was

acquired for 60 s, and 240 projections were acquired over 360�. The acquisition

matrix was 256 � 256. Images were reconstructed using the iterative algorithm

ReSPECT 3.0, using eight iterations, nonlinear noise suppression and without

Gaussian filter (Scivis wissenschaftliche Bildverarbeitung GmbH, Göttingen,

Germany).

The number of projections was varied by taking only a subset out of the total

projections, preserving an equidistant sampling of the angle space (120, 80, 60, 48,

40, 30, and 24). The total number of photons was varied by Monte Carlo

simulations (increasing Poisson noise), intended to virtually simulate shorter acqui-

sition time or activity. The matrix size was varied by downsampling the projection

matrix (256, 128, 64). This made it possible to investigate the influence of count

statistics, number of angles and matrix size simultaneously by just one (real)

acquisition. All manipulations were carried out by using the Scivis “scientific

visualizer” software, producing correct DICOM data sets that can be reconstructed

by any DICOM capable software. The PET acquisitions were performed with a

Gemini 16 PET/CT (Philips Healthcare, Best, The Netherlands) using a matrix size

of 144 � 144 and a scan time of 15 min per bed position. The iterative reconstruc-

tion method used was LOR-TF-RAMLA, with default settings. Further details on

the experiments can be found in [29].

Figure 10.4 shows representative SPECT and PET images of the new phantom

performed with very good statistics. Spatial resolution was evaluated as the full

width at half maximum (FWHM) by drawing profiles across the center of the cones.

Figure 10.5 shows one application of the phantom for the evaluation of spatial

resolution and, in particular, of the partial volume effect. As explained in Chap. 7,

PVE is manifested in the underestimation of the activity contained in a region,

when the dimension of this region falls below a certain threshold (according to

Skretting [30], the phenomenon is better described by the term “intensity diffu-

sion”). The contrast-to-noise ratio (CNR) of lesion to background is essential for the

detection of lesions in SPECT and PET images. Below a certain volume, the

reconstructed intensity tends to diffuse into neighbouring voxels, thereby resulting

in very low target-to-background ratios (underestimation of activity concentration

in the target) [31]. The MADEIRA phantom has been designed so that it can

simultaneously provide different target-to-background activity ratios with a linearly

Fig. 10.3 The MADEIRA phantom. Left: first design; right: design used for the tests shown here
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changing diameter of active or inactive lesions. It was thus possible to evaluate PVE

by drawing profiles along the length of the cones. The use of a phantom with cones,

which change their diameters continuously and not stepwise, is actually instrumen-

tal in finding the dimension of the region when the PVE starts to play a role.

Figure 10.5 shows that for SPECT images, this happens when the diameter is about

1 cm or less.

The level of reconstructed activity concentration in the constant part was not

affected by the number of projections used for reconstruction. On the contrary, the

number of projections used for reconstruction affected the value of the cone

diameter where PVE starts: the lower the number of projections, the larger the

size of the objects affected by PVE [29]. Consequently, care should be taken in the

reconstructing images with a reduced number of projections, since this reduction

will increase the importance of PVE.

Fig. 10.4 Representative SPECT (left) and PET (right) images of the new phantom
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A different pattern was observed in the analysis of the PET images (Fig. 10.6).

No plateau was observed before the starting point of the PVE. This finding was

somewhat surprising, a better spatial resolution for the PET system compared to the

SPECT system was actually expected. The results indicated that the onset of the

PVE begins already at sizes larger than the bases of the MADEIRA phantom cones.

It should be taken into consideration that the noise suppression and regularization

mechanisms chosen by the authors of the study and included in the reconstruction

algorithms could have affected the results.

Other applications of the phantom included the evaluation of figures of merit

such as detectability, signal-to-noise, and resolution depending on the total number

of counts and projections and parameters for various reconstructions. In order to do

that, further tests were performed by varying the acquisition parameters and the

count statistics for the SPECT measurements. By using Monte Carlo simulations,

the total number of photons was varied. The number of projection angles was varied

by taking only a subset out of the 240 total projections. The matrix size was reduced

by rebinning.

Figure 10.7 shows the result obtained in the reconstruction of the MADEIRA

phantom. The left panel gives the reconstructed images using the compressed

sensing (CS) methodology with only 15 projection angles. Note the smoothness

of the hot cones and the detectability of the cold ones. The image in the right panel

of Fig. 10.7, obtained with standard algorithms from 48 projections (i.e., more than

three times the ones used with CS), appears slightly less noisy; however, the hot

cones have jagged edges, and the cold cones are hardly discernable at all. Thus, it

can be clearly stated that CS turns out to be extremely advantageous to reduce to

about one-third the amount of projections necessary for artifact-free reconstruction

or alternatively to reduce the necessary activity administered.

The MADEIRA phantom has thus proved its potential as an important practical

tool for comparison and optimization of different acquisition and reconstruction

parameters in nuclear medicine tomographic studies. It can be employed to find the

best working point of a given system as well as for comparisons between various

tomographic units.
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A further improved version of the phantom, with a reduced number of cones (12)

and two emptying valves for facilitating its cleaning, will be commercially avail-

able starting end of 2012.

10.5 Final Considerations

In this chapter, some of the most relevant outcomes obtained in the frame of the

European collaborative Project MADEIRA with regard to image acquisition and

processing procedures were presented. Together with the development of new

detection systems, like the one described in the next chapter, the application of

such procedures can lead to a significant reduction of the activity administered to

the patients undergoing nuclear medical diagnostic procedure and consequently a

significant positive impact on their exposure to ionizing radiation (and specifically

the dose to the healthy tissues) while guaranteeing or even improving the quality of

the diagnostic information provided.
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Leide-Svegborn S, Söderberg M, Mattsson S, Hoeschen C, Cantone MC (2012) A compart-

mental model fpr biokinetics and dosimetry of 18F-choline in prostate cancer patients. J Nucl

Med 53(6):985–993

7. Li W, Hoeschen C (2010) Uncertainty and sensitivity analysis of biokinetic models for

radiopharmaceuticals used in nuclear medicine. Radiat Prot Dosimetry 139:228–231

8. Linhart V, Burdette D, Chessi E, Cindro V, Clinthorne NH, Cochran E, Grošičar B,
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Chapter 11

Image Magnification with PET Insert Probe

Andrej Studen

11.1 Introduction

This chapter will describe the development of a PET probe based on solid-state

detectors. The PET probe concept combines the high spatial resolution of dedicated

PET imaging devices with the large field of view of the standard PET scanners. This

is achieved by placing an additional movable detector within the standard PET ring

and combining standard events with those captured by the probe. The probe must

exhibit excellent spatial resolution and be of compact, sturdy design, making solid-

state detectors a compelling choice over scintillator-based materials. Although

silicon may not be perfectly suited in terms of stopping power and timing resolu-

tion, its other characteristics make it a compelling choice for the probe construction.

This chapter will give an overview on probe construction, characterization, and

performance as well as outline the limiting aspects of the described approach.

11.2 The PET Probe Principle

The landscape of the present PET imaging is the following: On one hand, there are

large (and expensive) whole-body PET scanners with, although highly improved in

the last years, still somewhat limited spatial resolution [1, 2] and, on the other hand,

devices tailored for specific applications (head imaging [3], small animal imaging

[4]) with excellent spatial resolution. The question is whether it is possible to

combine the best of both worlds, that is, the large field of view with the excellent

spatial resolution in the targeted area.
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To achieve that goal, the PET probe concept combines a standard whole-body

imager with an additional detector, the probe, which provides additional spatial

resolution in selected areas. A possible layout is depicted in Fig. 11.1. As described

in Chaps. 3 and 4, the standard PET detector is laid out in a ring to capture both

photons generated in the positron annihilation. The positron itself is generated

during disintegration of the nuclide embedded in the radiopharmaceutical, with

annihilation occurring in the vicinity of the disintegrated nuclide. In Chap. 3, the

line of response was defined as that line connecting the interactions of both photons

as they are detected in two detector elements on opposite sides of the ring. Since the

photons are emitted in nearly opposite directions, the line of response will contain

the position of positron annihilation somewhere along its length. A standard

interaction, labeled a ring–ring event for categorization purposes, will thus have

two photons interacting in ring elements on opposite sides of the ring. The large size

of the ring detector cubes shown in the figure serves to indicate the ring’s limited

spatial resolution, leading to a thick line of response and a large uncertainty in

determination of the source position.

The probe provides events of a different type, where one of the two annihilation

photons interacts in the additional detector. The excellent spatial resolution of the

probe is indicated in the figure by the smaller size of the detector elements. This

type of events, categorized as probe–ring events, will define a thinner line of

response and consequently delimit a much smaller volume of possible source

positions, resulting in an improved inherent spatial resolution.

The idea of combining events from multiple data sets with different resolutions

was suggested first by Clinthorne et al. [5]. Their approach was to boost a standard

PET ring with an internal high-resolution ring with limited efficiency. The result of

their study was quite surprising: Even a relatively small portion of events with high

Fig. 11.1 Illustration of the

PET probe principle
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spatial resolution dramatically improves the imaging performance, especially when

small details are sought in the image. The imaging performance was quantified via a

version of Cramer–Rao bound [6], a curve that relates resolution and variance (or

equivalently, contrast and resolution) of a particular realization of reconstructed

image. The bound shows a device-characteristic trade-off between the image

resolution and the variance and offers a way to compare two independent systems.

The results are quoted as a noise advantage, expressed as the ratio of the standard

deviations in images from the two systems, both reconstructed at the same target

resolution.

Figure 11.2 shows the noise advantage of a standard PET ring supplemented by a

full internal ring providing an additional 13 % of high-resolution events compared

to a stand-alone external ring only. The example shown in the figure refers to a disk

of a homogeneous activity and resolutions of standard and probe–ring events

assumed to be 4 mm FWHM and 1 mm FWHM, respectively.

There is little improvement in adding high-resolution data while spatial recon-

struction remains above to the system resolution of the external ring. Below that

margin, the noise advantage starts to rise, reaching a value of 10 at 2-mm resolution.

Since for Poisson governed systems the standard deviation is proportional to the

square root of the event count, a ratio of 10 in standard deviations translates into 100

times less events required in a mixed system to reach comparable image quality.

The anticipated performance of a probe-equipped system will hence rely on the

spatial resolution of collected events.

Figure 11.3 shows a probe–ring event with those parameters that are relevant for

computing the spatial resolution of such events. The resolution is calculated in the

direction perpendicular to the line of response as there is little information on

position along the line of response from a single interaction (see also Chap. 3). In

that direction the contribution to spatial resolution due to limited resolution of the

detector elements will be

Fig. 11.2 Ratio of image

variance for a ring–ring data

set versus a data set

complemented with 13 %

of high-resolution probe–ring

data. Simulation assumed

a double-ring arrangement,

4-mm FWHM ring, and

1-mm probe resolution
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σ2tr ¼ ðð1� αÞ2 � ðσ2D;1sin2θ1 þ σ2C;1cos
2θ1Þ þ α2 � ðσ2D;2sin2θ2 þ σ2C;2cos

2θ2ÞÞ
(11.1)

where (see also figure) D is the separation of the sensors, θ1 and θ2 are the impact

angles, σD and σC are resolutions of respective detector elements in circumferential

and longitudinal (or in depth) direction, and αmeasures the relative distance d1/D of

annihilation position along the line of response.

For a perpendicular impact, the expression is simplified to α2-weighted sum of

circumferential resolution of both detectors. The resulting curve is drawn in

Fig. 11.4 for three conceivable probe intrinsic resolutions. The variance has a

broad minimum, and annihilations as far as 10 cm from the probe can still be

resolved with spatial resolution nearly identical to the intrinsic spatial resolution of

the probe. The effects of annihilation acolinearity have to be added to the above

expression, noting however that its spatial resolution also depends on distance of

detectors from the annihilation point:

σAC ¼ d1 � ðD� d1Þ
D

� 0:0088 (11.2)

For events close to the probe (in its “focus”), this contribution tends to be quite

small (0.7 mm at 10 cm) and can be safely ignored compared to the geometrical

resolution given in Fig. 11.4.

From the figure, it can be seen that a probe with a 1-mm inherent resolution will

be able to resolve annihilation sources with 1-mm spatial resolution, comparable to

high-resolution events from the inner ring of the setup suggested by Clinthorne

et al., making all their conclusions valid for the PET probe concept as well.

Since probe–ring events will be mostly collected from a single position of the

probe, the probe–ring data set will suffer from limited angle anomalies. However,

using the basic image of the external ring and adding the probe–ring data set should

circumvent appearance of artifacts in the combined image.

A potential clinical application of the PET probe would be detection and localiza-

tion of a prostate cancer. The prostate is hard to image as it is located in-between

significant amounts of obscuring tissue. For a ring geometry of a PET system, this

means that the radiopharmaceutical has to be imaged from a relatively large distances,

overlying blurring and noise from the obscuring tissue over the region of interest.
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Since the outcome of the disease is strongly related to its precise localization (extra-

prostatic growth, number of focal points), the current image quality is inadequate for

proper staging and treatment planning [7]. One way to overcome present misgivings

would be to add a probe to the PET ring and place the probe in the vicinity of the

prostate. The probe can explore the proximity of the prostate to the rectal cavity,

following examples from transrectal ultrasound [8] and endorectal magnetic reso-

nance imaging [9], or can be a strategically placed external probe. In either case, a near

1-mm resolution of PET-amplified probe in the prostate region could be achieved,

allowing for an improved localization and staging of the disease.

11.2.1 The Requirements of the Probe and Selection of Probe
Composition

One of the most important features of the detector serving as the probe is its

excellent spatial resolution. This should be combined with:

• An excellent timing resolution for proper event matching

• An appropriate energy resolution to be able to recognize events where photons

were scattered in the body prior to detection

• Sufficient relative transparency to prevent interference with the external ring

while intercepting about 10 % of high-resolution data required to maintain

image quality

• Physical compactness and sturdiness for practicality of use

These requirements are hard to satisfy simultaneously. The present detection

materials only match some of the requirements while compromise others. Multiple

implementations are possible based on either scintillator-based detectors [10] or
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solid-state detectors [11], which seem to be a compelling choice with practically

infinite spatial resolution [12].

The PET probe implementation presented here falls in this latter category. The

selected silicon detectors provide unprecedented spatial resolution, by far exceed-

ing requirements of nuclear medicine. In other aspects, the timing resolution is not

perfect, but manageable [13], and its low efficiency/stopping power can be

compensated by stacking multiple detector layers. The low stopping power can

also be seen as an advantage, since external PET ring data will be only slightly

modified by the presence of the probe. With robustness of silicon, the practicality

issue is also resolved, adding a bonus of the probe being non-perturbed by operation

in a magnetic field [14].

While trying to outline general properties of a PET probe, the following sections

nevertheless refer to a specific implementation of the probe, developed within the

MADEIRA collaborative project.

11.3 The PET Probe Prototype

The PET probe is essentially an addition to an existing PET ring. Consequentially,

most efforts were concentrated on the development of the additional detector, the

probe, assuming availability of a suitable external ring. In the following discus-

sions, the probe will be assumed to be interfaced to a standard whole-body human

PET scanner like those characterized in [1, 2].

11.3.1 Properties of Silicon Detectors

The silicon detectors are standard tools in particle physics. They are used to track

charged particles close to the interaction point. The silicon detectors intended for

the PET probe are a slightly modified version of the originals.

The basic detector layout is illustrated in Fig. 11.5. The detector is a reversely

operated diode with varied doping concentration. The central part (bulk) of the

detector is made from monocrystalline silicon of high purity and consequently

resistivity in excess of 30 kΩ cm. A thin (a few μm) top p-layer with strong doping

concentration (1024 � m�3) forms a p–n junction with the bulk, and a similar

n-type layer at the bottom provides low-resistivity interface to the backplane

electrode. The top p-layer is segmented to independent pads. The size of the pads

of detectors for PET imaging is set at around 1 mm, small enough to provide

sufficient resolution and large enough to guarantee that the generated charge is

collected in a single pad for each event.

The detector thickness is modified from the standard particle detectors.

A thickness between 0.5 and 1 mm is a good compromise between efficiency,

timing resolution, channel count, and limitation of planar detector processing.
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With attenuation coefficient of μ ¼ 0.2 cm�1 for 511-keV photons, a 1-mm-thick

detector stops about 2 % of incoming photons. With standard PET detector

elements being nearly 100 % efficient, five or more detector layers must be used

to reach the desired 10 % ratio of high-resolution events in the sample.

The detector is reversely biased to voltages exceeding the full depletion voltage,

depleting the detector of thermally generated free carriers. An interaction in the

detector produces countable pairs of free electrons and holes, the number of which

is proportional to the energy deposited by the interacting particle. The generated

charge is driven by the electric field to induce signal on electrodes attached to the pads.

The signals collected on the electrodes (105 electrons) are relatively small

compared to the signals in the standard PMT-based PET detectors (109 electrons),

which makes silicon signals noise prone. This requires dedicated low-noise readout

electronics placed very close to the sensors.

11.3.2 The PET Probe Module

The MADEIRA PET probe was constructed of several identical, largely autono-

mous modules.

The MADEIRA probe module, photographed in Fig. 11.6, is composed of a pair

of silicon detectors, each measuring 40 � 26 mm2 and 1 mm thick. Only the top

detector is seen in the photograph, the bottom one is exactly behind it, with an

approximate spacing of 0.8 mm between the detectors. This spacing is to be small to

maximize content of active material in the probe. Each detector is segmented to

p −implant+

n −implant+

from outher pads
readout lines

n−bulk

20 um
1000 um

via Metal1−Metal2 Metal1

holes

electrons

photon interaction
High voltage

Polyimide Insulator

+

contact on Metal2

Fig. 11.5 Schematic illustration of silicon as position-sensitive photon detector with sketched

device geometry, application of high voltage, and carrier movement for a photon interaction
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1 � 1-mm2 square pads, totalling 1,040 sensitive voxels per sensor, each of 1-mm3

volume and independent from one another.

The detectors are attached to the hybrids, printed circuit boards (PCBs) that

provide mechanical support for the detectors and host the first stage of electronic

processing. We used VATAGP7, application-specific integrated circuits (ASICs)

made by IDEAS [15] for front-end electronics. Each VATAGP7 chip hosts 128

identical parallel processing channels, each channel composed of a low-noise

charge-sensitive preamplifier, whose output is split to a pair of electrically separated

CR-RC shapers with different shaping times. The fast shaper with a shaping time of

150 ns serves as an input to a leading edge discriminator (one per channel) with a

common chip threshold. A fine adjustment of thresholds for each channel is avail-

able through onboard digital-to-analog converters (DACs). A logical OR function of

all trigger signals from all channels within a chip gives the chip trigger. The slow

shaper with a shaping time of 500 ns provides an analog signal corresponding to the

number of electron holes collected in this pad or equivalently to the deposited

energy. The analog signals are placed in an on-chip shift register. The shift register

can be read in a serial mode, when signals collected in all channels on the chip are

read sequentially by clocking through the register, or in a sparse readout mode, when

only energy of channels that gave a trigger are read from the shift register.

In total, 16 ASICs are required to read the 2,080 pads of both silicon sensors.

These are split among four identical PCB boards. A flat cable connector connects

the ASICs to the downstream electronics.

11.3.3 The Data Acquisition System

The task of the data acquisition system (DAQ) is to manage the data coming from

the probe and interface it to the external ring. On top of that, the DAQ should

provide a way to set the operating conditions of the probe. Because of the modular

approach, the DAQ should be scalable as well.

detector

ASIChybrid

Fig. 11.6 Photograph of a

silicon module used as a

building block of the silicon

PET probe
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For the prototype, a dedicated DAQ system was constructed under a name of

MADDAQ [16], depicted in Fig. 11.7. Each MADDAQ board serves one probe

module and interfaces directly into a personal computer (PC) via an Ethernet cable.

The Ethernet protocol offers an attractive way of multiplying the MADDAQ boards

with minimum hardware overhead. Each board is powered with laboratory voltage

supplies (þ3.3 V and �3.3 V required) and also powers the remote ASICs. The

reverse bias voltage of 200 V for the sensors bypasses the MADDAQ and is

provided directly to the modules.

The MADDAQ board was built around a field programmable gate array (FPGA)

called Spartan-3 from Xilinx [17]. The FPGA and associated circuitry provide the

following features:

• A trigger logic implementation. The trigger from the external ring and the

triggers from the VATAGP7 chips are combined, and coherence is tested, via

a standard coincidence time window or through a more complex trigger

algorithm

• Event readout block, sequencing VATAGP7 readout, analog-to-digital conver-

sion of channel energies, and packaging of the event to data words

• Slow control of the data acquisition, including setting of the thresholds for

VATAGP7 discriminators, utility to program VATAGP7 register controlling

chip operation and provide settings for the low-noise preamplifiers

• Communication utilities that regulate transfer of collected data to the PC and

interpret the slow control commands coming from the control PC

11.4 Module Characterization

The modules were characterized with reference to parameters relevant for probe

performance. Here the expected efficiency, the energy resolution of the modules,

and their timing resolution will be reported.

Fig. 11.7 Photograph of a

MADDAQ board attached to

a test hybrid
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11.4.1 The Expected Efficiency of the Probe

The efficiency of the probe was estimated through simulation [18]. We wanted to

determine approximate relative number of probe–ring events versus ring–ring

events, grouped by location of annihilation, for a very general probe position and

a very general imaging setting. Geant4 [19], a standard software simulation tool,

was used for tracking photons through the object and the detection system.

For the generalized object, an ellipsoidal cylinder filled with water was used with

approximate human torso dimensions. For the generalized probe detector, a stan-

dard imaging ring was supplemented by a single layer of the probe with the

dimensions of the silicon detectors, with the probe laying facedown 1 cm from

the surface of the object. Pairs of photons headed in opposite directions were

randomly generated within the object, and the detected events were sorted by

event type, separating clean events from those that scattered prior to interaction.

These results are listed in Table 11.1. This points to a relative inefficiency of the

probe–ring events compared to the ring–ring events when a uniform background is

imaged.

To get a more detailed picture of where the detected events are coming from, the

object was coarsely divided to large voxels. Only clean detections were counted,

assuming a viable scattering event recognition, and their ratio was plotted versus

the voxel location. This is illustrated in Fig. 11.8 which shows a transverse and an

axial slice through the object at its center. Clearly, the probe is a focusing device

with most interactions coming from its immediate vicinity where the relative

efficiency increases to 1 % of probe–ring interactions in the data set.

Several important conclusions follow:

• A set of five to ten detectors will provide sufficient sampling to introduce the

drastic image quality improvements suggested by Clinthorne et al. portrayed in

Fig. 11.2.

• The sensitivity of the probe to the nearby annihilations only will cause most

events to share the excellent spatial resolution of the probe projected in Fig. 11.4.

• Probe will efficiently reject all out of focus events by 0.01 % overall efficiency

compared to 1 % “in focus” efficiency.

Table 11.1 Frequencies of event types in a PET probe configuration for a single 1-mm layer of

the MADEIRA PET probe detector and a standard-type external ring detector

Event type No. of interactions per 1,000 events

Total probe interactions (including singles) 4.5

Coincidences 0.81

Coincidences of scattered photons 0.75

Clean coincidences 0.06

Ring–ring clean coincidences 93.9

Photon pairs with opposite directions were generated randomly within an ellipsoidal cylinder filled

with water, measuring 60 cm axially and between 10 cm and 20 cm trans-axially. The ring and the

probe were centered on the object. Events that scattered prior to interaction were tagged and

counted separately. The number of detections per 1,000 of generated pairs is shown
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11.4.2 The Energy Resolution

Strictly speaking, the energy resolution has no bearing on the probe performance.

However, energy resolution is a strong indicator of the noise contamination of the

signal readout, and a proper energy resolution indicates proper operation of the

ASIC. Implicitly, however, the energy resolution has a strong bearing on event

classification and timing resolution. The energy resolution is measured by exposing

the sensor to radiation from a calibration source, 241Am with a clean γ-ray at

59.5 keV. Figure 11.9 shows a spectrum obtained with a MADEIRA probe module.

The width of the line corresponding to photoelectric effect of incoming photons is

2.7 keV FWHM.

Probe1 cm

PET ring
at 50 cm W

at
er

 b
ar

re
l

Probe

PET ring

Fig. 11.8 Relative efficiency of probe–ring event type versus ring–ring event types from simula-

tion. Two cross sections through simulated water phantom are given, trans-axial on the left and

axial (side) view on the right. The relative percentage is color coded according to colormap shown.

Drawings indicate approximate positions of the probe and the external ring. Notice that the ring is

drawn out of scale. The probe dimensions were equal to the size of the silicon sensors, 2 � 4 cm2,

with long edge oriented in the left-to-right direction

Fig. 11.9 Spectrum of gammas from 241Am as recorded in the detector module

11 Image Magnification with PET Insert Probe 213



During the simulation of probe efficiency, it was possible to correlate energy

recorded in silicon sensor to photon history, which is scattering prior to detection.

Since photons lose energy in interactions, the high-energy part of the spectrum is

much less contaminated with scattering than the lower part. Since the energy

resolution is excellent, a very precise cut on energy could be made to optimize

energy filtering. Table 11.2 shows effectiveness of a cut at 100 keV both in terms of

properly recognized scattered photons as well as in terms of misclassified events.

11.4.3 The Timing Resolution

Timing resolution is very important for sensor synchronization, crucial for event

matching. Here results obtained with a MADEIRA module prototype as described

in [13] will be presented. A simple setup portrayed in Fig. 11.10 was used to

measure the effect. The silicon detector under test was a simplified version of the

module presented above, with a smaller, 1 � 4-cm2 sensor divided into pads with

1.4-mm side, requiring a single hybrid readout with two VATAGP7 only. The

detectors were however cut from the same silicon wafers as the detectors for the

probe and the ASICs and the hybrids were identical to those of the MADEIRA

modules. As a timing reference detector, a LYSO-photomultiplier-tube (PMT)

assembly with a timing resolution of below 1 ns FWHM was used. Detectors

were facing each other, and a positron source was inserted in between. The emitted

positrons promptly annihilated to photon pairs, each striking one of the sensors.

Synchrony of detector response was measured by recording the delay between the

Table 11.2 Effectiveness of classification based on energy recorded in a probe (silicon) sensor for

an energy cut at 100 keV

True event type All Assumed clean Assumed scattered

Scattered prior to interaction 27.6 1.7 25.9

Clean 12.4 6.7 5.7

16 ch PMT,
ch connected

to readout
electronics

Na22

LYSO

Si

4 cm x 1 cm x 1 mm

3 cm x 2 cm x 2 cm

3 cm

5 cm

Fig. 11.10 Sketch of the

setup used to verify the timing

performance of the probe

module
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trigger from the LYSO-PMT and the module trigger. As the trigger for silicon is

generated by a leading edge discriminator implemented in VATAGP7, the trigger

time will be correlated to the signal amplitude, a phenomenon referred to as the

time walk. To record the time walk, the signal amplitude which corresponds to the

measured energy deposit in the detector was recorded with each event. Since

Compton scattering dominates at the interactions of 511-keV photons in silicon,

the recorded energy will be distributed according to the continuous, Klein-Nishina

energy distribution.

The correlation of energy and delay is shown in Fig. 11.11. The color drawn at a

given location in the plot represents relative frequency of events with a

corresponding combination of delay and energy measurements, with black

indicating a low and yellow indicating a high event count. The red and yellow

areas trace out the characteristic time-walk correlation, while the steepness of the

drop from the ridge indicates the quality of the timing resolution. The figure

indicates resolutions in the range of a few tens of ns, dominated by position-

related jitter of the trigger delay. Namely, the electron–hole cloud excited by the

photon-excited electron extends only a small distance (up to 300 μm) from the

photon impact. During charge collection, the speed of the carriers is proportional to

the electric field, which is linear and strongest at the p–n junction at the top of the

sensor and smallest near the backplane. Should the cloud creation occur in the low-

field region, the initial velocity is small, resulting slope of the signal is small,

delaying the threshold transition. In the opposite case of carriers generated in the

high-field region, the signal grows quickly causing a prompt threshold transition.

The effect is subdued by increasing the reverse voltage in the detector, urging us to

operate at the highest biases tolerated by the particular detector design.
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Fig. 11.11 Timing characterization events: distribution of events according to the energy

measured in silicon and delay of silicon trigger after trigger from the LYSO timing reference
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Since the position-related jitter is highly asymmetric, it is difficult to classify the

resolution in terms of standard parameters, for example, a FWHM. Rather, the

negative impact on the data classification was studied through the coincidence

window algorithm. This standard method assumes that triggers arriving within a

time window of duration tW are caused by the same positron annihilation. Prior to

coincidence logic, the triggers can be compensated for mismatches in cable lengths

and delays of the individual logic circuits.

For a true event, both photons from a specific annihilation must first reach their

respective detectors. Even for a valid hit in a silicon detector, there will be a limited

number of events where the second photon will strike a ring element as well. This

probability is clearly a combination of the object properties and the geometry of the

readout. For the sake of argument, a number from simulation given in Table 11.1

can be used where on average 0.19 coincidences were recorded per a valid probe

interaction, with the other photons scattering out of the field of view of the external

ring. This number will be further degraded should the distribution of the trigger

delays for valid events extend beyond the desired time window tW. In that case, only
a portion of events with trigger times within tW will contribute to the probability of

a true event. In this way, a specific timing distribution is expressed as a probability

and can be compared to the probability of a random event.

A random event will be admitted when the ring and the probe event were caused

by two separate positrons emitted at different times and different locations but were

recorded within the time window of duration tW. The probability of that happening

is PR ¼ 1 � exp(�A·ε·tW) where A is the activity viewed by the external ring and ε
is the probability that a positron emitted anywhere will give at least one interaction

in the ring. The parameter ε will depend on combination of detector geometry,

object geometry, and activity in the object. For the sake of simplicity, the value of ε
obtained in the simulation above for a generalized object will be used.

Figure 11.12 shows a comparison of both random and true event probabilities for

a set of given activities and parameters obtained from the simulation. Two sets of

probe performances are drawn—expected performance of the current 1-mm-thick

probe and of a probe made of half as thin detectors (0.5 mm). The first conclusion is

that although extending time window improves chances of capturing a true event,

the contamination with random coincidences overwhelms the benefits. The second

conclusion would be that thinner detectors can be used in a much harsher activity

environment.

11.4.4 Spatial Resolution

The spatial resolution of silicon detectors is determined by the pitch of the segmen-

tation. In the MADEIRA probe development, two sets of detectors were

implemented, identical (same material, same wafers, same metallization thickness)

save for the size of the pads. The first probe generation has square pads with a side

of 1.4 mm, while the second generation has a slightly smaller side of 1 mm.
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11.5 Performance of the Probe

The probe was interfaced to a laboratory PET setup constructed at the University of

Michigan. The test setup was built specifically to tests new PET imaging devices

and provided simple interface to the probe electronics.

11.5.1 PET Test Setup

The PET test setup (photographed with the probes in Fig. 11.13) was built from

standard PET BGO modules from a CTI 931 PET scanner. Each module is

composed of a 53.4 � 50-mm2 BGO crystal, segmented to 4 � 8 cells. The

segmentation is not complete as to allow light sharing among four PM tubes.

The output is processed by a custom-made electronics board, which amplifies the

signals of all four tubes and provides a leading edge trigger signal. The trigger

signal is well aligned, and a timing resolution of 10 ns FWHM was measured.

The modules were placed in two arcs with a radius of 50 cm, each arc containing 12

modules and providing 67.5� coverage with respect to the circle center. The

modules were oriented with the fine segmentation circumferentially. Signals of

all tubes were fed into a peak sensing ADC circuit (VME V785 ADC [20]) where

the peak value was digitized and stored. For spatial and energy calibration, the setup

was exposed to flood illumination from a 22Na source, which allowed for clear

separation of signals and expected energy resolution of about 23 % at the 511 keV

photo-peak.
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This configuration allowed multiple detector arrangements. The photograph

shows a placement of two MADEIRA probe modules of the first generation in an

edge-on orientation. In this orientation, the sensors were aligned to a single imaging

plane, parallel to the optical table, for a maximum sensor efficiency. The detectors

were placed 66 mm from the center of the field of view behind a planar lead

collimator that constrained the acceptance of the external ring to the plane of the

probe detectors. The object itself was placed within the collimator and on a rotary

table to allow object rotation within the full circle providing the full tomographic

data sample.

The probe readout was a simplified version of the MADDAQ called VMEDAQ,

which uses the same VME back end for sensor control and data transfer as the PET

setup. The trigger implementation, normally residing within the MADDAQ FPGA,

was implemented in a general purpose VME board (V1495 FPGA [20]).

11.5.2 Spatial Resolution Studies

The event system resolution was determined using point-like sources (1-mm diam-

eter) of 22Na placed on the rotating table. A full rotation with 6� rotation steps and

2 min dwell time at each position was performed. Such a scan yielded 300,000

probe–ring events, which were reconstructed on a 0.2 � 0.2-mm2 imaging grid.

A maximum likelihood expectation maximization algorithm with no additional

blurring was used to reconstruct images.

Figure 11.14 shows a reconstruction of a combined data set where the source was

shifted in 2-mm steps from the center of the field of view. The converged images

show a resolution between 1.4 and 1.5 mm which is consistent with a pad size of

1.4 mm, used in this test. Looking back at Fig. 11.4, a system resolution of the

probe–ring events does indeed match the segmentation of the probe at distances

between 6 and 10 cm, roughly corresponding to the broad resolution minimum

depicted in Fig. 11.4.

Fig. 11.13 A photograph of the test setup for probe characterization; left: a full view, including
the (partial) external ring, and right: a zoom on the probe arrangement

218 A. Studen



11.5.3 Small Field of View Phantom Studies

The probe principle in edge-on geometry was also verified. A high-resolution

Jaszczak phantom (hole diameters of 1.2, 1.6, 2.4, 3.2, 4.0, and 4.8 mm) filled

with a 18F-FDG solution was used. In the current setup, two runs were necessary.

First, the base image was recorded with ring–ring events collected for 20 rotations

of the phantom with a dwell time of 15 s at each of the 6� angular rotation steps. For
an initial specific activity of 40 MBq/mL, a total of ten million of ring–ring events

were recorded of which five million passed selection criteria (energy window of

300–700 keV, no inter-crystal scattering, no multiple events) and contributed to the

image. In the second run, the phantom was nearly stationary, with a total angular

range of 12� only serving to virtually extend the size of the probe by about 25 % and

provide fine event sampling. The initial specific activity and the total data collection

time were equal for both data sets, making one million of probe–ring events a

matched high-resolution data sample.

Figure 11.15 shows the measurements setup and resulting images. Due to its

position in the setup (Fig. 11.15a), the probe collected lines of response predomi-

nantly oriented along the Y axis. As a result of that, the hot spots are blurred to lines

along the unsampled Y direction (Fig. 11.15c). Only where coarse resolution of the

base image is sufficient, for example, in 4.8-mm spots, fidelity with the original

image is maintained in that direction as well. The probe performed much better in

direction perpendicular to the collected lines of response. The white line in the

reconstructions shows where profiles along X were cut through both the base image

in Fig. 11.15b and the augmented image in Fig. 11.15c. The cut was made at 15 mm

offset from the phantom center towards the probe where both probe sensitivity and

resolution are substantial. While the base image profile shows little variation

stemming from the 2.4- and 1.6-mm-diameter hot spots, the augmented image

clearly resolves the Y-blurred hot spots to individual peaks. In this phantom, the

spots were separated by twice the spot diameter, and their hexagonal packing makes
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rows separated by the height of the corresponding equilateral triangle. In 2.4-mm

spot diameter region, the actual separation is 4.2 mm, and the measured shifts

between peaks marked with solid inverted triangles in (Fig. 11.15c) are 4.0 and

3.4 mm as we move out from the center. In the 1.6 mm, the expected spacing is

2.8 mm, and the measured offsets between peaks marked with open inverted

triangles yield distances of 2.9, 2.6, 3.1, and 2.6 mm as we move out from the

center. It can be concluded that in both regions the probe provides both image

resolution surpassing 2 mm and excellent image fidelity. For reconstruction,

EM ML algorithm was used. In mixed data case, each data set was treated

independently with sensitivity scaled to reflect the event count in each of the

event categories, and 400 iterations were used.

11.6 Conclusion

A device operable as a PET probe was successfully designed and instrumented. The

MADEIRA PET probe is based on high-resistivity silicon sensors and provides the

required high spatial-resolution data for moderate activity environments. The probe

was interfaced to a test PET ring setup, and the initial probe characterization was

BGO ring at 500 mm

4.8 mm

1.2 mm

1.6 mm

66.6 mm

12 degree

PROBE

2.4 mm

3.2 mm

4.0 mm

1.4 mm pads

44.8 mm 22
.4

 m
m

20

a b c

10

0

-10

-20

-20 -10 0 10 20

X (mm)

Y
 (

m
m

)

Y
 (

m
m

)

X profile

Ring data combined with probe-ring data Ring data reconstruction

20

10

0

-10

-20

-20 -10 0 10 20

X(mm)

X profile
1500

1000

500

0
-20 -10 0 10 20

X (mm)

1500

1000

500

0
-20 -10 0 10 20

X (mm)

C
ou

nt
s

C
ou

nt
s

Fig. 11.15 Image reconstruction of 18F-filled Jaszczak phantom recorded by the probe character-

ization setup. (a) Schematic of the phantom, its angular shift during the data collection and the

position of the probe. (b) Data reconstructed from ring–ring data, with profile along the line

marked in the reconstructed image. (c) Reconstruction of the combined data set with profile along

the line marked in the reconstruction image. Data collection time was ~5 h, EM-ML reconstruction

with 400 iterations was used
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performed. A simplified geometry was used where the events were mechanically

collimated to a single imaging plane. In this setup the systematic resolution of the

probe–ring events matched the spatial resolution of the probe, confirming the

predicted behavior. The image reconstructed from ring–ring events combined

with probe–ring data clearly resolves 1.6- and 2.4-mm holes in a high-resolution

Jaszczak phantom, which were completely obscured in the bare ring–ring data,

confirming the PET probe principle in a simplified planar geometry. More elaborate

imaging examples are being performed and will be reported elsewhere. The data

presented shows that the probe can indeed combine large field of view and high

spatial resolution in a single device, a fact which might prove important in the

future of PET imaging.
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Part IV

Optimization of Nuclear Medical Imaging



Chapter 12

Rules of the Thumb

Christoph Hoeschen

The overarching goal of nuclear medical imaging is to provide a diagnosis for a

patient as accurate as possible. The main advantage for nuclear medical imaging

compared to other methods is the ability to provide functional information. In

particular, the sensitivity is much higher than with any other medical imaging

method (see Fig. 12.1). On the other hand, the spatial resolution and temporal

resolution of the nuclear medical imaging methods are typically limited compared

to other imaging methods. In addition, nuclear medical imaging is always combating

the most relevant problem in imaging which is noise.

Although noise is a problem in all medical imaging applications, it is prominent

in medical imaging using ionizing radiation due to the fact that from the physics

point of view, lower noise can only be achieved by higher doses due to X-rays or

radioisotopes, which would result in higher exposures of the patient. Since the

amount of applied radioactive material to a human being has to be limited as much

as possible, the noise problem is very prominent in nuclear medical applications.

The goal of optimizing the nuclear medical imaging technologies and methods is

to provide better diagnostic performance which means a better or more secure

performance, which would in the best case result in a possible earlier diagnosis of a

disease or even a complete new diagnosis. As a crude approximation, the clinical

performance (CP) can be described by the following equation:

CP ¼ HOP � DQEPres � DQEDetect � NEQGen

where HOP means the human observer performance which is obviously only

somehow correlated to the image quality, DQEPres is the detective quantum
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efficiency of the presentation procedure, DQEDetect is the detective quantum effi-

ciency of the detection process and NEQGen is the noise equivalent quanta of the

signal generation. The latter is influenced by the biokinetics, the dose modeling for

each patient, and the time scheme of the imaging process. DQEDetect depends on the

detector efficiency, the spatial resolution properties, and the calibration facilities,

while the presentation DQE mainly reflects the efficiency of the reconstruction and

image processing procedures.

This goal of optimizing the nuclear medical imaging performance in terms of an

optimized tool for diagnosis must be correlated with the general principle of

optimization of radiation protection of keeping doses “as low as reasonable achiev-

able” [1] as it is valid according to legal requirements for the use of ionizing

radiation especially in the context of medical applications.

In respect of this, optimization needs contributions from multiple disciplines:

1. Clinicians providing clear clinical tasks and make a clear indication case

2. Physicians, biologists, and chemists developing sensitive and specific new

biomarkers

3. Physicians and biophysicists investigating bio- and pharmacokinetics

4. Medical physicists and engineers providing tools for optimized spatial and or

temporal resolution, taking physical and practical limitations into account

5. Mathematicians and software developers contributing algorithms and software

packages specifically designed for the development

In the following, the above aspects will be briefly described in its connection

with the purpose of optimization and the other components of this optimization

process.

Fig. 12.1 Properties

(resolution and sensitivity)

of various medical imaging

methods
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12.1 Clinicians Providing Clear Clinical Tasks and Make

a Clear Indication Case

As a part of the ALARA principle, it is necessary to avoid all kinds of exposures to

human beings which are not justified, e.g., by medical needs. In this regard it is

really necessary to identify and describe the intended benefit for the patient and

balance it versus the estimated doses and the corresponding risks. For further

aspects of this, we refer to the rules of the thumb chapter in the second book of

this series [2]. The description of the clinical task has further aspects in the

optimization procedure. First of all, depending on the task, the ideal imaging system

might be different. In connection with this, the optimal radiopharmaceutical and the

optimal dosage have to be determined. This refers to actual available radiopharma-

ceuticals and data but could be changing according to the optimization processes

described in the following. The last aspect about the optimization regarding the

description of the clinical task is the choosing of the optimal time point for the

investigation. This will depend on the accumulation of the radiopharmaceutical

within the lesion of interest compared to the background.

12.2 Physicians, Biologists, and Chemists Developing New

Sensitive and Specific New Biomarkers

As indicated already before, optimal biomarkers are needed able to bind to the

diseased cells in question (sensitivity) or characterize the activity of a tissue. It

should be avoided that the biomarkers also bind to cells characterizing normal

tissues and therefore not being specific markers for the pathology. Not all radiophar-

maceuticals available today fulfill these conditions. This lack of specificity and/or

sensitivity might result in higher exposures necessary to gain a diagnostic image

useful for clinical diagnosis. The importance of an optimal sensitivity and specific-

ity as well as the signal-to-noise ratio depends also on the clinical task in question.

If a new biomarker can be found which binds very effectively to the diseased

cells in question and is in addition quite specific, it is necessary to find a way to

couple this biomarker to a radioactive isotope. Here the first aspect for the optimi-

zation is certainly the necessity of a stabile connection between the marker and the

radioisotope. In addition, the selected radioisotope has to be a radiation source

suitable for imaging (positron emitter, gamma emitter), and the physical half life

should fit to the production, transportation, and imaging procedure [3] as well as to

the biological medical needs.
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12.3 Physicians and Biophysicists Investigating

Bio- and Pharmacokinetics

As mentioned in the paragraph before, during the development of radiopharma-

ceuticals, the fitting of the radioisotope to the biological clinical setting is of great

importance. This is connected with the bio- and pharmacokinetics of the biomarker

in question. So, it is important to study in detail the time dependence of the

distribution of the biomarker in a healthy human being as well as in the pathology.

As it could be shown within the MADEIRA project, the different distribution of

even quite standard markers in the pathological tissue and the surrounding healthy

tissue might result in an optimized time schedule for the nuclear medical imaging

procedure [4] and therefore either a more significant diagnosis or less exposure to

the patient. Again, these improvements are strongly depending on the clinical task

itself since the signal-to-background ratio is not independent from the region of

investigation and the possible pathology.

12.4 Medical Physicists and Engineers Providing Tools

for Optimized Spatial and or Temporal Resolution

Compared to What Is Possible Due to Physics Limitations

The signal-to-background ratios will change over time as well as the concentration

of the marker in the pathological tissues but also in tissues assumed to be healthy.

The underlying pharmacokinetics might give more detailed insights into the

pathology of the patient. However, the time resolution achievable with a suitable

administered activity and correspondingly a suitable exposure to the patient is quite

limited in nuclear medicine. This is also true for the spatial resolution of the nuclear

medical imaging systems as it can be learnt from Fig. 12.1. For some patients or

investigations, either one of those limitations can be problematic to deduce the

underlying pathological reason for a clinical case. As an example it should be

mentioned that for investigations in small children, it might be of big interest to

improve the resolution of, e.g., PET imaging down to the inferior limit of about

1 mm, which is due to the path length of the positron before the annihilation process.

This would allow a much better correlation to anatomical structures in children. In a

similar way, high-resolution images might be beneficial in (minimal invasive)

surgeries, e.g., in lymph node characterization during surgeries. A solution could

be the addition of patient-near high-resolution detectors as designed by the

MADEIRA consortium (as described in Chap. 11) or manually movable and posi-

tioned additional detectors. For SPECT, movable detectors could be placed on

positions most relevant for reconstruction to improve, e.g., time resolution or

handling during surgery procedures. This is a concept already on the market [5].
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12.5 Mathematicians and Software Developers Contributing

Algorithms and Software Packages Specifically Designed

for the Development

Newmethods and intelligent algorithms are necessary to use the information gained

from the radiation emitted from the patient either on the determined chords (PET)

or in the single detector elements (SPECT) in the best suitable way. Meanwhile, this

sometimes even includes a determination of the most wanted additional data to gain

the highest ratio of additional information per scan time.

The most important problem of nuclear medical imaging is still to separate the

noise from the wanted information content. This is in many aspects of great

importance for the reconstruction process as well since without such a separation

it is hard to find the subject of interest at all given the low amount of radiopharma-

ceutical typically needed to be seen and the administered activity being as low as

possible. In addition, due to high noise in the raw data, there is always a great

chance to introduce artifacts into the reconstructed images. This gets more difficult

and prominent, if there are two different kinds of data sets, e.g., with various spatial

resolution. A number of different efforts have been made to solve these problems in

a best possible way. The most common and most important tool today is certainly

the iterative reconstruction scheme [6–8]. One could also try to reduce noise before

applying analytical reconstruction processes at least as a first step.

As it is valid for all other topics described before, it is necessary to optimize this

process in connection with the other optimization steps. The reconstruction method

to choose will depend on the physical detector and geometry configuration, the

biodistribution in the patient but also on the clinical task (choosing between more

noisy but higher resolved images and less noisy, less resolved once). The clinical

task might also influence the last step in the imaging process, the image presenta-

tion for diagnosis. Here all kinds of linear and non-linear image processing methods

can be used in principle. However, it has to be guaranteed that no useful information

is hidden by trying to produce good-looking images.

One aspect that really belongs to all five optimization steps and which cannot be

neglected in this list of optimization needs is the question of how to choose the right

imaging technology. Assuming that the need for molecular imaging is clear and

justified, the main question was whether the tracer that is available is a PET or a

SPECT tracer. Since most systems already used today are hybrid systems offering

anatomical and functional information (mostly SPECT/CT and PET/CT), the ques-

tion will arise whether the combination of nuclear medical imaging with the

anatomical imaging using CT is optimal or, e.g., combinations with MRI will

be advantageous. As described in Chap. 4, there are already first systems available

combining MR imaging with PET systems. From the point of view of the nuclear

imaging component, it is first of all important to get information useful for attenua-

tion correction. In a second step it is helpful for the diagnosis to combine the

anatomical and the functional information. Depending on the clinical task, it has to

be decided with which kind of combination these two aspects can be done best
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regarding the quality of the resulting diagnosis. It will most probably depend

strongly on the body region and structures to be detected.

To end with a summary of this chapter, it can be said there will not be an optimal

system for a given clinical task for the benefit of each patient if not all disciplines

are working closely together.
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Data acquisition system (DAQ) (cont.)
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architecture

Compton scatter, 51

line of response (LOR), 51

photomultiplier tubes, 51

scanner, 52

cardiology and neurology, 50

data acquisition principles

attenuation map, 53

cardiac imaging, 54

disadvantage, 54

oncology, 52–53

photon attenuation, 53

234 Index



efficiency, 35–36

electronic collimation, 33, 34

scintillator, 33

spatial resolution, 34–35

vs. SPECT
attenuation correction, 56

cost, 56

isotopes involved, 55–56

sensitivity, 56

spatial resolution, 56

technology improvements

3D acquisition, 54

iterative reconstruction, 55

radiotracers, 54

scintillators, 54

smaller crystals, 54

time-of-flight, 55

timing resolution, 36–39

tracer, imaging (see Fluro-2-deoxy-2-D-
glucose (FDG))

trigger signal, 33

PSF. See Point spread function (PSF)

Pure nuclear medicine scan (PET), 167

PVE. See Partial volume effect (PVE)

Q

Quality assurance (QA)

anthropomorphic phantom, 172, 174

computer simulations, 171, 172

dose-related, 170

dosimetry phantoms, 172, 173

IQ, 169

medical imaging, 168

Monte Carlo simulations, 172

organ and effective dose, 171–172

PET, 167

radiation dose, 168–169

ROC, 182–184

skin dose (see Skin dose)

UF phantom, 172, 174

R

Radiation, imaging

chemical properties, 20–21

detection

light detectors, 25–26

photons interactions, matter, 21–24

scintillators, 24–25

solid-state detectors, 26–27

half-life, 20

production, 21

specific activity and purity, 20

type, 20

Radiopharmaceuticals

definition, 20

preparation, 20–21

Rank-order study, MADEIRA

coronal images, 194

EI numbers, 194

Flash 3D and ReSPECT, 194

reconstruction methods and parameter

settings, 195

SPECT, 193

X-ray images, 193

Receiver operating characteristic (ROC)

curve, 182

mathematical observers, 184

TPF and FPF, 183

Recoil electron-tracking compton camera,

75–77

Reconstruction algorithms

ART, 100

back projection, 117–121

convolution-based algorithms

fan-beam geometry, 108–110

parallel-beam geometry, 104–108

denotations

fan-beam projection, 103

Fourier transform, 100–101, 104

optimal sampling conditions, 102

parallel Radon projection, 101, 102

Radon transform, 101

3D extension, 121–124

divisions, 100

expansion, orthogonal polynomials

Chebyshev polynomial, 110–111

circle geometry, 114

Gaussian quadrature, 113

inversion formula, 110

OPED, 114

PET detector ring, 114, 115

Radon projections inversion, 112

resolution, detector, 113

sampling conditions, Radon transform,

114

scanning system, 115, 116

ROC. See Receiver operating characteristic

(ROC)

S

Scintillators

decay time, 24

description, 24

Index 235



Scintillators (cont.)
detection efficiency, 24

parameters, 24, 25
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