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Preface

This book and its sister volume constitute the proceedings of the 9th Interna-
tional Symposium on Neural Networks (ISNN 2012). ISNN 2012 was held in
the beautiful city Shenyang in northeastern China during July 11–14, 2012, fol-
lowing other successful conferences in the ISNN series. ISNN has emerged as
a leading conference on neural networks in the region with increasing global
recognition and impact. ISNN 2012 received numerous submissions from au-
thors in six continents (Asia, Europe, North America, South America, Africa,
and Oceania), 24 countries and regions (Mainland China, Hong Kong, Macao,
Taiwan, South Korea, Japan, Singapore, India, Iran, Poland, Germany, Finland,
Italy, Spain, Norway, Spain, Russia, UK, USA, Canada, Brazil, Australia, and
Tunisia). Based on rigorous reviews, 147 high-quality papers were selected by the
Program Committee for presentation at ISNN 2012 and publication in the pro-
ceedings. In addition to the numerous contributed papers, three distinguished
scholars (Kunihiko Fukishima, Erkki Oja, and Alessandro Sperduti) were in-
vited to give plenary speeches at ISNN 2012. The papers are organized in many
topical sections under coherent categories (mathematical modeling, neurody-
namics, cognitive neuroscience, learning algorithms, optimization, pattern recog-
nition, vision, image processing, information processing, neurocontrol and novel
applications) spanning all major facets of neural network research and applica-
tions. ISNN 2012 provided an international forum for the participants to dissem-
inate new research findings and discuss the state of the art of new developments.
It also created a pleasant opportunity for the participants to interact and ex-
change information on emerging areas and future challenges of neural network
research.

Many people made significant efforts to ensure the success of this event. The
ISNN 2012 organizers are grateful to sponsors for their sponsorship; grateful
to the National Natural Science Foundation of China for the financial support;
and grateful to the Asian Pacific Neural Network Assembly, European Neural
Network Society, IEEE Computational Intelligence Society, and IEEE Harbin
Section for the technical co-sponsorship. The organizers would like to thank the
members of the Program Committee for reviewing the papers. The organizers
would particularly like to thank the publisher Springer for their agreement and
cooperation in publishing the proceedings as two volumes of Lecture Notes in
Computer Science. Last but not least, the organizers would like to thank all the
authors for contributing their papers to ISNN 2012. Their enthusiastic contribu-
tion and participation are an essential part of the symposium, which made the
event a success.

July 2012 Jun Wang
Gary G. Yen

Marios M. Polycarpou
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Alexey Korshakov, Lyudmila Chernikova, Rodion Konovalov, and
Olesya Mokienko

Clustering Social Networks Using Interaction Semantics and Sentics . . . . 379
Praphul Chandra, Erik Cambria, and Amir Hussain

Ontology-Based Semantic Affective Tagging . . . . . . . . . . . . . . . . . . . . . . . . . 386
Marco Grassi and Francesco Piazza

Dominance Detection in a Reverberated Acoustic Scenario . . . . . . . . . . . . 394
Emanuele Principi, Rudy Rotili, Martin Wöllmer,
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Liaoning, China
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Abstract. A new fuzzy min-max neural network (FMNN) based on
based on new algorithm is proposed for pattern classification. A new
membership function of hyperbox is defined in which the characteristic
are considered. The FMNN with new learning algorithm don’t use con-
traction process of fuzzy min-max neural network described by Simp-
son.The new algorithm only need expansion and no additional neurons
have been added to the neural network to deal with the overlapped area.
FMNN with new algorithm has strong robustness and high accuracy in
classification for considering the characteristic of data core and noise. The
performance of FMNN with new algorithm is checked by some bench-
mark data sets and compared with some traditional methods. All the
results indicate that FMNN with new algorithm is effective. abstract en-
vironment.

Keywords: fuzzy min-max neural network, patter classification, robust-
ness, learning algorithm.

1 Introduction

Recently, there is a growing interest in developing pattern recognition and clas-
sification systems using models of artificial intelligence, where neural network
(NN) is a researching hot point [1][2]. But when neural network comes to de-
cision support applications, especially for diagnostic task, it seems hard to use.
Because neural network is a ‘black box’ [3], people only can know the output
according to the input vectors and don’t have a comprehensive knowledge about
the process of training. But it is well known that the fuzzy logic system using
linguistic information can model the qualitative aspects of human knowledge and
reasoning processes without employing precise quantitative analysis. So much at-
tention has been paid to the fusion of fuzzy logic and neural network to pattern
classification [4]-[7].
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A fuzzy min-max neural network (FMNN) was proposed by Simpson for clas-
sification and clustering [8][9]. FMNN is a network based on an aggregate of
fuzzy hyperboxes [10] defined a region in an n-dimensional pattern space by its
minimum and maximum points. The FMNN is used for classification by creat-
ing hyperboxes and the learning algorithm of FMNN mainly contains two parts:
expansion and contraction. But there are some problems in the FMNN. Firstly,
the size of hyperboxes is limited by the expansion coefficient. Secondly, the pro-
cess of contraction used to deal with the overlapped area, which was builded in
the process of expansion, may lead to a wrong classification and decrease the
classification accuracy of FMNN. The expansion process may create an over-
lap between hyperboxes belonging to different classes and the overlap can be
eliminated by the contraction process.

So many researchers have pay attention to improve the performance of FMNN.
Rizzi et al[11] proposed a new recursive training algorithm,which was called
adaptive resolution classifier (ARC) to recursively cut hyperboxes to achieving
the training goal. Because the training algorithm is recursive, it takes an expense
of a much higher computation cost. Gabrys et al. [12] proposed a general fuzzy
min-max neural network with new learning algorithm to adjust the expansion
coefficient of hyperbox from a large value to a small value which was suitable
to achieve the optimum performance. Quetishat [13] proposed a modified fuzzy
min-max neural network with a confidence factor calculated by each hyperbox
to obtain performance. And a genetic-algorithm-based rule extractor for this
algorithm was proposed by Quteishat in [14]. All above methods have a together
drawback, they used the contraction process which can lead to classification
errors.

The fuzzy neural network with compensatory neuron (FMCN) and the data
core based fuzzy min-max neural network (DCFMN) proposed in [15][16] re-
moved the erroneous hyperbox caused by contraction process and used compen-
satory neuron to represent the overlap area of hyperboxes from different classes.
But the FMCN and DCFMN added new neurons to the fuzzy neural network,
which make the neural network more complicated than before.

Based on above discussion, the new training algorithm is proposed to train
the fuzzy min-max neural network. The contraction process was eliminated from
the training algorithm without adding any new neuron to the network.

The rest of the paper is organized as follows: Section 2 introduces the structure
of FMNN. Section 3 elaborates the proposed the new algorithm of FMNN. The
simulation is shown in Section 4. Conclusions are drawn in Section 6.

2 The New Architecture of Fuzzy Min-max Neural
Network

The architecture of the FMNN is shown in Fig.1
In Fig.1, X = (x1, x2, · · · , xn) is the input pattern and each hyperbox

node is defined as follows:

Bj = {X, Vj , Wj , b(X,Vj ,Wj)}, ∀X ∈ In, (1)
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Fig. 1. A three-layer FMNN network

where Vj = (vj,1, vj,2, · · · , vj,n) and Wj = (wj,1, wj,2, · · · , wj,n) are the
minimum and maximum points of hyperbox nodes Bj , respectively, j is the
number of hyperbox. bj(Xh, Vj , Wj) is membership function [16]:

bj(Xh) = min
i=1···n

(
min(f(xh,i − wj,i + ε, cj,i), f(vj,i + ε− xh,i, cj,i))

)
, (2)

where ε = 1
n

n∑
i=1

( 1p

n∑
i=1

std(xh
t,i)) is used to suppress the influence of noise and

n , p and std(xh
t,i) are the dimension of data, the index of class node and the

standard deviation of data of ith dimension, tth class; cj,i =
vj,i+wj,i

2 − yj,i
is used to control the direction of membership function and

vj,i+wj,i

2 and yj,i
represents the geometric center of corresponding hyperbox and mean value of
data at dimension i, respectively. The ramp threshold function f(r, c) is defined
as:

f(r, c) =

⎧⎨⎩
e−r2×(1+c), r > 0, c > 0,

e−r2×(1−c), r > 0, c < 0,
1, r < 0,

(3)

Remark 1. Different from [8][12], the membership function of hyperboxes in pa-
per considered the more characteristic of the data. The performance of DCFMN
can be improved using new membership function[16]. According to our simula-
tions, the parameter λ of bj in [16] has little effect on patter classification. So
The parameter λ is removed from membership function in paper.

The connections between middle layer and output layer are binary valued and
stored in U . The equation for assigning the values from bj to output layer node
ci is as follows:



4 D. Ma, J. Liu, and Z. Wang

uji =

{
1, if bj ∈ ci;
0, otherwise.

(4)

The nodes of output layer represents the degree to which input pattern X fits
within class K. The output or of fuzzy min-max neural network for class i is
defined as follows:

or =

⎧⎨⎩
p

max
r=1

(cr), ∀
i,j=1···l

di = dj = 1, for any i �= j,

p
max
r=1

(c′r), otherwise,
(5)

where cr = max
j=1,2,···m

(bjuj,r−|xh−gj|) and xh ,gj is input pattern and the center

of gravity, respectively; c′r = max
i=1,2,···,l

(diui,r) .

3 The New Algorithm of Fuzzy Min-max Neural Network

In this section, we will give the new learning algorithm and classifying algorithm
of fuzzy min-max neural network.

The new learning algorithm only includes one procedure: judge whether hy-
perboxes need expand or not and calculate the center of gravity of data in the
same hyperbox.

A training set D consists of a set of n ordered pairs{Xh, kh}, where Xh =(
xh,1 xh,2 · · · xh,n

) ∈ In is input pattern and kh ∈ (1, 2, . . . , p) is the index of
output class. The process of expansion is used to identify expandable hyperboxes
and expand them.

For hyperbox to be expanded, the following constraint must be met:

∀
i = 1, · · · , n,
j = 1, · · · ,m

(max(wj,i, xh,i)−min(vj,i, xh,i)) ≤ θ, (6)

where the hyperbox size ranges 0 < θ ≤ 1.
The expansion constraint condition (6) is met in fuzzy min-max neural net-

work, the minimum and maximum points of hyperbox are adjusted as follows:

vnewj,i = min(voldj,i , xh,i) i = 1, 2, ..., n, (7)

wnew
j,i = max(wold

j,i , xh,i) i = 1, 2, ..., n, (8)

After the new data have been added to the hyperboxes, the gravity center of
data in the same hyperbox have been calculated again as follows:

g′i =
gi × n+ xh

n+ 1
(9)

where gi is the old center of gravity; n is the number of data in hyperbox; xh is
the new data.

The flow chart of DCFMN learning algorithm is shown in Fig.2.



The Pattern Classification Based on FMNN with New Algorithm 5

 Do all the data arriving?

Normalization

Does  data arrive?

Whether does the
input data belong to 

any existed
hyperbox?

Yes

No

No

Is there any hyperbox
that can accommodate

input data?

Create a new
 hyperbox

No

Expand
hyperbox

Stop

Add data to the 
corresponding

hyperbox

Yes

Yes

No

Yes

Calculate the
gravity center of 
data in hyperbox

Fig. 2. The flow chart of fuzzy min-max neural network new learning algorithm
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Remark 2. The new learning algorithm of fuzzy min-max neural network only
use the expansion during learning precess. The contraction can be eliminated and
the wrong classification caused by the contraction can be decreased. Because we
don’t need the overlap test to store the point of intersection to add compensatory
neuron, like OCN, CCN and OLN in [15][16], the speed of patter classification
used new algorithm can be raise.

The flow chart of classification algorithm is shown in Fig.3.

Normalization

Does  data arrive?

Yes

No

Yes

Are there  two or more 
nuerons  which output

are equal to one?

No

 Decide the class of testing data 
used the membership function
and gravity center of data of

the same hyperbox

No

Stop

Yes

Compute the output of
neuron

 Decide the class of 
testing data only used the 
membership function of 

hyperboxes

Do all the data finish
classifying?

Fig. 3. The flow chart of fuzzy min-max neural network new Classifying algorithm

4 Examples

In this section, we will use examples to testify the accuracy and speed of pattern
classification based on benchmark data sets [17].

Example to Testify the Accuracy of Pattern Classification
(a) FMNN proposed in this paper was trained with 50% random data from Iris
and then testing is implemented on the rest 50% data. Referring to the table
in references [8], [12] and [15], the performance of FMNN is better than most
of other listed classifiers and is the same with the performance of FMCN. More
details see Table 1.
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Table 1. Training data of DCFMN

Technique Misclassifications

Bayes classifier1 2

K nearest neighborhood1 4

Fuzzy K-NN2 4

Fisher ratios1 3

Ho-Kashyap1 2

Perceptron3 3

Fuzzy Perceptron3 2

GFMN1 1/0

GFMN3 0

FMCN1 0

FMCN3 0

DCFMN1 0

DCFMN3 0

FMNN1,4 0

FMNN3,4 0

where
1 Training set is of 75 data points (25 from each
class) and Test set consists of remaining data
points.
2 Training data is of 36 data points(12 from each
class) and test set consist of 36 data points results
are then scaled up for 150 points
3 Training and testing data are same.
4 The FMNN use new learning and classifying al-
gorithm .

Table 2. The error percentage of pattern classification used in different methods with
different data set

Data set
DCFMN
Error percentage
(%)

FMCN
Error percentage
(%)

new FMNN
Error percentage
(%)

GFMN
Error percentage
(%)

min max average min max average min max average min max average

thyroid 0.47 2.79 1.63 0.47 4.19 2.32 0.47 2.79 1.48 0.93 4.19 2.41

wine 0 2.81 1.44 0 2.81 1.65 0 2.81 1.40 0.56 5.06 2.05

ionosphere 5.70 7.69 6.42 9.97 13.68 13.26 6.27 8.26 6.42 6.27 8.26 7.39

Table 3. The computational time of different method based on the same situation

Number of error
new FMNN
×10−3t/s

DCFMN
×10−3t/s

FMCN
×10−3t/s

GFMN
×10−3t/s

2 30.92 38.29 423.06 35.68

4 28.66 35.26 418.56 36.37

6 25.18 31.56 395.18 33.45

8 24.45 29.64 378.17 30.78
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(b) we use some standard data sets, such as thyroid, wine for training and
testing to testify the accuracy of FMNN. 50% of every data set is randomly
chosen for training and entire data in data set is used for testing. The parameters
were chosen as [16]: the expansion coefficient θ is varied from 0.01 to 1 in step of
0.02. The change of noise limiting coefficient ε is in step of 0.01. The coefficient
of membership function λ of DCFMN is varied from 0.05 to 20. We make 200
trials and Table 2 shows the results of simulation.

From Table 2, we can see the performance of the FMNN with new algorithm
for pattern classification is better than FMCN and GFMN and is almost the
same with DCFMN.

Example to Testify the Speed of Pattern Classification
We use the same work condition to test the speed of four different methods. The
training data and testing data are all Iris data set. The command orders ‘tic’
and ‘toc’ of Matlab were used to record the time of computation.

From Table 3, we can know the computation time of FMNN is less than
DCFMN and GFMN. The computation time of FMCN is not in the same level
with other three methods.

5 Conclusions

A new algorithm for pattern classification based on FMNN has been proposed
in this paper. The membership function considers the characteristic of data
and eliminate the redundance parameter of membership function in DCFMN.
The contraction don’t need in the new FMNN. The learning algorithm of the
new FMNN only need to test whether the hyberboxes to be expanded or not.
Compared with FMCN and DCFMN, there are no additional neurons which
were added to the neural network to deal with the overlap area between different
hyperboxes and the new FMNN has a simple network structure. The accuracy
and speed of the new FMNN were proved by some simulations.
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Abstract. Probabilistic extreme learning machine (PELM) is a binary 
classification method, which can improve the computational speed, 
generalization performance and computational cost. In this work we extend the 
binary PELM to resolve multi-class classification problems by using one-
against-one (OAO) and winner-takes-all strategy. The strategy one-against-one 
(OAO) involves C(C-1)/2 binary PELM models. A reliability for each sample is 
calculated from each binary PELM model, and the sample is assigned to the 
class with the largest combined reliability by using the winner-takes-all 
strategy. The proposed method is verified with the operational conditions 
classification of an industrial wastewater treatment plant. Experimental results 
show the good performance on classification accuracy and computational 
expense.  

Keywords: Extreme learning machine, probabilistic extreme learning machine, 
Binary classification, Wastewater treatment. 

1 Introduction 

Many industrial processes display a varying behaviour due to change of the 
operational conditions, such as varying raw material quality, surrounding temperature, 
varying process load and equipment wear [1]. Due to the varying operational 
conditions, process and quality variables need to be monitored continuously to ensure 
process safety and reliable operation. Therefore, monitoring and classification of the 
operational conditions for the complex industrial processes became one of the most 
important issues due to the potential advantages to be gained from reduced costs, 
improved productivity and increased production quality [2].  

Multivariate statistical analysis and clustering are effective solutions to recognize 
the operating states[3]. The approaches are based on the fact that different operational 
states (caused by disturbances) generally manifest themselves as clusters. These 
clusters are identified and linked to specific and corresponding events[4]. The 
unsupervised learning methods don't make use of the guide of the labeled patterns so 



Multi-class Classification with One-Against-One Using Probabilistic Extreme Learning 11 

that the classes are difficult to locate the specific operational states [5]. Supervised 
learning is another way of classification, e.g. SVM classification [6-7], neural 
network [8], discriminant analysis [9].  

Recently, a new fast learning algorithm called extreme learning machine (ELM) 
has been developed for single-hidden layer feedforward networks (SLFNs) since the 
pioneering works of G.-B. Huang et al [10-11]. Extreme learning machine has been 
effectively used in regression and classification problems. Though ELM tends to 
provide better generalization performance at a fast learning speed and relative 
simplicity of use [12], ELM algorithm may have uncertainty in different trials of 
prediction due to the stochastic initialization of input weights and bias, which would 
make the classification of the raw data unreliable. Pérez et al. (2009) proposed 
probabilistic discriminant partial least squares (p-DPLS) to improve the reliability of 
the classification by integrating density methods and Bayes decision theory [13]. 
Zhao et al (2011) proposed a binary probabilistic extreme learning machine (PELM) 
classification method to enhance the reliability of classification and avoid the 
misclassification due to the uncertainty of ELM predictions [14]. PELM uses 
available prior knowledge, probability density function and Bayes rules to classify the 
unknown samples. Parameters of probability density function are estimated by the 
nonlinear least squares method. However, p-DPLS and PELM are binary 
classification methods, which only deal with two class labels.  

There are more than two classes in the real-world problems. The multi-class 
classification strategy have been proposed and studied. There are two main methods 
to solve the multi-class classification problem. one approach is to use a single 
classification function, another is to divide the multi-class problem into several binary 
classification. Pérez et al (2010) proposed a multi-classification based on binary 
probabilistic discriminant partial least squares (p-DPLS) models, developed with the 
strategy one-against-one and the principle of winner-takes-all [15]. Widodo et al 
(2007) summarized and reviewed the recent research and developments of SVM in 
machine condition monitoring and diagnosis, and discussed the multi-class SVM 
classification strategy [2]. Cervantes et al.(2008) presented a multi-SVM 
classification approach for large data sets using the sketch of classes distribution 
which is obtained by using SVM and minimum enclosing ball (MEB) method [16]. 
Zong et al. (2012) studied the performance of the one-against-all (OAA) and one-
against-one (OAO) ELM for classification in multi-label face recognition applications 
[17].  Though the strategy one-against-one (OAO) overcomes some of the problems 
of PAQ and OAA, such as misclassification and incompatible classes for the 
imbalanced samples among the different classes, it increase complexity of model and 
computational load. 

In the paper, extreme learning machine classification used to binary model can 
improve the computational speed due to the easy of accomplishment, low 
computational cost and high generalization performance. A multi-class classification 
model is further studied based on a binary probabilistic extreme learning machine 
(PELM). Binary PELM is extended a multi-class probabilistic extreme learning 
machine classification using one-against-one (OAO) and winner-takes-all strategy, 
named OAO-PELM. The strategy one-against-one (OAO) involves C(C-1)/2 binary 
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PELM models, which are calculated for each pairs of classes. Since the binary PELM 
models compare only two classes, it can avoid the incompatible classes for the 
imbalanced samples among the different classes and make the boundaries between 
classes clearer. A reliability for each sample is calculated from each binary PELM 
model, and the sample is assigned to the class with the largest combined reliability by 
using the winner-takes-all strategy.  

2 One-Against-One for Probabilistic Extreme Learning 
Machine  

2.1 Binary of Extreme Learning Machine 

The ELM network is regarded as a special single-hidden layer network. The output of 
an ELM is  

( )
1

( ) ( , , ) ,x x h x
L

i i i
i

f G a b
=

= = ⋅β β  (1)

where ( )xh  is the output vector for the hidden layer with respect to input x. The 

parameters for hidden layer nodes are randomly assigned and the output weight iβ  

which connects the ith hidden node to the output nodes is then analytically 
determined. ELM is to minimize the training error as well as the norm of output 
weights. ELM can be formulated as  

2

1

β:)x(hβ: MinimizeandyMinimize
N

i
ii

=

−⋅
 

(2)

2.2 Binary Probabilistic Extreme Learning Machine 

Binary classification using PELM has been described in [14]. For N  arbitrary 
distinct samples ( )JNX × , and an indicator matrix Y-block is firstly coded with the 

integer 1 if the sample belongs to the class of interest (class 1ω ) or 0 otherwise (class 

0ω ). PELM first regresses X on y using ELM model to get the output vector for the 

hidden layer ( )xh  and output weights β . The ELM model is then used to predict the 

calibration set and the fitted Ŷ  is  

βHY ⋅=ˆ . (3)

The standard error of prediction (SEP) is used to account for the prediction 
uncertainty of the ELM model. Next, the potential functions of the training samples 
for each class are averaged to obtain the probability density function (PDF) for each 
class: 



Multi-class Classification with One-Against-One Using Probabilistic Extreme Learning 13 

1

1
ˆ ˆ( ) ( ), 0,1

CN

c i
c i

p y g y c
N

ω
=

= =  (4)

where ˆ( )ig y  is probability density function of each calibration sample i  for classes 

0ω  and 1ω  with the shape of a Gaussian curve, centred at ˆiy  and standard deviation 

iSEP . 

2ˆ ˆ1
( )

21
ˆ( )

2

i

i

y y

SEP
i

i

g y e
SEP π

−
−

=  (5)

Parameters of probability density function are estimated by nonlinear least squares. 
Suppose that the prior probabilities ( ) NNP cc =ω  and the conditional probabilistic 

densities ( )cyp ω|  for 0,1c = . For an unknown sample, the probability with 

prediction ˆuy  for the class cω  is given by the Bayes formula :  

,

ˆ( ) ( )
ˆ( )

ˆ( )
u c c

c k c u
u

p y P
R P y

p y

ω ω
ω

×
= =  (6)

Bayes formula shows that the prior probability ( )cp ω  is converted into a posterior 

probability ˆ( )c up yω  by prediction ˆuy . kcR ,  is used as the reliability of 

classification for two classes. In binary classification, the sample is assigned to the 
class for which it has the highest reliability.  

2.3 OAO-PELM Multi-class Classification  

In the paper, the binary PELM is extended to multi-class classification following the 
OAO strategy, and posterior probability as the reliability of classification are 
integrated into the different binary classification models. The procedure for 
classifying an unknown sample is described as shown Fig. 1.  
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Fig. 1. OAO-PELM classification strategy with C classes 
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In the multi-class classification problems, the unknown sample must be assigned to 
one one of the C possible classes. In OAO, each binary PELM classifier is used to 
distinguish one pair of classes, which results in ( ) 2/1−CC  binary classifiers. Each 

classifier is trained on data from two classes. For training data from the ith iω and 

the jth classes jω , we solve the binary classification problem using PELM model. 

The reliability of classification kcR ,  is calculated for each class c  in each binary 

model k . Model k  provides the reliability kiR ,  that the unknown sample belongs 

to class iω  and also the reliability kjR ,  that the sample belongs to class jω . The 

combined reliability of classification of the sample in class c is calculated as  

,

,
1

c k
c C

c k
c

R

R
=

Γ = ∏
∏

, 
(7)

where the numerator ∏ k,cR  only takes into account the reliability from the models 

that included class c. There are different methods for doing the testing after all 
( ) 2/1−CC  classifiers are constructed. Following the winner-takes-all principle, the 

object is assigned to the class that has the highest reliability cΓ . The classification 

decision function is as follows 

( )
{ }1, ,

x arg max (x)
∈

= Γ


c
c C

F . (8)

3 Results and Discussion 

3.1 The Case Study: WWTP 

The case study is a small-scale wastewater treatment plant located in Liaoning, China. 
It includes an anoxic reactor of 3182 m3 in volume, an aerobic reactor of 13770 m3 in 
volume, and secondary settler of 15042 m3. Total hydraulic retention time is about 19 
hours, and sludge age is about 12 days. Table 1 lists the online variables, sample time 
1h. The WWTP data set contains 741 samples that belong to three different regions: 
low load (269), normal load (292) and overload (180). Nine variables were measured. 
The dataset was divided into two groups of training and testing sets: 444 samples for 
training and 297 samples for testing. In the training period, input and output dataset of 

three classes are 161 9 175 9 108 9
1 2 3X R , X R ,X Rω ω ω

× × ×∈ ∈ ∈ , and 
161 9 175 9 108 9

1 2 3X R , X R ,X Rω ω ω
× × ×∈ ∈ ∈  for the testing period. All the data were 

scaled to zero mean and unit variance.  
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Table 1. Variables in the PELM Model 

Symbol Unit Descriptions Mean Variance 

0Q  m3/h Volumetric flow rate in the influent 3643.27 118.67 

0pH  — pH in the influent 7.24 0.25 

0COD  mg/L COD in the influent 543.32 165.24 

1MLSS  mg/L 1# Sludge concentration in the anoxic tank 1479.77 269.23 

1DO  mg/L 1# Dissolved oxygen concentration in the anoxic tank 4.42 2.54 

2MLSS  mg/L 2# Sludge concentration in the aeration tank 2735.48 371.73 

2DO  mg/L 
2# Dissolved oxygen concentration in the aeration 

tank 
5.78 1.98 

eQ  m3/h Volumetric flow rate in the effluent 3586.16 101.55 

eCOD  mg/L COD in the effluent 39.46 3.58 

3.2 Multi-class Classification 

In the study, three states are considered. Class 1ω  denotes low load state, 2ω  normal 

state and 3ω  overload state. The ELM model of the binary classes was calculated 

following Eqs. (1)-(5). We construct three binary PELM modes, for example PELM 
model 1 between 1ω  and 2ω , PELM model 2 between 1ω  and 3ω , and PELM 

model 3 between 2ω  and 3ω .The number of hidden nodes L was 85. Parameters of 

probability density function were estimated by nonlinear least squares. Fig. 2 to Fig. 
4. show the probability density function, the probability density function multiplied 
by the a prior probability, and the a posterior probability of three binary PELM model 
for three classes.  
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Fig. 3. PELM model 2 between 1ω  and 3ω : (a) PDF ˆ( )ωu cp y ; (b) Production function 

ˆ( ) ( )ω ω×u c cp y P ;  ( c) posterior probabilities ˆ( )ωc uP y  
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ŷ

ˆ (
|

)
c

p
y

ω
ˆ

(
|

)
(

)
c

c
p

y
p

ω
ω

×

0ω

0ω

0ω

1ω

1ω

1ω

 
Training of model 3                         Testing of model 3 

Fig. 4. PELM model 3 between 2ω  and 3ω : (a) PDF ˆ( )ωu cp y ; (b) Production function 

ˆ( ) ( )ω ω×u c cp y P ; ( c) posterior probabilities ˆ( )ωc uP y  

Fig. 2 to Fig. 4. (a) show the PDF ( )cuyp ω|ˆ  for class 0ω  (solid line) and for 

class 1ω  (segmented line). Fig. 2. to Fig. 4. (c) show the posterior probability 

ˆ( )c uP yω . Result of PELM classification for the test samples were in conformity 

with the true class 0ω . The predictions of the test set in the three binary models. The 
application of the multi-class model is used to calculate the combined reliability of the 
classification for the testing samples in each of the three classes.  

Figs. 5 shows comparison between predictions ( ŷ ) of ELM and three PELM binary 
models for the training set and the test set, respectively. In Fig. 5, the predictions of the 
samples of class 1ω  are around the reference value 1, the predictions of samples of class 

2ω  are around 2, and the predictions of samples of class 3ω  are around 3. It can also be 
observed that the predictions of the model 1 vs. 2, model 2 vs. 3 overlap. 

(a)

(b)

(c)

(a) 
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Fig. 5. Comparison between ELM and PELM model for (a) the training data set;  (b) the 
testing data set  

Classification performance for the ELM model and multi-class PELM model were 
shown in Table 2. Observed from Table 2, the training samples that ELM wrongly 
assigned to 2ω , was correctly assigned to 1ω  and 3ω  by PELM. The testing 

accuracy in multi-class PELM was more than the testing accuracy in multi-class 
ELM.  

Table 2. Performance comparison between ELM and P-ELM  

NO. 
True 
Class 

ELM classification  PELM classification 

1ω  2ω  3ω  Assigned 
Class 

 1ω  2ω  3ω  Assigned 
Class 

11 1 0.3706 0.4012 0.228 2  1 4.50E-09 1.20E-43 1 

29 1 0.3666 0.5113 0.122 2  0.9999 1.60E-06 1.60E-34 1 

38 1 0.8757 0.981 -0.8567 2  1 2.40E-44 1.90E-60 1 

43 1 0.3607 0.6568 -0.0175 2  0.5093 0.4907 8.90E-18 1 

76 1 0.5263 0.5973 -0.1237 2  0.9998 0.00015 1.30E-13 1 

233 3 -0.0165 0.5455 0.471 2  1.05E-25 0.4002 0.5997 3 

240 3 -0.0041 0.5051 0.4989 2  8.60E-28 0.429 0.5709 3 

246 3 -0.02583 0.6552 0.3706 2  3.10E-30 0.0859 0.9141 3 

267 3 -0.1442 0.7157 0.1401 2  3.80E-91 3.50E-30 1 3 

272 3 -0.0034 0.5591 0.4443 2  2.90E-30 0.3471 0.6529 3 

285 3 -0.0925 0.7486 0.3439 2  3.30E-27 0.05 0.95 3 

295 3 -0.0146 0.6338 0.3807 2  5.80E-28 0.3897 0.6103 3 

Table 3. Performance comparison between ELM and PELM 

Method 
Training accuracy 

(True/Total samples) 
Testing accuracy  

(True/Total samples) 

ELM 97.2973% (432/444) 90.9091% (270/297) 

PELM 98.8739% (439/444) 94.6128% (281/297) 

(b) (a) 
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The misclassified samples in ELM model were correctly assigned in PELM. 
Results of classification in the ELM and PELM model for the training and testing data 
were shown in Table 3. Multi-class PELM model performs better than ELM.  

4 Conclusions 

Extreme learning machine is widely applied in classification due to the easy of 
accomplishment, low computational cost and high generalization performance. A new 
multi-class classification model with one-against-one (OAO) and winner-takes-all 
strategy, named one-against-one probabilistic extreme learning machine (OAO-
PELM), is proposed based on a binary probabilistic extreme learning machine 
(PELM). The Multi-class OAO-PELM can avoid the incompatible classes for the 
imbalanced samples among the different classes and make the boundaries between 
classes clearer. A reliability for each sample is calculated from each binary PELM 
model, and the sample is assigned to the class with the largest combined reliability. 
The proposed method is verified with an industrial wastewater treatment plant. 
Experimental results show that multi-class PELM model performs better than ELM. 
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Abstract. This paper proposes a novel approach to search for the op-
timal combination of a measure function and feature weights using an
evolutionary algorithm. Different combinations of measure function and
feature weights are used to construct the searching space. Genetic Al-
gorithm is applied as an evolutionary algorithm to search for the candi-
date solution, in which the classification rate of the K-Nearest Neighbor
classifier is used as the fitness value. Three experiments are carefully
designed to show the attractiveness of our approach. In the first exper-
iment, an artificial data set is constructed to verify the effectiveness of
the proposed approach by testing whether it could find the optimal com-
bination of measure function and feature weights which satisfy the data
set. In the second experiment, data sets from the University of California
at Irvine are employed to verify the general applicability of the method.
Finally, a prostate cancer data set is used to show its effectiveness on
high-dimensional data.

Keywords: feature selection, measure function, genetic algorithm.

1 Introduction

The similarity measure of two patterns and feature selection are the critical fac-
tors affecting the performance of classifier, especially for classification based on
pattern similarity theory. Similarity measures provide a way to assess similarity
between two patterns, and determine whether or not to group them into the same
class. Feature selection is the technique of selecting a subset of relevant features
for building robust learning models. By removing most irrelevant and redundant
features from the data, feature selection helps to improve the performance of
learning models and tell people which are the important features.

Separate research on similarity measurement and feature selection have been
deeply and widely done. A comprehensive discussion on constructing or learning
a new or enhanced distance metric is available in [1,2,3]. A survey for feature se-
lection methods is conducted in [4]. To the best of our knowledge, few researchers
have yet made any attempt to take the consideration of measure function selection
and feature selection together as a problem of combinatorial optimization [5,6].

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 20–29, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In this paper, a new approach is proposed which aims at searching a set of com-
binations of measure functions and feature weights for the optimal combination,
using an evolutionary algorithm. As Genetic Algorithm (GA) has been widely
used for feature selection[7,8], the evolution process is simulated using GA. A set
of combinations of candidate measure functions and their corresponding feature
weights are used to construct the original evolution space. During the evolution
process, the similarity measurement of two patterns is computed by the selected
measure function and the feature weights. The classification rate of a K Nearest
Neighbors (KNN) classifier is used as the fitness value in the GA. At the end
of the evolution process, the final surviving chromosome which consists of the
encoded measure function and its corresponding feature weights shows the op-
timal combination. Three different experiments are implemented to explore the
effectiveness and general applicability of the proposed approach, and the result
of the experiments shows the attractiveness of the proposed approach.

2 Our Approach

2.1 Proposed Approach

In this paper, the measure function is thought of as a special parameter which is
encoded in the chromosome with the corresponding feature weights in GA. The
aim is to search for the optimal combination ofmeasure function and feature subset
satisfying the evaluation criterion. Training phase and testing phase are separated.

Figure 1 shows the framework of our proposed approach. The inputs for the
approach are the initial population of GA and the training data sets. The initial
populations of chromosomes are constructed by a set of measure functions and
their associated feature weights that are randomly initialized. All the samples
are represented as vectors consisting of feature attributes and their correspond-
ing category in the data set. For every chromosome in the population, the KNN
classifier is implemented with the measure function and feature weights. Clas-
sification rate is used as the fitness value of the chromosome. A chromosome
with a higher fitness value will have a higher probability of surviving to the next
generation; otherwise it will have a lower survival rate. After that, the genetic
operators of selection, crossover and mutation are executed to evolve the chro-
mosomes and to generate the next population of chromosomes. These operators
are iterated until the stop criterion has been satisfied. The final output is the
optimal combination of measure function and feature weights.

In the testing phase, the KNN classifier is implemented with the measure
function and feature weights given by the survival chromosome in the training
phase. The classification rate gives the verification of the optimal combination
of the measure function and feature subset.

2.2 Extension for High-Dimensional Data

For high-dimensional data sets, such as microarray data, they have some char-
acteristics different from the data sets with few features. First, there would be
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Fig. 1. Framework of the proposed method

high-dimensional noise, which would be a significant threaten to extract the
useful information from the original data. Features, which are selected for the
classification, only account for a relatively small portion of the primitive features.
When designing the chromosome in the GA, a representation with few features
would helpful. We propose that each chromosome consists of a measure function
and m distinct integers indexing m different features. Second, many combina-
tions of a measure function and a feature subset that can discriminate different
classes in the training set may exist, because of the insufficient of the training
sets compared to the high-dimensional features [8]. In order to find a subset that
would also have a generalized performance, we propose independently running
the GA multiple times and examining as many combinations as possible. When
a large number of combinations are obtained, the selection frequency of each in-
vestigated measure function and feature can be counted. Apparently, the higher
selection frequency a measure function or a feature has, the more important it
is. Then the most selected measure function and the top selected features are
used in the test data.

3 Experiments

3.1 Experimental Conditions

We choose eight commonly used measure functions here, including five
distance functions and three similarity functions. Five distance functions
are Euclidean Metric (EuM), Manhattan Metric (MtM), Chebyshev Metric
(ChM),Mahalanobis Metric (MhM),and Camberra Metric (CaM). The distance
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functions above are based on the distance of the end points of two vectors. If
the two objects are more similar, the value of this distance metric is smaller.
And three similarity functions are Degree Similarity Coefficient (DSC), Relative
Coefficient (ReC), and Exponent Similarity Coefficient (ESC). The similarity
functions above depend on the directions of the two vectors, but not the length
of the vectors. If the two objects are more similar, the value of the similarity
function is bigger. In all the metrics mentioned above, the EuM, MtM, ChM,
DSC, and ReC are affected by the choice of unit and the remaining three, MhM,
CaM and ESC are not affected. EuM, MtM, and ChM belong to Minkowski-type
metrics; ReC is the data centralized version of DSC, and they are the same kind
of function. We call them Cos-type metrics in this paper.

Figure 1 has shown the representation of a chromosome, in which F represents
a measure function and w1, w2, . . . , wn represent the weights for the n features.
Two encoding modes are employed in the chromosomes for considering the unit
effectiveness. The real value weight is used for the functions which are affected
by unit and the binary weight is used for the remaining functions. For measure
function, EuM, MtM, ChM, DSC, and ReC are respectively selected when the
value of F is in the interval [0, 20), [20, 40), [40, 60), [60, 80), and [80, 100) in
the real value weight system; and MhM, CaM, and ESC are respectively se-
lected when the value of F is ’01’, ’10’ or ’11’ in the binary weight system. A
uniform encoding mode is applied for feature weights to make it convenient for
the genetic operations. In the binary weight system, a weight of 1 indicates that
the corresponding feature will be used in the classification whereas a weight of
0 means that it will not be used; in the real value weight system, each weight
represents the relative significance of the associated feature for classification and
each weight is within the ranges of 0.0 to 100.0. From the GA chromosome, we
can implement feature selection with corresponding feature weights and obtain
the selected measure function.

The length of the chromosome was uncertain; it was determined by the en-
coding scheme of the measure function and feature numbers in the special data
sets. In the training phase, Roulette wheel selection, one point crossover with a
probability of 0.8 and random mutation with a probability of 0.05 were adopted
to generate the next generation. The population size for each generation was
100. The fixed number of generations for stop criterion was 10. The value of K
for the KNN algorithm was set to 1. These parameters were set based on the
results of several preliminary runs.

We used 10-fold cross validation for evaluating the classification rating of
all the following experiments. The measure function with the most of selected
frequency among 10 folds was chosen as the final measure function. The experi-
mental results were yielded by re-running 10-fold cross validation with the final
measure function. Experiments on Normalized KNN and other implementations
of KNN were carried out on the same training data set and evaluated on the
same test data set.
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3.2 Experimental Results and Analyses

Experiments on Artificial Data Set. In general, EuM is used in KNN.
Here we carefully constructed an artificial data set which was based on the
characteristics of the EuM and DSC. We chose these two types of metric because
they are frequently used and easy to understand. The generated data set has two
classes and how to define the feature attributes is shown in Table 1.

The assumption for generating this artificial data set is that the features f1,
f2 are equally significant for the classification, and the features f3 and f4 are
irrelevant features. The principle of design is that every point in the data set gets
a different nearest neighbor when different combinations of measure function and
feature subset are used.

Table 1. Artificial data sets definition

category
feature definition

f1 f2 f3 f4
A rand(0, 1) + 2 ∗ i f1 ∗ tan θ C R
B rand(0, 1) + 2 ∗ i f1 ∗ tan θ + α C R

Table 2. Result for the artificial data set

data set with f1 and f2 data set with f1, f2, f3 and f4
function accuracy function features accuracy

EuM 4% EuM f4 49%
DSC 100% DSC f1, f2 100%

– – ReC f1, f2 100%

Here, rand(0, 1) means a random value in the range from 0 to 1; θ is set at 30
and α should be a small value which is set as 0.2. The generated value for the
feature f3 is a constant value C, which is set at 4 here; and the generated value
for the feature f4 is a random value R in the range from 0 to 10. The variable i
indicates the number of the pattern.

The distribution of some data generated with i from 0 to 5 in the dimensions
of f1 and f2 are shown in Figure 2.

Fig. 2. Distribution for f1 and f2
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top features

If we just take into consideration the features f1 and f2, the points of class A are
in the line f2 = f1∗tan θ; and the points of class B are in the line f2 = f1∗tan θ+α.
When the DSC is used, every pair of points in the same line, which is designed as
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the same category, will get a similarity measurement of 1, which is the maximum
value; and every two points in different lines, which are designed as the different
categories, will get a similarity measurement less than 1.The nearest neighbor is
indeed in the same category of the require point with the combination of DSC and
f1, f2. But when EuM is used, the nearest neighbor is not in the same category.
For example, in Figure 2, S4 is the nearest neighbor of point S2 with DSC and
in fact they are the same class. Point S1 is the nearest neighbor of point S2 with
EuM, but in fact they are not the same class. We can judge that DSC will give a
better performance than EuM with features f1 and f2.

Two sets of comparable experiments were designed. The purpose is to ver-
ify whether the proposed approach could effectively search for the special (or
optimal) combination of measure function and feature weights as designed in
advance for the data set, supposing f1 and f2, and DSC.

In the first experiment, we generated a data set using only f1 and f2 as de-
fined in Table 1. Two different measure functions, EuM and DSC, were used
with KNN. The experiment takes no consideration of measure function selection
or feature selection; it just verifies the performance of KNN classifier with dif-
ferent measure functions in these data sets. The results are listed in the first two
columns of Table 2.

In the second experiment, a data set with all the features defined in Table 1
was used. The real value weight encoding mode was applied for feature selec-
tion. Three comparative experiments were implemented with different measure
functions in the KNN classifier: fixed EuM, fixed DSC, and all five candidate
measure functions for the real value encoding mode. The results are listed in
the three right hand columns of 2. In the all experiments above, there are 100
samples for each category.

Table 2 shows the result for the artificial data sets. From Table 2, we can see
that the KNN classifier scores a very bad performance of 4% with the combina-
tion of EuM and feature subset of f1 and f2; while it has a perfect performance
of 100% with the combination of DSC and feature subset of f1 and f2. The result
can be explained by the design principle for the data set mentioned above. For
the data set using all features, there are three comparable experiments. When
EuM is used in the KNN classifier, feature f4 alone is selected and has a per-
formance of 49% which is like a random judgment. The reason for such a result
maybe that: the features of f1 and f2 interfere with EuM and f3 is same for all
the patterns; while f4 is a random value; and the data set has only two categories.
When the KNN classifier is implemented with the measure function DSC, it can
search for the optimal feature subset of f1 and f2 and gets a perfect performance
of 100% for classification. For the last experiment, we can see that the proposed
approach gets the optimal combination of ReC and feature subset of f1 and f2;
and it has a perfect performance of 100% for classification. Here ReC is selected
instead of DSC which is different from the design. The reason may be that ReC
is the data centralized version of DSC, as mentioned above. From the analysis
above, we can conclude that the proposed method could indeed search for the
optimal combination of measure function and feature weights.
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Experiments on UCI Data Set. We chose some typical data sets of varying
size and difficulty from UCI. The size of the data sets ranges from 101 to 2310
and there are 2-class data sets and also multi-class data sets. Table 3 gives the
name of the data sets.

Five comparable experiments were designed step by step. First, Normalized
KNN (marked as NKNN) was used as the classifier, with EuM and all features
had equal weight 1. Second, feature selection only is applied. The MhM and the
EuM are respectively used in the binary encoding mode (marked as BW KNN)
and the real value encoding mode (marked as RW KNN). Third, our proposed
method was applied. For the binary encoding mode, three measure functions,
MhM, CaM and ESC and their corresponding feature weights, which were ran-
domly initialized with 0 or 1 were supplied to construct the initial search space
(marked as MF BW KNN).For the real value encoding mode, five measure func-
tions, EuM, MtM, ChM, DSC and ReC and their corresponding feature weights,
randomly initialized with the value from 0 to 100.0, were supplied to construct
the initial population of chromosomes (marked as MF RW KNN).

Table 3 show the results of comparable experiments on data sets from UCI
in detail. The accuracy values shown in the table are the average value of the
10 runs. In the column of measure function ’F’, the value written in the table
is the abbreviation of the measure function and the value in brackets is the
number of occurrences in the 10 runs. The value in the feature subset column
’fea.’ is the mean number of selected features according to the measure function
which occurred most frequently in the 10 runs. The number of selected features
is calculated as following: for the binary weights, if the bit gets the value 1 more
than half of all the resulting chromosomes of 10 runs , then we judge the feature
corresponding to this bit is selected. For the real value weights, if the mean
value in all the resulting chromosomes of the 10 runs is larger than 50.0, then
the feature is counted.

From the experimental results shown in the Table 3, we can find some overall
trends. From the point of view of the classification rate, the classifiers with fea-
ture selection, BW KNN, RW KNN, and the classifiers with measure function
selection and feature selection, MF BW KNN, MF RW KNN consistently im-
proved by a small margin over the classifier NKNN on most data sets. Applying
a Sign Test, the result shows that MF RW KNN gets a better classification rate
than NKNN, MF BW KNN gets a better classification rate than BW KNN, and
MF RW KNN gets a better classification rate than RW KNN, in the confidence
intervals of 95%. This result illustrates that the classifier with measure function
selection and feature selection gets a better classification rate than the classifier
without measure function selection in all the different data sets in the statistics.
From the point of selected feature numbers, the selected features were reduced by
a large margin. In some data sets the selected feature number was less than half
of the original features. In general, there are some features irrelevant or redun-
dant for classification. In those data sets the effectiveness of removing irrelevant
or redundant feature is evident. The third general trend is that the proposed
method can always get one identified measure function with higher probability
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Table 3. Experimental Results on data sets from UCI

Data sets
NKNN BW KNN BW RW KNN MF BW KNN MF RW KNN

fea. Rate(%) fea. Rate(%) fea. Rate(%) F fea. Rate(%) F fea. Rate(%)

glass 9 70.6±0.2 2 96.6±0.1 3 95.9±0.2 MhM(10) 6 98.6±0.0 EuM(10) 3 96.5±0.01
heart-stat 13 75.1±0.6 8 75.1±0.3 4 74.8±0.4 CaM(6) 9 74.7±0.4 EuM(4) 8 69.0±0.2

ESC(4) 10 72.2±0.3 MtM(2) 6 72.2±0.1
ChM(1) 7 73.5
DSC(1) 5 74.8
ReC(2) 6 68.9±0.04

ionosphere 34 86.3±0.1 12 89.8±0.3 13 90.6±0.2 CaM(9) 14 91.8±0.2 EuM(10) 14 92.7±0.02
ESC(1) 12 83.3

iris 4 95.3±0.1 2 94.6±0.3 1 91.3±0.4 CaM(6) 2 95.6±0.2 ChM(9) 1 95.4±0.1
ESC(4) 3 93.3±0.2 MtM(1) 1 95.5

pimaIndians 8 70.5±0.2 4 66.5±0.2 3 68.4±0.1 ESC(8) 3 68.2±0.2 MtM(3) 4 67.0±0.03
CaM(2) 4 72.7±0.01 ChM(4) 3 65.3±0.02

ReC(3) 4 65.3±0.04
segment 19 97.2±0.1 10 97.5±0.0 7 98.0±0.0 ESC(10) 11 97.6±0.01 EuM(10) 11 98.2±0.02
sonar 60 85.2±0.7 34 87.6±0.4 20 87.9±0.4 ESC(10) 36 82.8±0.9 ReC(10) 27 88.9±0.1
vehicle 18 69.2±0.1 8 70.5±0.3 10 69.7±0.2 CaM(5) 12 72.9±0.2 DSC(4) 13 73.2±0.00

ESC(5) 8 70.6±0.2 ReC(6) 10 70.3±0.1
zoo 16 95.2±0.4 10 96.4±0.2 10 94.9±0.4

CaM(5) 11 100.0 EuM(7) 7 98.3±0.02
ESC(5) 10 90.9±0.7 MtM(1) 8 100

DSC(1) 9 100.0
ReC(1) 9 95.45

than random selection. For the binary encoding mode, CaM and ESC were used
frequently, while MhM was not; and the classification rate was slightly improved.
For the real value encoding mode, EuM was used in the most data sets. From the
above analysis for the data sets from UCI, we can conclude that the proposed
method is effective at removing irrelevant or redundant features and slightly im-
proves the classification rate. The range for development is slight. There may be
two reasons: one is the limitation of kinds of measure function offered, the other
is that the data sets are not sensitive to a special measure function.

Experiments on High-Dimensional Data Set. The prostate cancer data
set consists of 52 prostate tumour tissues and 50 normal tissues, and every tissue
contains 6033 features [9].

We compared the performance of our approach and NKNN. Here our exten-
sion approach for high dimensional data was adopted, in which the GA was
independently run for many times. Consequently, many nearly optimal chromo-
somes were obtained. The measure function with the highest selected frequency
among all of these nearly optimal chromosomes was selected as the final measure
function. Then, features were selected from high to low according to the selected
frequencies of the primitive features counted among the nearly optimal chromo-
somes whose measure function was the same with the previous selected measure
function. In GAs, every chromosome consisted of a random number between 0
and 100 representing a measure function and 50 serial numbers of 50 distinct
features that randomly selected from the primitive features. Elite strategy and
roulette-wheel selection were adopted. Every surviving chromosome was selected
for mutation in the next generation; its 1 to 5 features were randomly replaced
by serial numbers of some other unselected features from the primitive features,
with probabilities, 0.53125, 0.25, 0.125, 0.625, and 0.03125, respectively. There
were 150 chromosomes in every population. And maximum number of iterations
was set to 40. Once the maximum number of iterations was met or the best
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fitness of the population reached 0.91, a nearly optimal chromosome was hence
obtained. Then the GA should be restarted until the number of the nearly opti-
mal chromosomes had reached the level what we expect. In our experiments, two
thirds of the prostate cancer data set (35 prostate tumor tissues and 34 normal
tissues) were chosen as training set, and the rest were test set. The parameter
K in KNN was set to 3.

1000 nearly optimal chromosomes were obtained in our experiment. ReC gets
the highest selected frequency among the investigated measure functions followed
by DSC and EuM. Since, ReC and DSC are both Cos-type metrics, it means
Cos-type metrics and EuM are the top two selected measure functions. When
the number of selected features is set to three, both the classifiers with ReC and
EuM achieve the highest classification rate, 93.9%. Figure 3 shows the sample
distribution on the three top selected features. We can find that tumor tissues
and normal tissues are separated well by using these three top selected features.
It proves that our approach is very effective in feature selection. After further
observation, we find that in these three dimensional space, both ReC and EuM
are proper measure functions to separate the data, which shows the advantage
of our approach for similarity selection. In all, experimental results suggest that
the proposed method can also search for the optimal combination of measure
function and features in high-dimensional data set.

4 Discussion

The experimental results on the artificial data set, UCI data sets and Prostate
cancer data set above showed that our proposed method, searching for the op-
timal combination of measure function and feature weights using an evaluation
algorithm, can obtain the appropriate measure function, remove the irrelevant
or redundant features and improve the classification rate.

In the method proposed in this paper, measure function selection and feature
selection are made according to the evaluation objective in the evaluation algo-
rithm. Not only the attributes of the feature subset but also the attributes of
the measure function are considered to satisfy the evaluation objective, and this
consideration can be utilized by the evaluation algorithm.

It is easy to understand in theory that the method can make a good im-
provement over the traditional KNN, because it can overcome its weak points.
It supplies the optimal combination of measure function and feature weights for
the KNN classifier.

5 Conclusions

In this paper, a new approach is proposed, which is an attempt to search for the
optimal combination of measure function and feature weights at the same time
for the classification using evaluation algorithm. A set of measure functions and
their corresponding feature weights construct the initial searching space. GA is
applied to evolve the candidate solutions for its powerful global search ability.
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The search result of the optimal combination of measure function and feature
weights is used for the different implementations on the KNN classifier. It over-
comes the weakness of using a fixed measure function and equally-significant
feature weights in the conventional KNN classifier. Three sets of carefully de-
signed experiments indicate that the proposed approach has a good effect on
improving the classification rate and removing the irrelevant or redundant fea-
tures.

We take the classification rate as the fitness value in the implementation of the
proposed approach. In future research we will incorporate multiple criteria, such
as the length of selected features and the computation cost of measure function.
For example, the classification task for medical diagnosis is cost-sensitive, so the
computation cost should be taken into consideration. Meanwhile, extension of
the range of measure functions should be taken into consideration.
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cial Innovation Project on Speech of Anhui Province (11010202192), project from
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Abstract. Incremental Attribute Learning (IAL) is a novel machine learning 
strategy, where features are gradually trained in one or more according to some 
orderings. In IAL, feature ordering is a special preprocessing. Apart from time-
consuming contribution-based feature ordering methods, feature ordering also 
can be derived by filter criteria. In this paper, a novel criterion based on Dis-
criminability, a distribution-based metric, and Entropy is presented to give 
ranks for feature ordering, which has been validated in both two-category and 
multivariable classification problems by neural networks. Final experimental 
results show that the new metric is not only applicable for IAL, but also able to 
obtain better performance in lower error rates. 
 

Keywords: neural networks, incremental attribute learning, feature ordering, 
entropy, discrimination ability. 

1 Introduction 

In pattern classification, the number of features (attributes) indicates the complexity 
of a problem. The more features in a problem, the more complex it is. To solve com-
plex classification problems, some dimensional reduction strategies like feature selec-
tion have been employed [1, 2]. However, these methods are invalid when the feature 
number is huge and almost all features are crucial simultaneously. Thus feature reduc-
tion is not the ultimate technique to cope with high dimensional problems. 

A strategy for solving high-dimensional problems is “divide-and-conquer”, where a 
complex problem is firstly separated into smaller modules by features and integrated after 
each module is tackled independently. Incremental Attribute Learning (IAL) is an exam-
ple of that. It is applicable for solving classification problems in machine learning [3-6]. 
Previous studies show that IAL based on neural networks obtains better results than con-
ventional methods [3, 7]. For example, in Guan’s studies, compared with traditional me-
thods [5, 6], classification error rates of Diabetes, Thyroid and Glass, three machine 
learning datasets from University of California, Irvine (UCI), derived by neural IAL were 
reduced by 8.2%, 14.6% and 12.6%, respectively [8].  
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However, because IAL incrementally imports features into systems, it is necessary 
to know which feature should be introduced in an earlier step. Thus feature ordering 
becomes a new preprocess apart from conventional preprocess like feature reduction. 
Previous studies of neural IAL presented contribution-based feature ordering method, 
where feature ordering was derived after each feature is solely employed to classify 
all outputs by neural networks. The result of each denotes every feature’s ability for 
discrimination. However, such a wrapper is more time-consuming than filter [9]. Thus 
it is necessary to study on feature ordering based on filter methods. 

Generally, there are two kinds of filter methods, correlation-based and distribution 
based. Several studies have been carried on using filter methods. For example, 
mRMR[10], a filter feature selection criterion, is a correlation-based filter feature 
ordering method and has been successfully employed to compute feature ordering, 
although not all performance of this approach is better than that obtained by wrapper 
methods [11]. Moreover, Discriminability, a distribution-based filter feature ordering, 
is employed to rank features for ordering and its feasibility also has been validated 
[12]. However, it is difficult to believe that we have already developed the optimal 
approach for feature ordering in IAL. Therefore, whether there are some metrics exist-
ing, which can effectively rank features and produce accurate classification results, is 
worthy of studying.  

In this paper, a new statistical metric called Entropic Discriminability (ED) is pre-
sented for feature ordering. It is derived by pattern distribution and will be checked 
for applicability and accuracy by ITID, a neural IAL algorithm. In Section 2, ITID 
will be reviewed and Entropic Discriminability will be presented based on feature 
ordering of IAL and Discriminability in Section 3; Benchmarks using Entropic Dis-
criminability will be validated by neural IAL and analyzed in Section 4; conclusions 
will be drawn in section 5 with outlines of future works. 

2 IAL Base on Neural Networks 

Based on some predictive methods like neural networks, IAL has exhibits its feasibili-
ty in solving multi-dimensional classification problems in a number of previous stu-
dies. ITID [13], a representative of neural IAL based on ILIA [7], is shown applicable 
for classification. It is different from conventional approaches which trains all fea-
tures in one batch. It divides all input dimensions into several sub-dimensions, each of 
which corresponds to an input feature. After this step, instead of learning input  
features altogether as an input vector in training, ITID learns inputs through their 
corresponding sub-networks one after another and the structure of neural networks 
gradually grows with an increasing input dimension as shown in Figure 1. During 
training, information obtained by a new sub-network is merged together with the in-
formation obtained by the old network. After training, if outputs are collapsed with an 
additional network sitting on the top, links to the collapsed output units and all input 
units are built to collect more information from inputs, which is shown like that in 
Figure 2. Architecture in Figure 1 is called ILIA1, and the reformed network in Figure 
2 is ILIA2. Although it is reported that ILIA2 is better than ILIA1[7], ILIA1 is still 
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widely used in a number of IAL studies because of its high efficiency. Moreover, 
based on ILIA, ITID has a pruning technique which is adopted to find the appropriate 
network architecture. With less internal interference among input features, ITID 
achieves higher generalization accuracy than conventional methods [13]. 

 

Fig. 1. The basic network structure of ITID  

 

Fig. 2. The network structure of ITID with a sub-network on the top 

3 Entropic Discrimination Ability for Feature Ordering 

3.1 General Approaches to Feature Ordering 

Although feature ordering is seldom used in conventional methods where features are 
trained in one batch, it is believed that ordered features are necessary for improving 
final classification performance in pattern recognition based on IAL approaches 
[6,13]. In previous studies, feature ordering calculation has been developed by two 
different kinds of ways: ranking-based and contribution-based. Such an isolation of 
feature ordering approaches is similar to that in feature selection (FS), where ranking- 
based and contribution-based approaches are called filter and wrapper, respectively. 
Different from feature selection where the purpose of which is to search a feature 
subset for obtaining the optimal results, feature ordering aims to arrange proper se-
quence of features for calculate the optimal results. That is, feature reduction like 
feature selection usually scraps useless features or reduces the weights of useless 
features, while feature ordering does nothing but give a sequence to features by dis-
crimination ability. Therefore, apart from different objectives, feature selection and 
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feature ordering are similar to each other. Hence in feature ordering studies, ranking-
based approach also can be named filter-like method, while contribution-based ap-
proach can be called as wrapper-like method. 

In previous studies, it has been validated that ranking-based feature ordering com-
puting is better than contribution-based approaches usually at least in two different 
aspects: time and error rate [12]. More specifically, in the aspect of time, feature or-
dering derived by single feature’s contribution is more time-consuming than ranking-
based feature ordering [9]. To cover such a shortage, filter feature ranking approaches 
are employed to arrange feature ordering based on feature discrimination ability, 
which can be measured by feature correlation of pattern distribution. Usually, the 
greater discrimination ability a feature has, the more prior this feature should be 
trained. Furthermore, in the aspect of error rate, ranked feature orderings based on 
both correlation and distribution obtain lower classification error rate than contribu-
tion-based feature orderings, which have been validated by a number of experimental 
results [12].  

Feature ordering is a unique and indispensable data preparation job of IAL. Once 
features are ranked or their contributions are calculated, dataset should be transformed 
according to the feature ordering. After that, patterns are randomly divided into three 
different datasets: training, validation and testing [14]. All vectors in these three data-
sets should be sorted according to the feature ordering and employed for classification 
by machine learning later. 

3.2 Discriminability for Feature Ordering 

In classification problems, classes can be separated by input features, because contri-
bution of different inputs in classification is variable. Some features are good at dis-
tinguishing one class from others, while others are weak in this categorization. Thus 
different features have different discrimination abilities in classification. Such ability 
can be regarded as a rank for feature ordering. 

Definition 1. Discriminability refers to the discrimination ability of one input feature 
xi in distinguishing all output features ω1, ω2, …, ωn, where xi is the ith feature in the 
set of inputs, n is the number of output features. 

Therefore, two kinds of metrics can be employed to compute Discriminability. One is 
the standard deviation of sample means from all output features in one input dimen-
sion, and the other is the sum of standard deviation of each output feature in one input 
dimension. Obviously, the former indicates the scatterance of all samples classified by 
classes in one input dimension, where the more symmetrical of the scatterance is, the 
less availability of this feature is. Moreover, the latter denotes the integrative data 
gathering level of each output in one input dimension. Manifestly, the more dispersive 
of data gathering is on one dimension, the more difficult of this feature for this classi-
fication is. Specifically, let X=[x1,…, xm] the pool of input andΩ=[ω1, …,ωn] the pool 
of output, where xi (1≤i≤m) is the ith input features in X andωj (1≤j≤n) is the jth output 
feature in Ω, Discriminability of xi can be calculated by  
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where μj(xi) is the mean of feature i in output j, stdj(xi) is its standard deviation, m is 
the number of input, and n is the number of output. Discriminability provides an in-
dicative feature ordering ranking in two or more output categorization problems. Ac-
cording to formula (1), if a dataset has p patterns, m features and n classes the compu-
tational complexity of Discriminability is O(pmn).When all features are ranked by 
Discriminability, they should be placed in a descending order, which have been 
proved that such ordering is more likely to obtain better results [15].   

3.3 Entropic Discriminability 

Entropy in information theory is a measure of data disorder. It geometrically denotes 
the data disorder distribution in dimensional space. Usually, the greater of the entro-
py, the more disorder of the data. Obviously, the more disorder of data in one feature 
space, the worse classification result of this feature will get. Thus entropy can be re-
garded as a supplement to Discriminability. Entropy and Discriminability they can be 
merged together in the calculation of feature discriminative ability for IAL.  

Discriminability with entropy, or Entropic Discriminability (ED) aims to give 
ranks to features for ordering. Generally, if data from different classes have a small 
sum of entropy, the distribution of these data will be in some order, which denotes 
that they are easy for classification, and vice versa. Therefore, the ED can be calcu-
lated by formula (2): 
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where entropyj(xi) denotes the entropy of the pattern belonging to jth class in ith feature 
dimensional space. The computational complexity of ED is O(pmn). 

4 Validation Experiments and Analysis 

The proposed ordered IAL using Entropic Discriminability for feature ordering rank 
was tested based on neural networks with two classification benchmarks from UCI 
machine learning datasets: Diabetes, a two-category classification problem, and Glass 
a multivariable classification problem. Diabetes, the first dataset, is used to diagnose 
whether a Pima Indian has diabetes or not. There are 768 patterns in this dataset, 65% 
of which belong to class 1 (no diabetes), 35% class 2 (diabetes). Moreover, the second 
dataset, Glass, is a dataset for classifying a variety of types of glass into six different 
categories, where from the first class to the sixth, each of which has 32.71%, 35.51%, 
7.94%, 6.07%, 4.20% and 13.55%, respectively. The brief information of these two 
datasets has been shown in Table 1.  
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Table 1. Brief information of benchmarks 

 Diabetes Glass 
Pattern Number 768 214 
Input Number  8 9 

Output Number 2 6 

All patterns of these two benchmarks were randomly divided into three sets: train-
ing (50%), validation (25%) and testing (25%). Training data were firstly used to rank 
feature ordering based on Entropic Discriminability, and then features will be gradu-
ally trained one by one based on ITID, a neural IAL algorithm. After training, valida-
tion sets were imported for tuning parameters of neural networks. Testing was in the 
last step using testing data. The performance of the utilization of Entropic Discrimi-
nability (ITID-ED) is evaluated based on the comparison of error rate with other five 
approaches: ITID based on Discriminability for feature ordering (ITID-D), mRMR 
(Difference), mRMR (Quotient), wrappers and conventional batch training method. 
Table 2 and 3 shows the Entropic Discriminability and input index of each feature 
calculated by equation (2). Corresponding results are demonstrated with comparison 
with other classification methods in Table 4 and 5.  

Table 2. Entropic Discriminability of Diabetes. 

Ordering 1 2 3 4 5 6 7 8 
Entr-Disc. 0.1166 0.0838 0.078 0.0747 0.0615 0.0573 0.0515 0.0167 

Index 2 8 7 4 1 5 6 3 

Table 3. Entropic Discriminability of Glass 

Ordering 1 2 3 4 5 6 7 8 9 
Entr-Disc. 0.2411 0.178 0.1275 0.1171 0.0948 0.0657 0.0629 0.0533 0.0345 

Index 3 8 6 4 2 9 1 5 7 

Table 4. Result comparison of Diabetes 

 Feature Ordering Error Rate (ILIA1) Error Rate (ILIA2) 
ITID-ED (This study) 2-8-7-4-1-5-6-3 22.08334% 22.36979% 
ITID-D 2-6-8-7-1-4-5-3 21.84896% 22.39583% 
mRMR(Difference) 2-6-1-7-3-8-4-5 22.86459% 23.5677% 
mRMR(Quotient) 2-6-1-7-3-8-5-4 22.96876% 23.82813% 
wrappers 2-6-1-7-3-8-5-4 22.96876% 23.82813% 
Original Ordering 1-2-3-4-5-6-7-8 22.86458% 23.80209% 
Conventional method By batch: 23.93229% 
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Table 5. Result comparison of Glass 

 Feature Ordering Error Rate (ILIA1) Error Rate (ILIA2) 
ITID-ED(This study) 3-8-6-4-2-9-1-5-7 34.43399% 31.32078% 
ITID-D 3-8-4-2-6-5-9-1-7 34.81133% 28.96228% 
mRMR(Difference) 3-2-4-5-7-9-8-6-1 39.05663% 35.09436% 
mRMR(Quotient) 3-5-2-8-9-4-7-6-1 35.28304% 31.50946% 
wrappers 4-2-8-3-6-9-1-7-5 36.4151% 33.11322% 
Original Ordering 1-2-3-4-5-6-7-8-9 45.1887% 36.03775% 
Conventional method By batch: 41.226405% 

According to the results shown in above tables, the general performance of ITID-
ED is good. In Diabetes, ITID-ED obtained the lowest error rate (22.36979%) in 
ILIA2, and the second lowest (22.08334%) in ILIA1. In Glass, although the lowest 
error rate of ILIA2 was obtained by ITID-D already, ITID-ED still got the second 
lowest classification error rate (31.32078%) by this predictive approach. Apart from 
this, it obtained the best result (34.43399%) on ILIA1. After these comparison, the 
feasibility of ITID-ED for IAL has been exhibited. Therefore, for either two-category 
or multivariable classification problems, entropy is a useful supplement for measuring 
the discrimination ability of a feature, and can be used in the feature ordering prepro-
cessing of IAL. 

5 Future Work and Conclusions 

As a new metric for IAL preprocessing, Entropic Discriminability was developed in 
this study for searching the optimal feature ordering based on feature's discrimination 
ability. IAL is a novel approach which trains input attributes gradually in one or more 
sizes. As a data preprocessing phase, feature ordering in training stage is unique to 
IAL. In previous studies, IAL feature ordering was derived by two kinds of approach-
es: ranking filters like Discriminability and mRMR, or contribution-based wrappers. 
Usually, wrappers are more time-consuming than filters. Moreover, previous  
experimental results also demonstrated that the feature ordering obtained by Discri-
minability can exhibit better performance than other methods. Thus in this study, 
Discriminability was merged with entropy for optimal feature ordering computing, 
which can be employed to improve the final classification result. Experimental results 
validated that Entropic Discriminability is not only effective for two-category classi-
fication problems, but also valid in solving multivariable classification problems.  

Nonetheless, there are a number of further studies needed to be done in the future. 
For example, although Entropic Discriminability can attain better performance than 
some other approaches, whether there are some other approaches which are able to 
exhibit more effective and accurate performance is still unknown.  

Generally, using Entropic Discriminability in feature ordering is more applicable 
for time saving and classification rate enhancing in neural IAL-based pattern classifi-
cation problems. 
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Abstract. In this paper, we introduce a new architecture of optimized RBF 
neural network classifier with the aid of fuzzy clustering and data preprocessing 
method and discuss its comprehensive design methodology. As the pre-
processing part, LDA algorithm is combined in front of input layer and then the 
new feature samples obtained through LDA are to be the input data of FRBF 
neural networks. In the hidden layer, FCM algorithm is used as receptive field 
instead of Gaussian function. The connection weights of the proposed model 
are used as polynomial function. PSO algorithm is also used to improve the ac-
curacy and architecture of classifier. The feature vector of LDA, the fuzzifica-
tion coefficient of FCM, and the polynomial type of RBF neural networks are 
optimized by means of PSO. The performance of the proposed classifier is illu-
strated with several benchmarking data sets and is compared with other classifi-
er reported in the previous studies.  
 
Keywords: Radial basis function neural network, Fuzzy C-means clustering, 
Particle swarm optimization, Linear discriminant analysis. 

1 Introduction 

In many pattern recognition systems, the paradigm of neural classifiers have been 
shown to demonstrate many tangible advantages with regard of criteria of learning 
abilities, generalization aspects, and robustness characteristic[1]. Radial Basis 
Function Neural Networks (RBF NNs) came as a sound alternative to the MLPs. RBF 
NNs exhibit some advantages including global optimal approximation and 
classification capabilities, and a rapid convergence of the learning procedures. In spite 
of these advantages of RBF NNs, these networks are not free from limitations. In 
particular, discriminant functions generated by RBF NNs have a relatively simple 
geometry which is implied by the limited geometric variability of the underlying 
receptive fields (radial basis functions) located at the hidden layer of the RBF 
network. To overcome this architectural limitation, we introduce a concept of the 
polynomial-based Radial Basis Function Neural Networks (p-RBF NNs). Given the 
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functional (polynomial) character of their connection weights in the P-RBF NNs, 
these networks can generate far more complex nonlinear discriminant functions [2]. 

In this paper, the FCM-based RBF neural networks classifier designed with the aid 
of LDA. It is more efficient to handle feature data instead of original data in the 
proposed classifier because LDA consider the ratio of the between-class scatter matrix 
and the within-class scatter matrix. In the hidden layer, FCM algorithm takes the 
place of Gaussian function that is generally used as the receptive fields. In case of 
Gaussian function, the center values and the widths are needed to design node of the 
hidden layer while FCM algorithm does not need to these parameters. As a result, the 
proposed classifier consists of more less parameters. In order to improve the accuracy 
and architecture of classifier, PSO is used to carry out the structural optimization as 
well as parametric optimization. For optimization, there are three components to 
consider, i.e., the number of feature vectors of LDA, the fuzzification coefficient used 
in the FCM algorithm and the type of polynomial function that is used as connection 
weights between hidden layer and output layer.  

Section 2 describes the architecture of the FCM-based RBF neural networks 
classifier with LDA and section 3 presents a learning method applied to the 
architecture of proposed classifier. Section 4 deals with the underlying concept of 
PSO and the optimization method related to classifier. Section 5 presents the 
experimental results. Finally, some conclusions are drawn in Section 6. 

2 The Architecture of RBF Neural Networks  

The proposed FCM-based RBFNN comes as an extended structure of the 
conventional RBFNN.  
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Fig. 1. Architecture of  FCM-based RBFNN with the aid of LDA  

In this study, we combined the pre-processing part in front of input layer. In many 
pre-processing algorithms, LDA which is commonly used to techniques for 
classification and dimensionality reduction is considered as pre-processing part to 
deal efficiently with the input data set. The input data is transformed into feature data 
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by the transformation matrix of LDA and then the feature data is to be input data of 
FCM-based RBF neural networks. The hidden layer consists of FCM algorithm 
instead of receptive fields. The advantage obtained by using FCM is that the 
parameters such center value and width of receptive fields is not needed because the 
partition matrix of FCM takes the place of output of receptive fields [3]. 

The consequent part of rules of the FCM-based RBFNN model, four types of 
polynomials are considered as connection weights. Those are constant, linear, 
quadratic and modified quadratic.  

3 The Learning Method of FCM-Based RBF Neural Network 

3.1 The Learning Method of Pre-processing Part by LDA 

Linear discriminant analysis is method to find a linear combination of given problems 
in fields such as statistics, modeling, and pattern recognition. The criterion of LDA 
tries to maximize the ratio of the determinant of the between-class scatter matrix and 
the within-class scatter matrix of projected samples of given data [4].  

In this paper, we used the independent transformation that involves maximizing the 
ratio of overall variance to within class variance. The process of LDA algorithm is in 
the following: 

 
[Step 1]. Compute the overall covariance and within-class scatter from given data 
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Where, c, N and Nc denote the number of classes, total data and data of each class. m 
means the average value of entire class while mj denotes average value of each class   

 
[Step 2]. Calculate the transformation matrix W Maximizing ratio of equation (3).  
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Where, wk means the feature vector, i.e. eigenvector. In order to obtain transformation 
matrix W we have to select the feature vector corresponding to eigenvalue and save 
the transformation matrix W. 

 
[Step 3]. Compute the feature data Xp using transformation matrix and input data. 
 

pT XXW =                                 (4)
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The feature data Xp is used to input data of FCM-based RBF neural networks instead 
of initially given input X.  

3.2 The Learning Method of Premise Part by FCM Algorithm 

Bezdek introduced several clustering algorithms based on fuzzy set theory and 
extension of the least-squares error criterion [5].  
 

[step1]. Select the number of cluster c (2≤c≤N) and fuzzification coefficient s (1< s 
< ∞) and initialize membership matrix U(0) using random value 0 between 1. 
Denote iteration of algorithm r(r=1, 2, 3, …). 
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where N is the number of data. 
 
[step2]. Calculate the center point (vi | i=1, 2, ..., c) of each fuzzy cluster using (6). 
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[step3]. Calculate the distance between input variables and center points using (6). 
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where the membership element {uik} take values from the interval [0, 1] and satisfy 
(5),  di k  is any inner product norm metric of the distance between the 
input vector Xx ∈k

 and the center point of cluster vi∈R. 
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[step4]. The objective function in (10) calculate new membership matrix U(r+1) 
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3.3 The Learning Method of Consequent Part by LSE 

In the consequence part, the parameters coefficients of polynomial function used as 
connection weights are estimated by learning algorithm. Least Square Estimation 
(LSE) is a global learning algorithm. The optimal values of the coefficients of each 
polynomial are determined in the form 

YXXXa T1T −= )(  
(11)

One of the most useful ways to describe pattern classifiers is the one realized in terms 
of a set of discriminant functions gi(x), i=1,…,q(where q stand for the number of 
classes)[6]. The classifiers are viewed as networks that compute q discriminant 
functions and select that category corresponding to the largest value of the 
discriminant function by using Eq. (12).  

ijallforgg ji ≠> )()( xx  (12)

The final output of classifier is used as a discriminant function g(x) and can be 
expressed in a form of the linear combination 
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4 Optimization Process of the FCM-Based RBFNNs 

The underlying principle of the PSO involves a population-based search in which 
individuals representing possible solutions carry out a collective search by 
exchanging their individual findings while taking into consideration their own 
experience and evaluating their own performance [7].  

In this study, the role of PSO is to find the optimal parameters such as the number 
of feature vector of LDA, the fuzzification coefficient of FCM, and the polynomial 
type of RBF neural networks because the performance of classifier is determined by 
these parameters. Fig.2 shows the structure of particle and boundary of search space 
used in the optimization to obtain the optimal FCM-based RBFNNs classifier.  

 

Fig. 2. Structure of particle and boundary of search space 
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5 Experimental Results 

In order to evaluate the effectiveness of proposed model, we are not only illustrated 
with the representative benchmark data set but also compared our classifier with other 
classifier reported in literature. To obtain the statistical result of classifier, we use 5 
fold cross validation and the final classification rate is the average of 5fcv.  

Eq. (14) denotes the objective function of PSO and classification rate at the same 
time. 

100[%] ×=
tetr NorN

True
RateionClassficat  (14)

where True is the number of successful classification; Ntr and Nte are the number of 
training data and testing data, respectively.  

Table 1 includes a list of parameters used in PSO. Their numeric values were 
selected through a trial and error process by running a number of experiments and 
monitoring the pace of learning and assessing its convergence.  

Table 2 shows the several benchmarking data sets used in the experiment to 
demonstrate the performance of the proposed classifier. 5-fcv method is carried out by 
dividing data set into five subsets in which four subsets are used for training data and 
remaining subset is used for testing. 5-fcv means that the process is repeated five 
times. That is training for four subsets and testing for remaining subset.  

Table 1. Parameters used in the particle swarm optimization 

Parameters Values 
Generation size 60 
Population size 30 

inertia weight (w) [0.9 0.4] 
Acceleration constant 2.0 

Random constant [0 1] 
Max velocity 20% of search space 

Table 2. Type of data sets used in the experiment 

Data sets No. of data No. of input variables No. of classes 
Iris 150 4 3 

Balance 625 4 3 
Pima 768 8 2 

WDBC 569 30 2 
Wine 178 13 3 

Vehicle 846 18 4 
Heart 270 13 2 
Glass 214 9 6 
Liver 345 6 2 
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Table 3 denotes the classification rate between the proposed classifier. The 
optimized LDA-based FRBF neural networks classifier has higher classification 
rate for all data sets except for Pima, Glass and Liver. For the testing of LDA, 
Euclidean distance is used. In case of the optimized FRBF neural networks 
classifier, the architecture of model is equal to proposed model. In case of FRBF 
NNs, the preprocessing part based on LDA is not carried out, while the 
preprocessing of the proposed classifier is carried out by LDA.  As shown in Table 
3, the proposed classifier has obtained the synergy effect of the combination of 
LDA and FRBF NNs. 

Table 3. Comparison of  Classification rate between Proposed classifier and other classfiers 

Data 
sets 

MLP 
[8] 

RBF 
[9] 

KNN 
[10] 

TS/KNN 
[10] 

PFC 
[11] SVM LDA FRRF 

NNs 
Proposed 
classifier 

Iris 66.4 94.1 94.6 96.7 93.3 - 97.3 98.0 98.7 
Balance - - 84.4 89.1 - - 91.5 89.1 93.1 

Pima 73.1 76.4 70.3 77.7  74.7 3.64 76.0 77.1 
WDBC 85.9 97.0 - - 93.9 94.9 90.5 95.8 97.0 
Wine - - 96.7 - 96.1 - 97.2 98.3 99.4 

Vehicle - - 68.4 73.7 - - 79.0 81.3 83.3 
Heart  - 52.2 62.6 - 75.9 19.3 80.4 84.8 
Glass - - 72.0 80.4 - - 52.8 67.3 62.7 
Liver 67.7 68.3 62.9 73.8 63.1 73.3 66.4 75.4 69.3 

6 Concluding Remarks 

In this paper, we have proposed new architecture of FCM-based RBF neural networks 
classifier with aid of LDA. In contrast to conventional RBF classifier, the pre-
processing part is combined in front of input layer and then the feature data obtain 
through pre-processing using LDA is connected to the input layer of proposed 
classifier. In the hidden layer, the partition matrix that stores the partition degree 
between clusters of FCM algorithm is directly used as output of receptive fields. The 
connection weights consist of polynomial function. The PSO is exploited to find the 
optimal parameter. The experimental results show that the performance of proposed 
classifier is much better than that of other classifiers reported in previous studies. The 
proposed classifier could be considered as computationally effective architecture for 
handling high dimensional pattern classification problems.  
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Abstract. In information processing using Wavelet transform, wavelet
subband coefficients are often modelled by a probability distribution
function. Recently, a local energy histogram method has been proposed
to alleviate the difficulty in modeling wavelet subband coefficients with
a previously assumed distribution function. Actually, the similarity be-
tween any two local energy histograms was measured by a symmetrized
Kullback-Leibler divergence (SKLD). However, this measurement ne-
glects the balance of wavelet subbands’ roles in texture classification. In
this paper, we propose an efficient texture classification method based
on weighted symmetrized Kullback-Leibler divergences (WSKLDs) be-
tween two local energy histograms (LEHs). In particular, for any test
and training images, we index their Wavelet subbands in the same way,
and weight the SKLD between any two LEHs of the s-th wavelet sub-
bands of two image by the reciprocal of the summation of the SKLDs
between the expected LEHs of any two different texture classes over all
training images. Experimental results reveal that our proposed method
outperforms five state-of-the-art methods.

Keywords: Texture classification, Wavelet subband, Imbalance prob-
lem, Local energy histogram (LEH), Kullback-Leibler divergence (KLD).

1 Introduction

Texture is an essential attribute of an image, and its analysis and classification play
an important role in computer visionwith awide variety of applications.During the
last three decades, numerousmethods have been proposed for image texture classi-
fication and retrieval [1]-[16], amongwhichwavelet-basedmultiresolutionmethods
are a typical class of texture classification methods. Furthermore, wavelet-based
methods can be divided into two subcategories, feature-basedmethods andmodel-
based methods.
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In the feature-based methods, features are extracted from wavelet subbands
and then used for texture classification. The features include total energy of
wavelet subband [4], [5], local energy features [6], etc. On the other hand, model-
based methods have recently been popular. The used models include the gen-
eralized Gaussian density model [7], spectral histogram [2], the characteristic
generalized Gaussian density model [8], the refined histogram [9], the bit-plane
probability model [10], the generalized Gamma density model [14], and so on.
However, As an important part of wavelet decomposition, the low-pass subband
should be also useful for texture classification. But all the above wavelet-based
methods ignore the low-pass subband in performing texture classification.

To alleviate this problem, a local energy histogram (LEH) based method was
proposed in [13]. In this approach, the low-pass subband of the wavelet decom-
position of a texture image was first modeled by a local energy histogram and
then used for texture classification along with all the other high-pass subbands.
The contributions of different wavelet subbands to texture classification were
treated evenly by simply summing all the symmetrized Kullback-Leibler diver-
gences (SKLDs) of corresponding LEHs. However, the reasons that lead to the
large SKLDs may be the presence of noises, unfitness of models to subband
coefficients, and so on. It follows that the discrepancy measurement given by
the summation of SKLDs may magnify the roles of the wavelet subbands cor-
responding to large SKLDs, which leads to the imbalance of wavelet subbands’
roles in texture classification.

In this paper, we address the imbalance problem of wavelet subbands’ roles in
texture classification, and propose to utilize a weighted symmetrized Kullback-
Leibler divergence (WSKLD) to alleviate this problem. In particular, for a test
image and every training image in a training dataset, we index all the subbands
of each image in the same way. The SKLD between the two LEHs of the wavelet
subbands of the same number is weighted by the reciprocal of the summation of
the SKLDs between LEHs of all the wavelet subbands of the same number cor-
responding to all training images. Experimental results reveal that our proposed
method outperforms five state-of-the-art methods.

The remainder of this paper is organized as follows. Section 2 presents our pro-
posed texture classification method based on weighted symmetrized Kullback-
Leibler divergence. Experimental results of texture classification performance
and comparisons of our proposed method are given in Section 3. Finally, we
briefly conclude this paper in Section 4.

2 Proposed Texture Classification Method Based
on Weighted Kullback-Leibler Divergence

2.1 Local Energy Histogram in the Wavelet Domain

For an L-level wavelet decomposition, we obtain 3L high-pass subbands (B1, B2,
· · ·,B3L) and one low-pass subband B3L+1. Then the local (Norm-1) energy
features on S × S coefficient neighborhoods in each subband can be extracted.
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In particular, the local energy features in the j-th high-pass subband of size
Ωj

i ×Ωj
i at the i-th scale are defined by

Ei,j
Loc(l, k) =

1

S2

S∑
u=1

S∑
v=1

|wi,j(l + u− 1, k + v − 1)|, (1)

where 1 ≤ l, k ≤ Ωj
i − S + 1 and wi,j(m,n) is the wavelet coefficient at loca-

tion (m,n) in the subband. The local energy features in the low-pass subband,
denoted by EL

Loc for clarity, are also extracted in the same manner according to
Eq.(1). The local energy features are regularized in the same way as in [13].

Given a particular wavelet subband with M local energy features E =
(e1, e2, · · · , eM ), their local energy histogram (LEH) is defined as a discrete
function:

p(Δn) = pn =
mn

M
(2)

where Δn = [2a(n− 1), 2an), n = 1, 2, · · · , N , the maximum feature emax <
2aN , mn is the number of local energy features appearing in Δn. Note that the
local energy histogram can be characterized by P = (p1, p2, · · · , pN ), which is
referred as the LEH signature.

2.2 Weighted Kullback-Leibler Divergence and Proposed Texture
Classification Method

When the LEH signature P = (p1, p2, · · · , pN) in each wavelet subband is ob-
tained for every texture image in a given dataset, we use SKLD to measure the
similarity of LEHs. Without the loss of generality, we assume that all the LEH
signatures have the same length. We utilize the same mechanism as used in [13]
to avoid pn = 0 for some n and then prevent the divide by zero problems in the
following discrepancy measure. The symmetrized Kullback-Leibler divergence
(SKLD) between two LEHs H and Q is given by

SKLD(H,Q) =

N∑
n=1

pn log(
pn
qn

) +

N∑
n=1

qn log(
qn
pn

), (3)

where pn and qn are the LEH signatures of H and Q, respectively.
Consider a texture classification task with C texture classes (C ≥ 2), each one

having n0 training texture images. If we implement an L-level wavelet trans-
form on the k-th training texture in the c-th class, we then obtain 3L + 1
wavelet subbands of it, denoted by (B1

ck, B
2
ck, · · · , B3L+1

ck ), and further obtain
3L+1 local energy histograms corresponding to the 3L+1 subbands, whose the
LEH signatures are respectively denoted by (H1

ck, H
2
ck, · · · , H3L+1

ck ) with Hs
ck =

(ps1ck, p
s2
ck, · · · , psNck ), where c = 1, 2, · · · , C, k = 1, 2, · · · , n0 and s = 1, 2, · · · , 3L+1.
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In many model-based texture classification methods such as [7], [8]-[9], [13]-
[14], the contributions of different wavelet subbands to texture classification were
treated evenly by simply summing all the distances between models representing
corresponding wavelet subbands of two images. However, the reasons that lead
to the large distances may be the presence of noises, unfitness of models to
subband coefficients, and so on. It follows that the discrepancy measurement
defined by the summation of distances may magnify the roles of the wavelet
subbands corresponding to large distances, which we refer to as an imbalance
problem of wavelet subbands’ roles in texture classification.

To alleviate this problem , we typically consider all the s-th subbands obtained
from C ∗ n0 training texture images and define

BDs =

C∑
c=1

C∑
l=c+1

SKLD(Hs
c , H

s
l ) (4)

where

Hs
c =

1

n0

n0∑
k=1

Hs
ck (5)

is the expected LEH signature that can be regarded as the LEH signature rep-
resenting the expected s-th subband of the c-th class with s = 1, 2, · · · , 3L+ 1.
Note that BDs measures the between-class dispersion degree of all s-th subbands
obtained from C ∗ n0 training texture images, which can be regarded as the in-
herent distance between the s-th subbands of images in the C texture classes.
Without loss of generality, it is assumed that the expected LEH signatures from
different texture classes are different. It follows that BDs > 0. We further define
a normalized coefficient as follows

η(s) =
1

BDs
(6)

to represent the between-class dispersion degree of the s-th subbands of images
in the C texture classes.

For a test texture image Ĩ, whose LEH signatures are denoted by (Q1, Q2, · · ·,
Q3L+1), we consider the discrepancy measurement from Ĩ to each image Ick in
the training texture image set, whose LEH signatures are (H1

ck, H
2
ck, · · · , H3L+1

ck ).

To measure the discrepancy measurement of Ĩ and Ick, we multiply the SKLD
of Qs and Hs

ck by η(s), and then define

TD =

3L+1∑
s=1

η(s)SKLD(Qs, Hs
ck)

=

3L+1∑
s=1

1

BDs
SKLD(Qs, Hs

ck) (7)
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where 1
BDs

SKLD(Qs, Hs
ck) is referred to as the weighted SKLD. Note that, if the

inherent distance between the s-th subbands is large, then the probability that
the SKLD(Qs, Hs

ck) is large is not small. So we can intuitively consider that the
SKLD(Qs, Hs

ck) depends on the inherent distance between the s-th subbands.
To balance the roles of wavelet subbands in the testing phase of supervised
texture classfication, we multiply SKLD(Qs, Hs

ck) by the normalized coefficient
η(s) between the s-th subbands. The role of the s-th subband will be magnified
if we simply sum all the SKLDs SKLD(Qs, Hs

ck) with s = 1, 2, · · · 3L + 1 for

measuring the discrepancy measurement of Ĩ and Ick as in [13]. So, the above
defined TD can alleviate the imbalance problem. On the other hand, because
BDs measures the between-class dispersion degree of all s-th subbands obtained
from C ∗ n0 training texture images, TD depends on the other training samples
in the given training texture image dataset although TD measures the discrep-
ancy measurement of Ĩ and Ick. This implies that more information in training
samples are used for testing, and then shows that the above defined TD is more
reasonable than the discrepancy measurement defined in [13]

Given a test texture image Ĩ and a training texture image dataset, we utilize
a one-nearest-neighbor classifier with the above defined distance (7) to perform
supervised texture classification. The one-nearest-neighbor classifier assign Ĩ to
the class to which the nearest neighbor belongs. The procedure of our proposed
texture classification is summarized in Table 1.

Table 1. The procedure of our proposed texture classification method

[Input:] Training texture patches selected from each texture image or class,
and a test texture patch.
[Output:] The label of the test texture patch.

(1) Decompose a patch of a given texture image or class with the L-scale
wavelet transform.

(2) Compute the local energy features of each wavelet subband and then obtain
the LEH signatures of the subband.

(3) Repeat the above two steps for all the training patches of all the texture
classes and the test texture patch, and obtain the LEH signatures for them.

(4) Compute all the distances of the test texture image to all training texture
patches by use of the total distance TD of two images.

(5) Assign the test texture image to the class to which the nearest neighbor
belongs.
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Fig. 1. The average classification accuracy rates (ACAR, %) of our method with respect
to the number of training samples when the bin-width index varies from 0 to 4

3 Experimental Results

In this section, various experiments are carried out to demonstrate the texture
classification performance of our proposed method. In our experiments, we se-
lect the 3-level wavelet transform to decompose every texture image. For the
sake of clarity, we refer to our proposed method based on Histograms in the
Wavelet domain and Weighted Symmetrized Kullback-Leibler Divergence as HW
+ WSKLD.

3.1 Texture Classification Performance and Comparison

We first evaluate our proposed HW + WSKLD on a texture dataset consisting of
30 VisTex texture images (denoted by Set-1), which was used in [16]. Each image
is divided into 16 nonoverlapping image patches, whose sizes are of 128 × 128,
thus there are totally 480 samples available. We select Ntr training samples
from each of 30 classes and let the other samples for test with Ntr = 1, 2, · · ·8.
The partitions are furthermore obtained randomly and the average classification
accuracy rate (ACAR) is computed over the experimental results on ten random
splits of the training and test sets for each value of Ntr.

We begin to investigate the sensitivity of bin-width index to classification
performance. Fig. 1 shows the sketches of the ACARs of HW + WSKLD with
bin-width index varying from 0 to 4 with respect to the number of training
samples. It can be observed from Fig. 1 that the ACARs of HW + WSKLD with
any given bin-width index increase monotonically with the number of training
samples. The ACARs of HW + WSKLD with bin-width index being 0, 1, and
2 outperforms those with bin-width index being 3 and 4 by about more than
4 percentage points. Meanwhile, the error bars are also plotted in Fig. 1 where
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Table 2. The average classification accuracy rate (%) for each of 30 texture classes in
Set-1 with the four methods: Column 1: MCC+ KNN, Column 2: BP + MD, Column
3: LEH + KNN , Column 4: HW + WSKLD

1 2 3 4 1 2 3 4

Bark.0006 42.50 58.75 93.75 98.75 Food.0001 100 100 100 100
Brick.0000 87.50 100 100 100 Leaves.0003 95.00 100 90.00 98.75
Brick.0004 83.75 100 100 96.25 Leaves.0012 91.25 100 93.75 100
Brick.0005 78.75 90.00 92.50 90.00 Metal.0000 95.00 95.00 90.00 98.75
Clouds.0001 97.50 100 100 100 Metal.0002 100 100 100 100
Fabric.0000 97.50 92.50 100 100 Metal.0004 98.75 100 100 100
Fabric.0006 88.75 91.25 95.00 97.50 Misc.0001 100 100 100 100
Fabric.0007 100 91.25 100 100 Misc.0002 100 100 100 100
Fabric.0013 100 100 100 100 Sand.0000 100 97.50 100 100
Fabric.0015 96.25 96.25 100 100 Sand.0002 98.75 100 100 100
Fabric.0017 100 100 100 100 Stone.0005 100 100 100 100
Fabric.0019 95.00 100 92.50 100 Tile.0004 100 100 100 100
Flowers.0005 78.75 96.25 100 100 Tile.0008 96.25 98.75 100 100
Flowers.0006 93.75 100 100 100 Water.0005 100 100 100 100
Food.0000 90.00 100 100 100 Wood.0002 100 91.25 100 100

Mean 93.50 96.62 98.25 99.33

each error bar is a distance to measure the standard deviation above or below
the average classification accuracy rate. The error bars of HW + WSKLD with
bin-width index being 0, 1, and 2 are obviously smaller than those with bin-width
index being 3 and 4.

Although the ACARs of HW + WSKLD with bin-width index being 0 and 1
performs better than those with bin-width index being 2 by about 0.5 percentage
point when the number of training samples is 2, 3, · · · or 6, the numbers of bins
with a = 2 are one forth and half of those with a = 0 and 1, respectively, and
hence its computational cost is much smaller than the computational cost of HW
+ WSKLD with a = 0 and 1. Moreover, when the number of training samples
is 13 or 14, the ACAR of HW + WSKLD with a = 2 is 100%. So, the optimal
value of bin-width index is 2, that is, the optimal bin width is 22 = 4. From Fig.
1, we see that the ACAR of HW + WSKLD with a = 2 in the case of 8-training
samples is 99.33%, which is higher by more than two percentage points than
that of the method based on the Ridgelet Transform and KNN ( abbreviated as
RT + KNN) proposed in [16], 96.79%.

To provide justification for our proposed HW + WSKLD, we also compare
three state-of-the-art methods with HW + WSKLD. The first method is based
on the Bit-plane Probability model and Minimum Distance classifier (referred to
as BP + MD), which was proposed in [10]. The second method is based on Local
Energy Histograms and the k-nearest neighbor (KNN) classifier (referred as LEH
+ KNN)[13]. The last is based on the c-Means Clustering in the Contourlet
domain and the KNN classifier (referred as MCC+KNN), which is proposed in
[12]. The classification accuracy rates of all 30 texture classes in Set-1 are shown
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Table 3. The average classification accuracy rates (%) of the six methods on three
large datasets

Methods Set-1 Set-2 Set-3

CGGD+KLD [8] n.a. 88.1 n.a.

RT + KNN [16] 96.79 n.a. n.a.

MCC+ KNN [12] 93.50 ± 0.97 82.46 ± 1.76 86.61 ± 1.03

BP + MD [10] 96.62 ± 1.42 85.83 ± 1.40 88.16 ± 1.03

LEH + KNN [13] 98.25 ± 0.65 95.29 ± 0.76 96.25 ± 0.54

HW + WSKLD 99.33 ± 0.40 96.17 ± 1.39 97.48 ± 0.39

in Table 2. As can be observed, our method performs better than or as well as
the other three methods for 27 texture classes. Moreover, HW + WSKLD can
even recognize 24 texture classes without any error. As far as the ACAR for the
whole dataset, the mean of the ACARs for all classes, is concerned, our proposed
HW + WSKLD outperforms the three methods by 1.08%− 5.83%.

Fig. 2. Eighty Brodatz texture images in Set-3

Next, we test HW + WSKLD on two other large datasets and compare it
with the three methods (MCC+ KNN, BP + MD and LEH + KNN). The first
dataset consists of 30 VisTex texture images (denoted by Set-2) from the Vis-
Tex database [17], which was used in [8]. Each image is again divided into 16
nonoverlapping image patches, whose sizes are of 128×128, thus there are totally
480 samples available. The second dataset consists of 80 Brodatz texture images
(denoted by Set-3 and shown in Fig. 2) downloaded from [18], which was used
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in [15]. Each image is divided into 16 nonoverlapping image patches, whose sizes
are of 160× 160, thus there are totally 1280 samples available. Table 3 reports
the ACARs of MCC+ KNN, BP + MD, LEH + KNN, and HW + WSKLD. As
can be seen, the ACAR of HW + WSKLD on Set-2 is 96.17%, which is more
than 0.88% higher than those of MCC+ KNN, BP + MD and LEH + KNN
and further 8.07% higher than that of the method based on the Characteristic
Generalized Gaussian Density and Kullback-Leibler Divergence (KLD) (abbrevi-
ated as CGGD+KLD), 88.1%. Moreover, on Set-3, HW + WSKLD outperforms
MCC+ KNN, BP + MD and LEH + KNN by more than 1.23%

In brief, HW + WSKLD outperforms state-of-the-art texture classification
methods on three large texture datasets, which implies that our proposed
weighted symmetrized Kullback-Leibler divergences (WSKLD) can alleviate the
imbalance problem in some sense.

Table 4. The time for texture classification (TTC, in seconds) of HW + WSKLD,
LEH + KNN, BP + MD and MCC + KNN

Methods MCC+ KNN BP + MD LEH + KNN HW + WSKLD

TTC 118.17 205.77 140.94 79.92

3.2 Computational Cost

In this subsection we address the problem of computational cost of our HW +
WSKLD and its comparison with the three methods, MCC+ KNN, BP + MD,
and LEH + KNN. All the experiments have been implemented on a workstation
with Intel(R) Core(TM) i5 CPU (3.2GHz) and 3G RAM in Matlab environment.
The number of training texture patches used in the experiments is 8. Table
4 lists the time for texture classification (TTC) of MCC+ KNN, BP + MD,
LEH + KNN, and HW + WSKLD for the 30 texture images in Set-1. As can
be seen, the TTC of HW + WSKLD is only 79.92 s, which is smaller than
that of MCC+ KNN, the fastest one among the other three methods used for
comparison. Moreover, HW + WSKLD is 61.02 s faster than LEH + KNN. This
implies that our proposed texture method based on weighted SKLD is more
efficient in computational cost than LEH + KNN.

4 Conclusions

In this paper, we have investigated the imbalance problem of wavelet subbands’
roles in texture classification. With the help of modeling wavelet subbands by
local energy histograms, we solve this problem by using the weighted Kullback-
Leibler divergence, whose weight is given by the reciprocal of the summation of
the SKLDs between LEHs of the wavelet subbands of the same number corre-
sponding to all training images. Experimental results reveal that our proposed
texture classification method performs better than five current state-of-the-art
methods.
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Abstract. To improve the precision of classification and recognition of transient 
power quality disturbances, a new algorithm based on spectral kurtosis (SK) and 
neural network is proposed. In the proposed algorithm, Morlet complex wavelet 
is used to obtain the WT-based SK of two kinds of disturbances, such as the 
impulse transient and oscillation transient. Two characteristic quantities, i.e., 
the maximum value of SK and the frequencies of the signals, are chosen as the 
input of neural network for the classification and recognition of transient power 
quality disturbances. Simulation results show that the transient disturbance 
characteristics can be effectively extracted by WT-based SK. With RBF neural 
network, the two kinds of transient disturbances can be effectively classified and 
recognized with the method in the paper. 

Keywords: Impulse and Oscillation Transient, Classification and Recognition, 
Spectral Kurtosis, Neural Network. 

1 Introduction 

With the widely applications of power electronic system, power quality issues have 
become more and more serious. Transient power quality disturbances which will cause 
considerable economic losses to sensitive power users are the common problems in 
power system. The classification and recognition of transient power quality 
disturbances are very important to improve power quality. Several methods have been 
proposed to classify the transient signals in recent years, such as high-order cumulants 
method[1], genetic with neural network algorithm[2], and wavelet energy moment 
method[3], et al. These methods are valid and make it possible to detect transient power 
quality disturbances in time. In order to find a more simple and effective way to 
recognize the impulse and oscillation transient, a new method based on SK and neural 
network is proposed in this paper. 

The spectral kurtosis (SK) was first introduced by Dwyer, as a statistical tool which 
can indicate the presence of series of transients and their locations in frequency domain. 
Dwyer originally defined the SK as the normalized fourth-order moment of the real part 
of the short-time Fourier transform (STFT), and suggested using a similar definition on 
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the imaginary part in parallel[4]. Since then several algorithms such as Wavelet-based 
SK method[5], Wigner-Ville-based SK method[6] and adaptive SK method[7], have 
been proposed for the detection of rolling bearing fault signals.  

Artificial Neural Network (ANN) is one of technologies of artificial intelligence, 
which has strong power in self-study, self-accommodate, side-by-side management and 
nonlinear transition[8]. It has been used in pattern recognition, optimal control, 
statistical computation, numerical approximation, and many other fields[9]. In this 
paper, SK is used to analyze the power quality signals with disturbances, and then the 
neural network is used to classify and recognize the types of the disturbances. 

2 Spectral Kurtosis and Neural Network 

2.1 Definition of Spectral Kurtosis 

Spectral kurtosis (SK) is a tool which is capable of detection of non-Gaussian 
components in a signal. SK can determine the frequency of the excited component. 
The theoretical background for machine diagnostics using SK can be found in [10], 
where a large number of references are given to the previous works in this field. 

If we consider the Wold-Cramer decomposition of non-stationary signals, we can 
define signal ( )Y t , as the response of the system with time varying impulse 

response ( , )h t s , excited by a signal ( )X t . Then, ( )Y t can be presented as 

2( ) ( , ) ( )ftY t e H t f dH fπ+∞

−∞
=                       (1) 

Now, ( , )H t f is the time varying transfer function of the considered system and can 

be interpreted as the complex envelope of the signal ( )Y t at frequency f . SK is based 

on the fourth-order spectral cumulant of a conditionally non-stationary process (CNS) 
process: 

2
4 4 2( ) ( ) 2 ( )Y Y YC f S f S f= −                     (2) 

where 2 ( )nYS f is 2n-order instantaneous moment, which is the measure of the energy 

of the complex envelope. 
Thus, the SK is defined as the energy normalized cumulant, which is a measure of 

the peakiness of the probability density function H : 

4
2
2

( )
( ) 2

( )
Y

Y
Y

S f
K f

S f
= −                         (3) 

2.2 Wavelet Transform(WT) Based SK 

According to the definition of SK, time-frequency decomposition is needed to 
calculate the SK of the signal. Different time-frequency methods such as short-time 
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Fourier transform (STFT) and wavelet transform (WT) are used to calculate SK[11]. In 
this paper, WT-based SK is adopted. 

Morlet wavelet is a kind of complex wavelet, whose basic wavelet is defined as the 
product of complex exponential function and Gaussian function[12] 

( ) ( ) 20.5 2 /c bi F t t F
bt F e eπϕ π − −= ⋅ ⋅ ⋅                      (4) 

where bF is bandwidth factor, cF is center frequency factor. 

( , )xW a b is used to express the continuous wavelet transform of the signal ( )x t ,and 
the wavelet transform based on Morlet wavelet can be expressed by 

 ,( , ) ( ) ( )x a bW a b x t t dtϕ
∞

−∞
=                          (5) 

Where ( ),
1

a b
t b

t
aa

ϕ ϕ − =   
is subwavelet, and a is scale shift factor, b is time shift 

factor. 
WT-based SK can be computed by 

 

4

2
2

( , )
( ) 2

( , )

x

x

x

E W a b
K a

E W a b

= −                       (6) 

According to Eq.(6), for a given scale a , wavelet coefficients can be obtained by 
calculating the wavelet transform of the signal, and then WT-based SK can be obtained 
by calculating the kurtosis of wavelet coefficients. 

2.3 RBF Neural Network 

Compared with other types of ANN, the radial basis function (RBF) network[8] is 
stronger in physiological basis, simpler in structure, faster in learning and more 
excellent in approaching performance. It has been widely applied in the traditional 
classification problems. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. The structure of RBF neural network model 
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The RBF neural network is a three-layer forward network. The input layer as the 
first layer is formed by the source nodes, while the second layer is hidden layer, 
whose number of nodes is automatically determined by actual problems. The third 
layer is output layer, which responds to input modes. The number of input layer 
nodes depends on the dimension of the input vector. The RBF is used as the 
excitation function in the hidden layer, and the RBF generally takes form of the 
Gauss Function. The distance between the weight vector ijwl and the input 

vector X of every neuron in the hidden layer connected with the input layer is 
multiplied by a threshold ibl to form the self input. The ith neuron input of the hidden 

layer is: 2( ) *i ij j ik wl x bl= − , and the output is 

( )22exp ( ) exp ( ) * exp *i i ij j i i j i
j

r k wl x bl wl x bl
      = − = − = − −      
       (7)

 

The input of the output layer is the weighted summation of every hidden layer. 
Because the excitation function is a pure linear function, the output 

is:
1

*
n

i i
i

y r wl
=

= , The sensitivity of the function can be adjusted by the threshold 

bl of the RBF, but another parameter C, which is called the expansion constant, is 
applied more often during practice. According to the previous introduction, the 
structure of RBF neural network model with m  input nodes and one output nodes 
can be expressed in Fig.1. 

3 Classification of Transient Disturbances Based on SK  
and Neural Network 

Transient power quality problems can be divided into two categories of impulse 
transient and oscillation transient[13]. The paper’s goal is to classify the two kinds of 
transient disturbances using WT-based SK and neural network. There are five steps to 
finish the classification shown in Fig.2. 

Step1: Morlet wavelet is used to obtain the wavelet coefficients matrix. 
Step2: The WT-SK is computed according to Eq.(6). 
Step3: In this paper, the maximum value of SK maxSK and the frequency 

where maxSK exists are selected as the characteristic quantities. 

Step4: Classification with RBF neural network. Input the characteristic 
quantities obtained into the RBF neural network. After training and testing, output 
the results.  
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Fig. 2. The flow chart of proposed algorithm 

4 Simulation Analysis 

4.1 Extract the Characteristic Quantities 

In the power system, lightning, large switching loads, non-linear load stresses, 
inadequate or incorrect wiring and grounding or accidents involving electric lines, can 
create transient power quality disturbances[14]. The most common types of disturbances 
are impulse transient and oscillation transient, which can be respectively simulated by 
the following mathematical models[15]. 

[ ]1( )
0 0 2 1( ) sin( ) sin( ) ( ) ( )c t tu t w t a e bw t u t u t− −= + ⋅ ⋅ −                (8) 

2 1 0( ) {1 [ ( ) ( )]}sinu t a u t u t w t= − −                         (9) 

Eq.(8) is for oscillation transient, where a is the amplitude ranging from 0.1 to 0.8,and 

2 1t t−  is duration of the transient signal. Eq.(9) is for impulse transient, where the 

duration 2 1t t−  is very short. 
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The two kinds of transient signals are respectively simulated in MATLAB, and then 
the WT-SK are calculated (sampling frequency=10 kHz). The results are shown in  
Fig. 3 and Fig. 4. 

0 100 200 300 400 500
-2

-1

0

1

2
(a) oscillation signals with noise

sampling points

am
pl

itu
de

/u
p

0 1000 2000 3000 4000 5000
-5

0

5

10

15

20
(b) WT-SK of(a)

f/Hz

W
T
-S

K

 

0 100 200 300 400 500
-1.5

-1

-0.5

0

0.5

1

1.5
(c) impulse signals with noise

sampling points

am
pl

itu
de

/u
p

0 1000 2000 3000 4000 5000
-5

0

5

10

15

20

25

30
(d) WT-SK of(c)

f/Hz

W
T
-S

K

 

Fig. 3. The oscillation signals and their WT-SK  Fig. 4. The impulse signals and their WT-SK 

In order to further study the difference between the oscillation transient WT-SK and 
the impulse transient WT-SK, we put the two in one figure shown in Fig. 5. 

Fig. 5 shows the difference between the WT-SK of the two kinds of signals. The 
maximum value of SK maxSK and the frequency mf , where maxSK exists, are quite 

different. That is the reason why we select maxSK and mf as the characteristic quantities. 
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Fig. 5. Comparison of WT-SK calculating results 
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4.2 Classification and Recognition 

The groups of transient data can be produced in MATLAB according to the upper 
mathematical models. Where the range of oscillation signals is[16]: amplitude 

[0.2,0.8]pu∈ ± , frequency [0.95,1.05]kHz∈ ± , duration [0.1 ,2 ]T T∈ ± , signal to noise 

ratio(SNR) [15,30]dB∈ ± ; while the range of impulse signals is: amplitude 

[1.2,1.8]pu∈ ± , duration [0.01 ,0.1 ]T T∈ ± , SNR [15,30]dB∈ ± . 

The above data are randomly combined and can produce the following two cases: a) 
100 groups of training samples (50 oscillation signals, 50 impulse signals), 400 groups 
of testing samples (200 oscillation signals, 200 impulse signals); b) 200 groups of 
training samples (100 oscillation signals, 100 impulse signals), 400 groups of testing 
samples (200 oscillation signals, 200 impulse signals). Through the computation of the 
characteristic quantities of the samples, they are input into the RBF neural network. 
After the training and testing, output the results shown in Table.1. 

Table 1. The influence of training samples’ amount on classifier 

 Fault 
type 

Number of 
training 
samples 

Number of 
testing 

samples 

Error 
number 

Recognition 
rate 

Average 
recognition 

rate 
Case1 impulse 50 200 4 98% 99% 

oscillation 50 200 0 100% 
Case2 impulse 100 200 1 99.5% 99.75% 

oscillation 100 200 0 100% 

Table.1 shows that when the number of training sample increases to some extent, the 
recognition rate (error number/testing number) becomes higher. Compared with the 
result in paper [1], the recognition rate is equal, but the method proposed in this paper 
only need two characteristic quantities, which makes it more efficient to classify and 
recognize the two kinds of transient signals in the power system. 

5 Conclusions 

1) The difference between characteristics extracted with WT-SK of the two kinds of 
transient signals, is very obvious, which makes it accurate to classify and 
recognize the two kinds disturbances. 

2) Spectral kurtosis is not sensitive to noise. The algorithm proposed in this paper is 
suitable for signals with noise. 

3) The new method proposed in this paper is accurate and efficient. The number of 
training samples of RBF neural network will affect the recognition rate.  
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Abstract. Feature selection has many applications in solving the problems of 
multivariate time series . A novel forward feature selection method is proposed 
based on approximate Markov blanket. The relevant features are selected 
according to the mutual information between the features and the output. To 
identify the redundant features, a heuristic method is proposed to approximate 
Markov blanket. A redundant feature is identified according to whether there is 
a Markov blanket for it in the selected feature subset or not.The simulations 
based on the Friedman data, the Lorenz time series and the Gas Furnace time 
series show the validity of our proposed feature selection method. 
 
Keywords: Feature Selection, Redundancy Analysis, Markov Blanket, Mutual 
Information. 

1 Introduction 

Feature selection is very important in the modeling of multivariate time series. There 
are three advantages of feature selection [1]. Firstly, with feature selection the 
forecasting or classification accuracy can be improved. Secondly, the time and storage 
cost can be reduced. Thirdly, a better understanding of the underlying process that 
generated the data can be obtained.  

Feature selection refers to methods that select the best subset of the original feature 
set. The best subset is supposed to contain all the relevant features and get rid of all 
the irrelevant and redundant features. Mutual information (MI) is a commonly used 
criterion for the correlation of features. The MI measures the amount of information 
contained in a feature or a group of features, in order to predict the dependent one. It 
can not only capture the linear correlation between features, but also capture the 
nonlinear correlation. Additionally, it has no assumption on the distribution of the 
data. So we apply MI as the criterion of feature selection in this paper. 

Battiti proposed a mutual information feature selector (MIFS) which selects the 
feature that maximizes MI between feature and the output, corrected by subtracting a 
quantity proportional to the sum of MI with the previously selected features [2]. But it 
depends on the proportion parameter to determine whether the feature is redundant or 
not. A variant of MIFS which can overcome this disadvantage is min-redundancy 
max-relevance (mRMR) criterion [3]. It maximizes MI between feature and the 
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output, and minimizes the average MI between feature with the selected ones. It has a 
better performance than MIFS, but it tends to select features which have more values. 
To solve this problem, Estévez proposed a method named normalized mutual 
information feature selection (NMIFS) which normalizes the MI by the minimum 
entropy of both features [4]. 

Because the computation cost of high-dimensional MI estimation is usually very 
high. The above methods are all incremental search schemes that select one feature at 
a time. At each iteration, a certain criterion is maximized with respect to a single 
feature, not taking into account the interaction between groups of features. This may 
cause the selection of redundant features. Besides, all the methods will not stop until 
the desired number of features are selected. Yu and Liu proposed a fast correlation-
based filter (FCBF) based on Markov blanket [5]. The method not only focuses on 
finding relevant features, but also performs explicit redundancy analysis. 

Markov blanket was proposed by Koller and Sahami [6]. It is pointed out that an 
optimal subset can be obtained by a backward elimination procedure, known as 
Markov blanket filtering. In this paper, we propose a forward feature selection 
method based on approximate Markov blanket. The MI is estimated by the method of 
k nearest neighbors (k-NN) [7] which is easier and faster than the kernel methods, and 
can estimate the high dimensional MI. The MI between input and output is used as 
relevant criterion and the Markov blanket is used as redundant criterion. While in [8] 
only the relevancy is measured and the Markov blanket is used as the stopping 
criterion. Simulation results substantiate the proposed method on both artificial and 
benchmark datasets. 

2 Markov Blanket 

If X and Y is continuous random features with probability density function ( )p x  and 

( )p y , and the joint probability density function between them is ( , )p x y , then the 

MI between X and Y  is 

( , )
( ; ) ( , ) log .

( ) ( )

p x y
I X Y p x y dxdy

p x p y
=                  (1) 

Let F be the set of all features, iX is one of it and Y is the output. Let { , }Z F Y=  

and ( , )I X Y  represents the MI between X and Y. The Markov blanket of iX  can be 

defined as follows. 

Definition 1 (Markov Blanket). Given a feature iX , let ( )i i iM F X M⊂ ∉ , iM is 

said to be a Markov blanket for iX  if  

{ } { } { }( , ) ( , ) .i i i i i i iI M X Z M X I M Z M X− ≈ −            (2) 
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According to this definition, if iM  is the Markov blanket for iX , it subsumes all the 

information that iX  has about Z. That is to say, as for Z, iX  is redundant given the 

subset iM . And it leads to the following corollary [8]. 

Corollary 1. Let ( )iS F X S⊂ ∉ , if in { , }Z F Y= , iM S⊂  and it is the Markov 

blanket for iX , then ( , ) ( { }, )iI S Y I S X Y≈  . 

Therefore, if we can find a Markov blanket for iX  in the selected feature subset S 

during the forward selection, the correlation between iX  and Y can be totally 

replaced by S, which means that iX  is redundant for S and it should be removed. 

3 Feature Selection Based on Markov Blanket 

Although Markov blanket can measure the redundancy between features, the process 
of searching for a Markov blanket is an exhausting process which is somewhat like 
feature selection. With the increase of the dimension of features, the cost of both 
storage and time increases dramatically. Thus a heuristic method is used in this paper 
to find approximate Markov blankets for the selected relevant features. 

3.1 Approximate Markov Blanket 

Koller and Sahami pointed out that if the training data was not enough, a big cardinal 
number of the Markov blanket will cause overfitting. So the cardinal number can be 
limited and a definition of approximate Markov blanket can be obtained based on 
Corollary 1. 

Definition 2. Let iM  be the subset of p features in S which have the biggest MI with 

iX . It is said that iM  is an approximate Markov blanket for iX  if 

({ , }, ) ( , )
.

( , )
i i i

i

I M X Y I M Y

I M Y
α−

<                       (3) 

where α  is the redundant parameter. The larger α  is, the more redundancy matters 
in feature selection and vice versa. The parameter p is the cardinal number of Markov 
blanket, and it can be altered according to the number of features. 

When iM  is an approximate Markov blanket for iX , the change rate of MI is 

limited to the range of smaller than α . When 0→α , ),()},,({ YMIYXMI iii ≈ . 

Because SMi ⊂ , so ),()},,({ YSIYXSI i ≈ , namely iX  is redundant for S. 

In Definition 2, S is replaced by iM  to measure the redundancy between features, 

so that the size of feature subset and the computation cost can be reduced, and the 
accuracy can be increased comparing with methods considering single feature only.  
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3.2 Forward Feature Selection 

We propose a feature selection algorithm based on approximate Markov blanket 
(FS_AMB) according to Definition 2. The algorithm adopts forward search scheme 
and k-NN MI estimation. The redundancy is measured by approximate Markov 
blanket. The cardinal number p of Markov blanket and the redundant parameter α  
are pre-specified. 

The general steps of the forward feature selection algorithm can be described as 
follows: 

(1). The first element of feature subset S is the feature which has the biggest 
relevancy (MI) with the output; (line 6) 

(2). Select the next biggest relevant feature iX  as the candidate feature (line 8), 

and determine whether it is redundant or not based on the Markov blanket (line 9-19). 
If it is redundant, the subset S stays the same, namely S=S (line 15-16). Otherwise iX  

is put into S, namely iS S X=  (line 17-19 ); 

(3). Repeat step (2) until all the features are selected (line 7-20); 
(4). Algorithm stops.  
Algorithm1 (FS_AMB): Feature selection algorithm based on approximate Markov 

blanket 
Input: F // the candidate feature set with M features 
      Y // the output 
      p// the cardinal number of Markov blanket 

α // the redundant parameter 

Output: S // the selected feature subset  
Begin 
1   Origin: {}S =  

2   For 1:i M=  
3       Compute ( , )iI X Y ； 

4   End 
5  ( ( , ), ' ');iG sort I X Y descend= // Sort features in descending order based on relevancy 

6  ( );S getFirstElement G= //Put the most relevant feature into S 

7   For 2 :i M=  
8      ( )iX getNextElement G= ； 

9     If p S>  

10       iM S= ; 

11    Else 
12       ( ( , ), ' ');list s iS sort I X X descend= // Sort features in descending order based on 

MI 
13      ( )i listM getFirstPElement S= ;// Get first p relevant features 

14    End 
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15    If 
({ , }, ) ( , )

( , )
i i i

i

I M X Y I M Y

I M Y
α−

<  

16       ;S S= // If iM  is an approximate Markov blanket, iX  is a redundant feature. 

Remove iX . 

17    Else 
18       iS S X=  ;// If iM  is not approximate Markov blanket, iX  is not a redundant 

feature. Select it into S. 
19    End 
20  End 
End 

4 Simulation Results 

To testify the validity of the proposed algorithm, three data sets are used for 
simulation. They are artificial data set Friedman and Lorenz, and benchmark data set 
gas furnace. The performance is measured by root mean square error (RMSE) and 
normalized mean square error (NMSE). 

4.1 Simulation Results for Friedman Data Set 

The Friedman model is shown as equation (4), where 1 5, ,X X  are relevant 

features, 6 10, ,X X  are irrelevant features, and 11 10.5X X= ×  is a redundant 

feature. 

2
1 2 3 4 510sin( ) 20( 0.5) 10 5 (0,1) .Y X X X X X sigmaπ= + − + + +      (4) 

This dataset can be used to examine whether the algorithm can select relevant features 
or not while there are both irrelevant and redundant features. The sample size is 500 
and the simulation results are shown in table 1. 

Table 1. Selected features with several selection methods for the Friedman data set   

Selection method Selected features 

mRMR X4,X2,X1,X5,X6 

NMIFS X4,X2,X1,X5,X6 

FCBF X4,X2,X1,X5,X6 

FS_AMB X4,X2,X1,X3,X5 
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Table 1 shows that mRMR, NMIF and FCBF select the same feature subset which 
consists of 4 relevant features and 1 irrelevant feature. However, the proposed method 
FS_AMB selects all the 5 relevant features. 

4.2 Simulation Results for Lorenz Data Set 

To further examine the validity of FS_AMB, the multivariate time series Lorenz is 
used for simulation. The Lorenz model is described by equation (5). When a=10, 
b=28, c=8/3, and the initial values are (0) 12, (0) 2, (0) 9x y z= = = , equation (5) 

performs chaotic characteristics. 

( ) ,

,

.

dx
a x y

dt
dy

bx y xz
dt
dz

xy cz
dt

 = − +

 = − −

 = −

                              (5) 

The fourth order Runge-Kutta is used to get the time series x(t), y(t), z(t) whose step 
length is set as 0.02. Then the three dimensional time series are phase reconstructed, 
where the embedding dimension is 6 and the delay time is 8, 7 and 8 respectively. 
Thus we finally get 18 dimensional features.  

( ) [ ( ), ( 8),..., ( 5*8), ( ), ( 7),..., ( 5*7), ( ),..., ( 5*8)] .X t x t x t x t y t y t y t z t z t= − − − − − (6) 

The output of single step forecasting are: 

( ) [ ( 1), ( 1), ( 1)] .Y t x t y t z t= + + +                     (7) 

In this simulation, 1500 samples are used as training data and 500 samples are used as 
testing data. The proposed FS_AMB is used to select features and the forecasting 
model is then built with the selected features by general regression neural networks 
(GRNN). 

The time series x(t) is taken as an example to illustrate the performance of 
FS_AMB and Fig.1 and Fig.2 shows the predicted results with feature selection and 
without feature selection respectively. 

The two figures show that the predicted error without feature selection is larger and 
the predicted output does not fit so well with the real output. On the other hand, the 
error curve tends to be steady and the predicted accuracy is well improved. Table 2 
shows the selected features and predicted error of time series x(t), y(t), z(t) with 
several selection methods. 
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Fig. 1. Predicted output versus real output and error of GRNN model based on features selected 
by FS_AMB 
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Fig. 2. Predicted output versus real output and error of GRNN model based on all the 18 
dimensional features 

Table 2. Selected features and predicted error with several selection methods for the Lorenz 
data set   

 x(t+1) y(t+1) z(t+1) 

Selection 

Method 

Selected Features ERMSE Selected 

Features 

ERMSE Selected 

Features 

ERMSE 

mRMR x(t),y(t),z(t-16) 0.1689 y(t),x(t-8),z(t-8) 0.2563 z(t), x(t) 0.2238 

NMIFS x(t),y(t),z(t-16) 0.1689 y(t),x(t-8),z(t-8) 0.2563 z(t), x(t) 0.2238 

FCBF x(t),y(t-35),z(t-16) 0.5302 y(t),x(t-8) 0.4002 z(t), x(t) 0.2238 

FS_AMB x(t),y(t),x(t-8) 0.1404 y(t),x(t-8),x(t) 0.2284 z(t),z(t-8) 0.2398 
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FS_AMB outperforms the other three feature selection methods in time series x(t) 
and y(t). In time series z(t), though FS_AMB does not perform best, the predicted 
error is comparable with the best results. In table 2, the user has to specify the desired 
number of features in the first three methods, while there is a stopping criterion in the 
rest two methods which can make the algorithm stop automatically. So there are only 
two features when predicting y(t) with FCBF. Another advantage of feature selection 
we can see from table 2 is that the network model is compact. 

4.3 Simulation Results for Gas Furnace Data Set 

In the gas furnace system described by Box and Jenkins, the input was the varied gas 
rate and the output was the CO2 concentration in the outlet gas, forming two time 
series. The goal is to predict the CO2 concentration of the output gas using the past 
values of both features. Ten candidate features are considered for building a 
predictive model of the gas furnace time series 

( 6), ( 5), , ( 1), ( 4), , ( 1) .u t u t u t y t y t− − − − −             (8) 

A GRNN model is trained with inputs selected by different methods. The size of the 
training data is set as 194, and the size of the testing data is set as 97. Table 3 shows 
the selected features and predicted error with several selection methods. The result of 
NMIFS is referred from [4]. To make the comparison fair, normalized mean square 
error is used in this section.  

Table 3. Selected features and predicted error with several selection methods for the Gas 
Furnace data set   

Selection Method Number of Features Selected Features NMSE 

mRMR 4 y(t-1),u(t-6),u(t-4), y(t-2) 0.042 

NMIFS 4 y(t-1),u(t-4),u(t-5),u(t-6) 0.042 

FCBF 3 y(t-1),u(t-6),y(t-4) 0.060 

FS_AMB 4 y(t-1),u(t-6), y(t-2),y(t-3) 0.029 

Among all the four selection methods, FS_AMB has the best performance, while 
FCBF has the worst performance. FCBF selects only three features which may cause 
the deficiency of information. So we can not say that the less the selected features 
there are the better the performance is. 

5 Conclusions 

To solve the feature selection problem in multivariate time series analysis, a novel 
forward feature selection method based on approximate Markov blanket is proposed. 
A new definition of approximate Markov blanket is given. To improve time 
efficiency, k-NN is utilized to estimate high dimensional MI. The MI between 
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features and the output is used as the relevant criterion, and the approximate Markov 
blanket is used as the redundant criterion. The proposed FS_AMB method does not 
need to predifine the number of selected features. Simulation results show that it can 
not only select relevant features but also remove the redundant features. With this 
method compacter models can be built and better prediction performance can be 
achieved. 
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Abstract. Feature selection is important for many learning problems
improving speed and quality. Main approaches include individual eval-
uation and subset evaluation methods. Individual evaluation methods,
such as Relief, are efficient but can not detect redundant features, which
limits the applications. A new feature selection algorithm removing both
irrelevant and redundant features is proposed based on the basic idea of
Relief. For each feature, not only effectiveness is evaluated, but also infor-
mativeness is considered according to the performance of other features.
Experiments on bench mark datasets show that the new algorithm can
removing both irrelevant and redundant features and keep the efficiency
like a individual evaluation method.

Keywords: Feature selection, Relief algorithm, Redudant features.

1 Introduction

In many learning problems, the raw input instances are described by numbers
of features, including relevant, irrelevant and redundant features. Irrelevant and
redundant features degrade the performance of a learner both in speed and in
accuracy[1]. In such cases, feature selection is necessary before or during the
construction of the learner. Feature selection is the process of choosing a subset
of features which is necessary and sufficient to describe the target concept[2].

Feature selection has received much attention in literature. Existing meth-
ods can be categorized into two groups according to the number of features
evaluated at the same time: individual evaluation(variable ranking) and sub-
set evaluation [3].Individual evaluation evaluates a single feature according to
its relevance to the target concept. Then the top k features are selected with
some criteria. Typical feature quality measures include information gain[4],Gini
index[5],MDL[6],the mean squared and the mean absolute error[7], and the Re-
lief families(Relief[2], ReliefF[8] and RReliefF[9]). With linear time complexity
of features number N , this kind of approaches are efficient for high-dimensional
data. However, they can’t detect redundant features as redundant features tend
to have similar evaluation.
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Subset evaluation can remove both irrelevant and redundant features. With
certain strategy(complete,heuristic or random), candidate subset is generated
and then evaluated. The candidate replace the previous best one if the candidate
is better.This process repeats until some criteria is satisfied. Many methods use
this framework, such as the cross validation based method[10],the information
theory based method[11],the correlation based method[12], FOCUS[13],LVF[14].
However, this kind of methods suffer from a high time complexity as they have
to search through the feature set.Complete search may have time complexity of
O(2N ),even existing heuristic search strategies(greedy sequential search, best-
first search) may still have time complexity of O(N2), which prevents them from
applications of large scale problems.

Unlike majority of the heuristic measures for estimating features, Relief al-
gorithms (Relief, ReliefF and RReliefF) do not assume the conditional (upon
the target variable) independence of the features. They are efficient and can
correctly estimate the quality of features in problems with strong dependen-
cies between features[15]. They and their variation have been successfully used
in various situations[16–20]. However, as mentioned earlier, they can’t detect
redundant features as redundant features tend to have similar evaluation. Be-
sides irrelevant features, redundant features also affect the speed and accuracy
of learning algorithms and thus should be eliminated as well [11, 1].We proposed
a new efficient feature selection method which can remove redundant features as
well as irrelevant features based on the basic idea of Relief.

The rest of the papers is organized as follows. Section 2 reviews the basic idea
of Relief. Section 3 proposes the new algorithm. Theoretical analysis on algo-
rithm effectiveness and parameter setting is performed in section 4. Experiments
are executed on bench mark datasets and the results are showed and analysed
in section 5, and section 6 is the conclusion and future work.

2 Basic Ideas of Relief

The original Relief algorithm evaluates features by their ability of distinguishing
instances near each other. For each randomly chosen instance R, Relief finds
the nearest instance with the same class with R, called nearest hit H , and the
nearest with different class, called nearest miss M . The algorithm then update
the score of features according to their values on R, H and M .

Function diff(A, I1, I2) calulates the difference of values of two instances on
feature A. The definition for discrete features is,

diff(A, I1, I2) =

{
0 value(A, I1) = value(A, I2)

1 otherwise
(1)

and for continuous attibutes,

diff(A, I1, I2) =
|value(A, I1)− value(A, I2)|

max(A)−min(A)
(2)
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Algorithm 1. The basic Relief algorithm

Input: Instances with feature value and class label
Output: Weights of all the features

1 set all weights W [A] = 0;
2 for i = 1 to m do
3 Randomly select an instance Ri;
4 Find its nearest hit Hi, and nearest miss Mi;
5 for A in feature set do
6 W [A] = W [A] + diff(A,Ri,Mi)− diff(A,Ri,Hi)
7 end

8 end
9 W [A] = W [A]/m;

From the probabilistic point of view, the basic idea of Relief is[8],

W [A] = P (diff. value of A|nearest instance from diff. class)− (3)

P (diff. value of A|nearest instance from same class)

3 Conditional Relief

Conditional Relief (CRelief) proposed in this paper has a similar basic idea
with Relief. The differences lie in two points: First, for each feature, not only
effectiveness is evaluated, but also informativeness is considered according to
the performance of other features, so as to restrain redundant features. Second,
CRelief does not search for nearest neighbours which is time consuming. Instead,
it randomly selects pairs of points. The effectiveness of nearest neighbours is
discussible as the nearest neighbours may differ a lot before and after feature
selection, especially when the number of irrelevant and redundant features is
large.

For the i-th pair of randomly selected points, the algorithm estimate a feature
A from three perspectives.

Effective: PEi(A) estimates the effectiveness of A distingushing the pair (when
they are from different class) or aggregating the pair (when they are from
the same class).

Reliable: PRi(A) estimates the reliability of A according to its performance of
effectiveness during last h pairs.

Informative: PIi(A) estimates the informativeness of A. A is more informative
when A has high effectiveness and the other prior features are less informa-
tive. Features’ proriority Ri(A) is based on their effectiveness and reliability.



76 T. Wu et al.

PEi(A) = P (diff. class) · P (diff. value of A) (4)

+(1− P (diff. class)) · (1− P (diff. value of A))

PRi(A) =

∑i
k=i−h PEi(A)

h
(5)

Ri(A) = PEi(A) · PRi(A) (6)

PIi(A) =
∏

Ri(B)>Ri(A)

(1− PIi(B)) · PEi(A) (7)

We made some variations to improve the algorithm, which turned out to be
effective.

Ri(A) = PEi(A) · PRi(A) + α · PI(A) (8)

PIi(A) =
∏

Ri(B)>Ri(A)

(1− PIi(B) · β) · PEi(A) (9)

Term α · PI(A) gives priority to more informative features when their PEi(A) ·
PRi(A) are almost the same, where PI(A) is the average informative estimate
of feature A in the past iterations. Coefficient α is small ,e.g. 0.01, avoiding the
term playing a leading role in other situations.

Coefficient β controls the decay rate of the weight. The bigger β is, the stronger
the redundant features are restrained.

4 Theoretical Analysis

In this section, theoretical analysis on algorithm effectiveness and parameter
setting is performed.

4.1 Effectiveness and Time Complexity

For a relevant feature, supposing aR, P (diff. value of aR) has a similar trend
with P (diff. class), which means when the latter is large, the former tends to be
large. While for a irrelevant feature aI , P (diff. value of aI) has no relationship
with P (diff. class). Then PE(aR) > PE(aI), further PI(aR) > PI(aI). On
the other hand, (9) ensures that redundant features are restrained.

For n training instances with p features and m iterations, time complexity of
Relief and ReliefF is O(mnp). CRelief does not search for nearest neighbours,
instead, it sorting the weights during iterations.The time complexity of CRelief is
O(mp2log(p)), where O(plog(p)) is for sorting. Comparing with Relief, CRelief is
faster on datasets with more instances and less features, while slower on datasets
with more features and less instances.
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Algorithm 2. Conditional Relief algorithm

Input: Instances with features value and class label
Output: Quality estimation of all the features

1 set PI(A) = 0, PE(A) = 0 for all the features;
2 for i = 1 to m do
3 Randomly select two instances, Ii1, Ii2
4 for j = 1 to sn do
5 // sn is the number of features

6 PEi(Aj) = diffClass(Ii1, Ii2) · diff(Aj , Ii1, Ii2) + (1−
diffClass(Ii1, Ii2)) · (1− diff(Aj , Ii1, Ii2))

7 PRi(Aj) =
∑i

k=i−h PEi(Aj)

h

8 Ri(Aj) = PEi(Aj) · PRi(Aj) + α · PI(Aj)
9 PE(Aj) = PE(Aj) + PEi(Aj)

10 end
11 Sort features by Ri(A) in descending order
12 PIi(A1) = PEi(A1)
13 for j = 2 to sn do

14 PIi(Aj) =
∏j−1

k=1(1− PIi(Ak) · β) · PEi(Aj)
15 PI(Aj) = PI(Aj) + PIi(Aj)

16 end

17 end
18 PE(A) = PE(A)/m;
19 PI(A) = PI(A)/m;

4.2 Threshold and Iteration Number

There are two thresholds used to distinguish relevant features from irrelevant
features (PE(A) > τ1) and redundant features(PI(A) > τ2). For a irrelevant
feature aI , E(PE(aI)) = 0.5, thus τ1 = 0.5. Threshold τ2 can be fixed, e.g. 0.01,
and coefficient β in (9) is used to control the strength of restraining redundant
features.

How much iterations the basic Relief and ReliefF need is problem
dependent[15], which is also true for CRelief. More iterations are needed for
complex problem. Fig. 1 shows variation of estimate of three most relevant fea-
tures in the dataset “Isolete” in the experiments later. The estimate is stable
after about 700 iterations, and the number is about 100 for simple problem “Lung
cancer”. When the estimate tends to be stable, the iteration can be stopped.

5 Experiment

In this section we test and compare our algorithm on benchmark data. Section5.1
describes experimental setup, and section 5.2 shows and analysis the results.
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Fig. 1. Variation of estimate with iterations

5.1 Experimental Setup

Algorithms are evaluated on benchmark data, and C4.5 decision tree is built
upon the selected features to evaluate their effectiveness by prediction accuracy.

We choose representative feature selection algorithms ReliefF[8], CFS[12] and
LVF[14] as comparisons. As an individual evaluation method, ReliefF is an ex-
tension of Relief on handling multi class problems and is more robust[15]. The
number of neighbours in ReliefF is set to 5, and the iteration stops when the
estimation is stable. CFS is a subset evaluation method with best first search
strategy. It evaluates a subset by considering the individual feature quality and
the correlation of features in the subset. The third algorithm, LVF uses a con-
sistency measure to evaluate a subset generated in a random way. The search
strategy can be replaced with heuristic one to get determined result, as sug-
gested by the author[14]. In our experiments, LVF uses best first search like
CFS. Parameters for CRelief is setted as discussed in section 4.2 and β is 0.7.
The experiments are executed with java on a Core-i3 PC with 2 GB RAM.

5.2 Results on Benchmark Data

Three datasets with various number of features, instances and classes are chosen
from UCI Machine Learning Repository1, as shown in Table 1. For each dataset,
all the feature selection algorithms are performed, obtaining new datasets with
selected features. C4.5 classifier is applied to test the accuracy on each new
datasets in a 10-fold cross validation way.

Table 2 records executing time of feature selection algorithms. CRelief runs a
little faster than ReliefF, as ReliefF spends much time on searching for nearest

1 http://archive.ics.uci.edu/ml/

http://archive.ics.uci.edu/ml/
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Table 1. UCI benchmark data

Title Features Instances Classes

Lung cancer 56 27 3
Musk1 166 476 2
Isolet 617 6238 26

Table 2. Running time (seconds) for feature selection algorithms on benchmark data

Title CRelief ReliefF CFS LVF

Lung cancer 0.11 0.30 0.19 0.19
Musk1 1.19 2.30 1.84 3.60
Isolet 13.75 20.50 141 330

neighbours. Time of subset evaluation algorithms,CFS and LVF, grows rapidly
with the expansion of problem scale.

Table 3 records the number of selected features, from which we can see that
all the algorithms reduced the feature number effectively.

Table 3. Number of selected features on benchmark data

Title CRelief ReliefF CFS LVF

Lung cancer 5 6 8 3
Musk1 8 10 36 16
Isolet 25 27 191 12

Classification accuracies are recorded in Table 4, where “Full Set” means that
all the features are used without selection. CFS and CRelief perform better.
ReliefF’s performance is not satisfying when feature number is large, probably
due to large number of redundant features.

Table 4. Accuracy(%) of C4.5 on selected features for UCI data

Title CRelief ReliefF CFS LVF Full Set

Lung cancer 72.67 70.67 73.00 71.00 69.33
Musk1 82.75 82.25 82.25 80.00 82.00
Isolet 75.06 58.71 76.86 69.54 81.25
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6 Conclusion

In this paper, we proposed CRelief removing both irrelevant and redundant fea-
tures. Experiments comparing both individual and subset evaluation algorithms
show that CRelief improves ReliefF’s performance especially on datasets with
large number of features which may contain numbers of redundant ones. CRe-
lief is effective as subset evaluation algorithms like CFS, but more efficient than
them. Besides, CRelief inherits from Relief the ability to handle both discrete and
continuous value conveniently. It also can be expanded to regression problem.

In the future work, relationship between algorithm parameters and problem
scale will be analysed in detail. The efficiency can be further improved in sam-
pling and sorting, which can make the algorithm more applicable.
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Abstract. Some difficulty to measure process parameters can be obtained using 
the vibration and acoustical frequency spectra. The dimension of the frequency 
spectrum is very large. This poses a difficulty in selecting effective frequency 
band for modeling. In this paper, the partial least squares (PLS) algorithm is 
used to analyze the sensitivity of the frequency spectrum to these parameters. A 
sphere criterion is used to select different frequency bands from vibration and 
acoustical spectrum. The soft sensor model is constructed using the selected 
vibration and acoustical frequency band. The results show that the proposed 
approach has higher accuracy and better predictive performance than existing 
approaches. 
 
Keywords: soft sensor, feature selection, frequency spectrum, partial least 
squares. 

1 Introduction 

Grinding processes face the challenge of high energy consumption and low grinding 
production rate (GPR), especially the ore mineral process of wet ball mill in China 
[1]. The main reasons include not only the frequently fluctuation of the operating 
condition and physical characteristics of the feed material, but also the lack of reliable 
on-line sensors to measure the parameters of mill load (ML) inside the ball mill. The 
ball mill is the bottleneck operation of the grinding circuit. The load of this ball mill 
decides GPR of the whole grinding circuit, even the safety of the grinding devices. 
Therefore, keeping the optimal load of the ball mill is vitally important for the quality 
and the yield assurance [2,3].  

The key problem is how to monitor the ML. The mechanical grinding of the ball 
mill can produce strong vibration and acoustic signals which contain information 
correlated with the ML [4]. These interested signals are buried in a wide-band random 
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noise signal “white noise” in the time domain. However, the frequency spectra of 
these signals contain information directly related to some operating parameters of the 
mill [4]. With higher frequency resolution, a typical frequency spectrum contains 
hundreds or thousands of frequency variables. Using the high-dimensional frequency 
spectrum data to model the ML, one of the key problems is the “curse of 
dimensionality” [5]. Thus, dimension reduction is needed. 

Partial least squares (PLS) captures the maximal covariance between two data 
blocks. It has been widely applied in chemometrics, steady state process modeling, 
dynamic modeling and process monitoring [6]. Zeng et al. selected different 
characteristic frequency sub-bands based on threshold manually set [4]. However, 
with this method, these selected sub-bands maybe have weak relationship with the 
ML parameters. Genetic algorithms showed effectiveness for the PLS variables 
selection [7]. Thus, with the vibration frequency spectrum, Tang et al. used the 
genetic algorithm-partial least squares (GA-PLS) algorithm to construct the ML 
parameters models [8]. As the random initialization of the GA, the feature selection 
process has to be performed many times. 

For the fault detection problem of the plasma etchers using the high dimensional 
optical emission spectroscopy based on principal component analysis (PCA), a sphere 
criterion was proposed to select the useful wavelength [9]. Based on this approach, 
the number of the wavelength is much reduced.  

Therefore, motivated by the above problems, a novel PLS based frequency band 
selection method is proposed. With the selected frequency bands of vibration, 
acoustical spectrum, and the drive motor electricity signals, successful application has 
been made in a laboratory-scale wet ball mill. 

2 Feature Selection and Modeling via Partial Least Squares 

2.1 Partial Least Squares  

The main challenge in the ML parameters modeling with the frequency spectrum is 
the correlation among the high dimensional frequency spectrum. PLS can capture the 
maximal covariance between input and output data using a few latent variables (LVs).  

Assume predictor variables pn×ℜ∈X and response variables qn×ℜ∈Y  are 

normalized as pnp ×= )...( 002010 EEEE and 
qnq ×= )...( 002010 FFFF  respectively. Let 1t  be 

the first latent score vector of 0E , 101 wEt = , and 1w  be the first axis of the 0E , 

1|||| 1 =w . Similarly, let 1u  be the first latent score vector of 0F , 101 cFu = , and 1c  

be the first axis of the 0F , 1|||| 1 =c .  

To maximize the covariance between 101 wEt =  and 101 cFu = , an optimization 

problem can be defined as: 

1,1.s.t,Max 1
T

11
T

11010 ==>< ccwwcFwE . (1)

By solving (1) with the Lagrange approach, 
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)1()1( 1
T

111
T

1110
T

0
T
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where 1λ  and 02 ≥λ ; 1w  and 1c  are the maximum eigenvector of matrix 

0000 EFFE TT  and 0
T
00

T
0 FEEF . After 1t  and 1u  is obtained, the following equations 

can be obtained: 1
T
110 EptE += , 0

1
T
110 FquF += and 1
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2
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1 |||| t
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T

= , and 1E , 0
1F , and 1F  are the residual 

matrixes. Then replacing 0E  and 0F with 1E  and 1F , the second latent score 

vectors 2t and 2u can be obtained. Using the same procedure, all latent score can be 

gotten until 0== hh FE .  

Therefore, PLS decomposes the data matrices X  and Y into a low dimensional 
space with h  LVs, which can be shown as follows: 

ETPX += T . (3)

FUQY += T . (4)

where ][ h21 t,...,t,tT = and ],...,,[U 21 huuu=  are the score matrices; 

],...,,[ 21 hpppP = and ],...,,[ 21 hqqqQ =  are the loading matrices; E and F are the 

modeling residual of X  and Y  respectively. The two equations can be written as a 
multiple regression model: 

GXBY += . (5)

where B  contains the PLS regression coefficients and can be calculated as follows:                              

YTU)XXU(TXB 1 TTTT −= . (6)

However, T cannot be calculated from the original X  directly as PCA.  
Denoting ][ h21 w,...,w,wW = , let ][ h21 r,...,r,rR = , where 11 wr = , for 1>i  

( ) i

i

j
jjpi wpwIr ∏

−

=
−=

1

1

T . (7)

With 1T )( −= WWPR , the score matrix T  can be computed from the original X  as 

follows [10]: 
1T )( −== WWPXXRT . (8)

2.2 Feature Selection Based on Partial Least Squares  

Three methods are always used to scale the original data to calculate the PCs [11]: no 
scaling, scaling the data to have zero mean, and scaling the data to have zero mean 
and unit variance. These methods use product matrix, covariance matrix and 
correlation matrix to obtain PCs respectively. Moreover, one of the objectives of 
scaling is to eliminate the impact of the measurement units for different variables. 
However for the spectra data, they have the same measurement unite.  
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For the optical emission spectroscopy in [9], the spectra represent the relative 
intensity at different wave-length. If we scale the spectra data, the shape of the spectra 
are destroyed, which would lead to disappear for positive of the data [11]. With the 
unscaled data, the first PC of the spectra data is mostly responsible for the mean of the 
data. The other PCs are more responsible for the real variances of the data [9].  

The above analysis is for the spectra data based on PCA. How about it is used for 
the frequency spectrum data based on PLS? PLS is the integration of the multiple 
linear regression analysis, canonical correlation analysis and PCA [12]. Therefore, the 
same as literate [9] using PCA to select wavelength for fault detection, the following 
scheme using PLS to select frequency bands for modeling is proposed:  

(1)The unscaled frequency spectrum is used to select the important frequency bands;  
(2)The selected frequency bands are scaled to zero mean and unit variance for 

modeling the ML parameters. 

Thus, similarly to the method in [9] using PCA to select wavelength, a sphere 
criterion is used to select frequency band for different ML parameters: 

1, 0th

sel

0

≥≥
=

hθr
h

hh

2
p,h . (9)

where, p,hr  is denoted as the radius for the thp  frequency and the thh LV; thθ  is 

the radius of the sphere, decided by prior knowledge; 0h is the initial number of the 

LVs. The frequency bands that fall outside the sphere is selected. If the selected 
frequency bands are not continuous, the lost frequency bands are filled manually. By 
varying the values of thθ  and 0h , the frequency bands to be selected or be deleted 

can be controlled. 

3 Application Study 

In this section, the shell vibration frequency spectrum is analyzed at first. Then 
frequency bands of the vibration and acoustical frequency spectra are selected on the 
basis of the unscaled data. Finally the selected frequency bands with the drive motor 
electricity signal are scaled to construct the ML parameters’ soft sensor models. 

3.1 Analysis of the Shell Vibration Frequency Spectrum 

The grinding process is realized with the rotation of the mill. If there is imbalance in 
the ball mill grinding system, the shell of the ball mill will vibrate. At the same time, 
the mill produces stronger noise. Therefore, shell vibration signal of this laboratory 
scale ball mill with zero load is recorded. It shows that we cannot distinguish the 
curve with the full spectrum. But after separating this full spectrum into two parts, 1-
100Hz and 101-12,000Hz, it is shown that the maximum amplitude of the first part is 
122 times of the second one. Such fact shows the former 100Hz are mainly cause by 
the rotation of the ball mill system itself. The recent research also shows that the 
former 100Hz is mainly the revolution disturbance. Therefore, only the frequency 
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spectrum between 100~12,000Hz is used to construct the models. Details of the 
frequency spectrum under different grinding condition is shown in [8]. 

3.2 Selection Frequency Bands Based on the Unscaled Spectrum 

The curves of the unscaled vibration and acoustical frequency spectrum are shown in 
Fig.1. The unscaled frequency spectrum is used to construct the PLS model. The 
values of the scores and the R of the former 4 LVs for the CVR model are plotted in 
Fig. 2 and Fig. 3 respectively. 

Fig.2 and Fig. 3 show that the shape of the first R vector is similar to the original 
frequency spectrum in Fig.1. This means that the first LV offsets the mean of the 
original data. The real variation of the frequency spectrum and the ML parameters are 
represented in the other LVs. These conclusions are as same as the results in [9]. 

A plot of the R of the second LV versus the third LV of the vibration and 
acoustical spectra are depicted in Fig. 4. This plot shows that the frequency band 
between 1,001Hz and 1,401Hz for the vibration spectrum, and frequency band 
between 341 and 351Hz for acoustical spectrum have more contributions than the 
other frequency bands. Scores’ distributions of the second and third LVs for the 
unscaled data are also plotted in Fig.5, which shows the distribution of the samples. 

 

 

Fig. 1. Original vibration frequency spectrum of the vibration and acoustical signals 
 

 

Fig. 2. PLS scores and R for unscaled vibration frequency spectrum 
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Fig. 3. PLS scores and R for unscaled acoustical frequency spectrum 

 

Fig. 4. R plot for the second and third LV for the unscaled data 

 

 

Fig. 5. Scores distribution of the second and third LVs for the unscaled data 
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3.3 Modeling the Parameters of Mill Load 

In this subsection, the PLS models based on the selected frequency bands of the 
vibration and acoustical signals, and the driver motor electricity signal are 
constructed. In order to show the contribution of different signals, PLS models with 
different data sets are built. The models with un-selected frequency spectrum data are 
also constructed. The prediction curves with un-selected frequency (Un Sel-Fre) and 
selected frequency (Sel-Fre) with “VAI” data sets are given in Fig. 6-Fig. 8. The 
modeling parameters and the prediction accuracy are shown in Table I. In Table I, 
“Data sets” means the different data that are used to build the ML parameters soft 
sensor models. In order to compare the sensitivity of different ML parameters, 
RMSSE is also given in Table I. 

With the results in Table I and Fig.6-Fig.8, the following conclusions are obtained: 

(1) Different ML parameters have different sensitive frequency bands and the 
proposed method can improve the prediction performance. For example, with shell 
frequency spectrum, the frequency bands for MBVR, PD, and CVR are 100:8281, 
1248:1794, and 1142:2025 respectively; with acoustical frequency spectrum, the 
frequency bands for MBVR, PD, and CVR are 166:1663, 282:1481, and 335:431 
respectively. The (root mean relative square error) RMSSE of the PD with acoustical 
signal is improved from 0.2337 to 0.1748. Although the RMSSEs of the MBVR and 
CVR with vibration spectrum are little lower than that of the original spectrum, only 
ten percent of the original frequencies are used. 

(2) Fusing different signals can improve the performance of the prediction. The 
soft sensor models based “VAI” data set have better performance than the one only 
based one signal. For example, the RMSSEs of the CVR models based “V”, “A”, “I”, 
and “VAI” data set are 0.2514, 0.2907, 0.350, and 0.2024 respectively. 

(3) The mapping between ML parameters and different signals are different. The 
RMSSEs of the PD and CVR with the original vibration frequency spectrum are 
0.2772 and 0.2514 respectively; while with the original acoustical frequency 
spectrum, the RMSSEs are 0.5506 and 0.2907 respectively. The RSMSE of the 
MBVR with the original vibration frequency spectrum is 0.5601; while with the 
original acoustical frequency spectrum, the RMSSE is 0.2703.  Thus, the PD and 
CVR are more sensitive to the vibration frequency spectrums, while the MBVR is 
more sensitive to the acoustical frequency spectrum. 

(4) The sensitivities of different ML parameters are difference. The RMSSEs of 
different models show that PD has the best sensitivity to the “VAI” signals, MBVR 
has the best sensitivity to the “A” signals, and “CVR” has the best sensitivity to the 
“V” signals. Thus, if we use the selective information fusion approach, better 
prediction performance can be obtained. 

As the experiments were done on a laboratory scale ball mill at abnormal conditions, 
more experiments should be done on continuous grinding operation and industry ball 
mill to further validate this frequency band selection method. Moreover, this approach 
can also be used to select features for other high dimensional data set, such as the 
optical spectrum and the genetic sequence, to construct more effective and 
interpretation models. 
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Fig. 6. Prediction results of the MBVR 

 

Fig. 7. Prediction results of the PD 

 

Fig. 8. Prediction results of the CVR 
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Table 1. Performance Estimation of Different Models 

Approach Data setsa Parmetersb RMSSE 

PLS 

MBVR 

V {(100:11901),7} 0.5601 
A {(1:4000),4} 0.2703 
I {(1),1} 0.5247 

VAI {(100:11901, 1:4000,1),6 } 0.2101 

PD 

V {(100:11901),4} 0.2772 
A {(1:4000),2} 0.5506 
I {(1),1} 0.7942 

VAI {(100:11901, 1:4000,1),3 } 0.2337 

CVR 

V {(100:11901),2} 0.2514 
A {(1:4000),9} 0.2907 
I {(1),1} 0.3500 

VAI {(100:11901, 1:4000,1),3 } 0.2024 

This  
paper 

MBVR 
V {(100:8281),7} 0.5599 
A {(166:1663),4} 0.2395 

VAI {(100:8281, 166:1663,1),5 } 0.2131 

PD 
V {(1248:1794),3} 0.2120 
A {(282:1481),3} 0.5057 

VAI {(1248:1794, 282:1481,1),4 } 0.1748 

CVR 
V {(1142:2025),4} 0.2266 
A {(335:431),4} 0.3906 

VAI {(1142:2025, 335:431,1),3 } 0.2833 

a The subscript ‘V’, ‘A’ and ‘I’ indicates the shell vibration, acoustical and driver motor electricity 

signals respectively; “VAI” indicates the fused signals. 
b The parameters are defined as {(##:##), LVs},which are ranges of the selected frequency bands and 

the number of LVs respectivley. 

4 Conclusions  

A partial least squares algorithm and sphere criterion based on frequency band 
selection approach has been used to select different frequency band for ML 
parameters. The new approach uses the unscaled frequency spectrum to select the 
frequency band, which can retain the most important variations in the original data. 
The selected vibration and acoustical frequency bands combined with the drive motor 
electricity signal are used to construct the final soft sensor models. This approach has 
been successfully applied to a laboratory-scale grinding process in anomalous 
experiments conditions, which produces higher fitting precision and better predictive 
performance than the standard partial least squares method. Future work should be 
done to further validate this approach on continuous grinding experiments in the 
laboratory-scale and industry-scale ball mill.  
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Abstract. In this paper, we propose an overcomplete nonnegative dic-
tionary learning method for sparse representation of signals by posing
it as a problem of nonnegative matrix factorization (NMF) with a spar-
sity constraint. By introducing the sparsity constraint, we show that the
problem can be cast as two sequential optimal problems of parabolic
functions, although the forms of parabolic functions are different from
that of the case without the constraint [1,2]. So that the problems can be
efficiently solved by generalizing the hierarchical alternating least squares
(HALS) algorithm, since the original HALS can work only for the case
without the constraint. The convergence of dictionary learning process
is fast and the computational cost is low. Numerical experiments show
that the algorithm performs better than the nonnegative K-SVD (NN-
KSVD) and the other two compared algorithms, and the computational
cost is remarkably reduced either.

Keywords: dictionary learning, sparse representation, nonnegative ma-
trix factorization (NMF), hierarchical alternating least squares (HALS),
overcomplete dictionary.

1 Introduction

Dictionary learning for sparse representation of signals is an important topic
in machine learning, sparse coding, blind source separation, data analysis, etc.
By representing in terms of learnt dictionary, one can discover and properly
understand the crucial causes underlying the sensed signals [3].

In the area of visual neuroscience, a sparse representation with learnt dic-
tionary is also an effective tool for understanding the mechanism of the visual
system including the visual cortex [4], in which the dictionary and the repre-
sentation are usually constrained by nonnegative conditions for satisfying the
limitations of the neurophysiology of the visual system. An efficient approach
for learning a nonnegative dictionary from high-dimensional dataset is cluster-
ing the common information among data patches into a low-dimensional dataset
based on maximizing the sparsity of the corresponding coefficient factor under

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 92–101, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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the nonnegative constraint [5,6]. However, the high computational cost and the
need for a more effective modeling of the system urge researchers to seek for
better solutions.

Recently, a signal analysis method based on the nonnegative matrix factoriza-
tion (NMF) [7,8] attracts more and more attentions. By NMF, one data matrix
can be factorized into a product of two nonnegative matrices with different prop-
erties, in which one matrix is termed as the base matrix and the other is termed
as the coefficient matrix corresponding to the base matrix. Intuitively, if impos-
ing a sparsity constraint on the coefficient matrix, the factorization process by
NMF can be considered as nonnegative dictionary learning, which may be exact
or approximate. Furthermore, NMF is of low computational cost since it usually
involves only simple operations, such as matrix multiplication.

In this research we propose a novel algorithm that is based on the NMF
method to nonnegative dictionary learning problem for a sparse representation
of a group of signals. The algorithm is built based on a fact that, the problem can
be cast as two sequential optimal problems of parabolic functions by introducing
a sparsity constraint, although the forms of parabolic functions are different from
that of the case without the constraint. So that the problems can be efficiently
solved by our proposed generalization of the hierarchical alternating least squares
(HALS) algorithm, since the original HALS can work only for the case without
the constraint. Furthermore, the computational consumption of the algorithm is
much lower than that of other algorithms for the same purpose, but the overall
performance is improved remarkably. Numerical experiments show that the pro-
posed algorithm converges much faster in comparison with the other algorithms
[5,6,9] and can recover almost all aimed dictionary atoms from training data
even in strong noisy environment. The numerical experiments also verify that
computational consumption is very low.

The remaining part of paper is organized as follows. In section 2, we formu-
late the problem and the proposed method. Then we present the proposed al-
gorithm for nonnegative dictionary learning by NMF with a sparsity constraint.
The numerical experiments on two groups of synthetic datasets are presented in
section 3. Finally, conclusions are drawn in section 4.

2 The Algorithm

In general, the NMF problem is formulated as follows. Given an input matrix
Y ∈ R

m×n where each element is nonnegative and r < min(m, n), NMF aims
to find two factors W ∈ R

m×r and H ∈ R
r×n with nonnegative elements such

that Y = WH or Y ≈ WH. The factors W and H can usually be found by
posed as the following optimization problem,

min f(W,H) =
1

2
‖Y −WH‖2F

subject to W ≥ 0,H ≥ 0 (1)

where the operator ‖ · ‖F represents the Frobenius norm. If m ≥ n, the problem
is termed as over-determined (if m > n) or determined (if m = n). For solving
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such problems, many methods have been proposed, e.g. multiplicative updates
algorithm, projected gradient algorithm and HALS algorithm mentioned above.
For details please refer to survey articles [10,11].

In the case of m < n and W is a full-row rank (i.e. under-determined situa-
tion), an infinite number of the approximated result are available for the problem
(1) if there is not any constraint conditions imposed on factors W or H. Hence
some kinds of constraint must be incorporated to (1) to enforce a certain ap-
plication dependency. In this paper, the learnt dictionary is aiming for a sparse
representation of a signal or a set of signals by the dictionary. Therefore the
sparsest representation is certainly appealing. So we consider imposing a sparse
constraint on the coefficient factor H. �0-norm is often used as a sparseness mea-
sure, and it can be replaced by �1-norm for the convenience of optimization in
the real-world applications, hence the NMF problem with sparsity constraint
can be solved by the extended cost function as follows,

min f(W,H) =
1

2
‖Y −WH‖2F + λ‖H‖1

subject to W ≥ 0,H ≥ 0 (2)

where ‖ · ‖1 represents �1-norm and λ is the regularization parameter. λ is for
controlling the trade-off between the fidelity of NMF and a sparsity constraint
term aboutH. It is calibrated off-line on a specified problem for the best recovery
rate of dictionary atoms.

As mentioned above, many algorithms have been developed for solving the
constrained NMF problem, and most of them are iterative and utilize the fact
that the problem can be reduced to two sequential convex nonnegative least
squares problems about W or H whereas the other of them is regarded as fixed
and known. Our algorithm has also such a structure. However, the algorithm
for each sub-sequential convex nonnegative least squares problem has been im-
proved.

For optimizing factors W or H alternately, the HALS method is proved to be
very effective in the over-determined case [10]. The HALS method is different
from the traditional nonnegative least squares method because it optimizes only
one single variable in the factor W or H at a time instead of the whole factor.
The way of the optimization is as follows,

Wik = argmin
Wik≥0

‖Y −WH‖2F

= max
(
0,

Yi:H
T
k: −

∑
l �=k WilHl:H

T
k:

Hk:HT
k:

)
(3)

That is, at each iteration, one need to solve only a simple univariate quadratic
problem, i.e., a parabolic function, which has an optimal analytical solution.
Moreover, since the optimal value for a given entry of W or H does not depend
on the other components of the same column or row, one can optimize every
column of W or every row of H in turn. For example, the update rule of factor
W is as follows,
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W:k = argmin
W:k≥0

‖Y −WH‖2F
= argmin

W:k≥0
‖Rk −W:kHk:‖2F

= max
(
0,

RkH
T
k:

‖Hk:‖22
)

(4)

where Rk
.
= Y −∑

l �=k W:lHl: and ‖ · ‖2 represents �2-norm.
However, the original HALS algorithm can work only for the case without a

constraint. That is to say, it can not directly optimize the constrained factorH in
the problem (2). Hence for solving the problem (2), we consider generalizing the
HALS algorithm so that it can work for the sparsity constrained NMF problem,
in which W is under-determined. The update rule of W is unchanged because
it is independent of the constraint item. The update rule for factor H becomes
as follows,

Hk: = argmin
Hk:≥0

‖Y −WH‖2F + λ‖H‖1

= argmin
H:k≥0

‖Rk −W:kHk:‖2F + λ‖Hk:‖1

= max
(
0,

WT
:kRk − λ

‖W:k‖22
)

(5)

Through (4) and (5), we can see that the problem (2) with a constraint item can
still be cast as two sequential optimal problems of parabolic functions, although
the forms of parabolic functions are different from that of the case without the
constraint [1,2]. The detailed algorithm is presented below.

A potential problem with HALS will be arisen if one of the vectors W:k

(or Hk:) becomes equal to zero vector. That leads to numerical instabilities. A
possible way to overcome this problem is to replace the zero lower bounds on
W:k and Hk: by a small positive constant ε 
 1 (typically, 10−8 ). Hence we
get the following amended closed-form update rules,

W:k = max
(
ε,

RkH
T
k:

‖Hk:‖22
)

Hk: = max
(
ε,

WT
:kRk − λ

‖W:k‖22
)

(6)

Finally, after factor W is updated, every column in W is required to be normal-
ized in order to have a unit �2-norm.

According to the analysis above, the proposed HALS based nonnegative
dictionary learning algorithm is termed as HALS-NDL and summarized in
Algorithm 1.
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Algorithm 1 HALS-NDL

Require: Data Matrix Y ∈ R
m×n
+ , initial matrices W ∈ R

m×r
+ and H ∈ R

r×n
+ , and set

ε = 10−8

1: while stopping criterion not satisfied do
2: Computing P = YHT and Q = HHT ;
3: for k = 1 to r do
4: W:k ← max

(
ε,

P:k−
∑r

l=1,l �=k W:lQlk

Qkk

)
5: Normalizing W:k ← W:k

‖W:k‖2 ;
6: end for
7: Computing U = WTY and V = WTW;
8: for k = 1 to r do
9: Hk: ← max

(
ε,

Uk:−
∑r

l=1,l �=k VklHl:−λ

Vkk

)
10: end for
11: end while

3 Numerical Experiments

In this section, we first made an experiment by using HALS-NDL algorithm
on synthetic signals, to test whether this algorithm can recover the original
dictionary that has been used to generate the test data and to compare its results
with other algorithms, such as NN-KSVD [5], NMFsc [6] and NMF�0-H [9]. After
that, we carried out the other experiment on a 10 decimal digits dataset, which
was originated in [5], to further show the practicality of the proposed algorithm.

3.1 Synthetic Experiment with Stochastic Dictionary

Generation of the Synthetic Signals. We first generated a stochastic non-
negative matrix W (referred to as the generating dictionary) of size 20×50 with
i.i.d. uniformly distributed entries as procedures reported in [12]. Then we syn-
thesized 1500 test signals of dimension 20, each of which produced by a linear
combination of three different atoms in the generating dictionary, with three cor-
responding coefficients in random and independent locations. Finally, we added
the uniformly distributed noise of varying signal-to-noise ratio (SNR) for per-
formance analysis of anti-noise, and normalized each column of the matrix to a
unit �2-norm.

Applying the HALS-NDL. The initialized dictionary matrix of size 20×50
was composed of the randomly selected parts of test signals. The corresponding
coefficients were initialized with i.i.d. uniformly distributed random nonnegative
entries. The maximum number of iterations was set to 200. In order to steer
the solution toward a global one, the balanced regularization parameter λ is
selected according to the following exponential rule: λ = σ exp(−τκ), where λ
is a function of the iteration number κ, σ and τ are constants and set to 5 and
0.02, respectively.
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Fig. 1. The relationships between the sparsity of coefficients and the iterations of algo-
rithms. NN-KSVD and NMF�0-H used the specified exact number of non-zero elements
in coefficients, while HALS-NDL did not depend on the parameter and adaptively con-
verged to 0.06. NMFsc also did not depend on the parameter, but it is difficult for
NMFsc to obtain a sparse enough coefficient even though it cost many enough itera-
tions.

Comparison with the Other Algorithms. Since NN-KSVD (nonnegative
variant of K-SVD), NMFsc and NMF�0-H were the three state-in-art algorithms
for nonnegative dictionary learning, we compared with these algorithms. The
implementation of NN-KSVD algorithm is online available1. A pursuit method
with nonnegative constraints (called as NN-BP) is used in the algorithm, which is
similar to OMP and BP pursuit methods except for nonnegative constraints. We
executed the NN-KSVD algorithm for a total number of 200 iterations. Matlab
code for NMFsc2 and NMF�0-H3 algorithms are also online available. We used
the same test data with NMFsc and NMF�0-H algorithms. The learning pro-
cedure with NMFsc was stopped after 3000 iterations since it converges fairly
slower than the other algorithms. And the maximum number of iterations of
NMF�0-H algorithm was fairly set to 200. Note that, in the experiment, NN-
KSVD and NMF�0-H needed the specified exact number of non-zero elements in
coefficient matrix (3/50=0.06 for the case) as showed in Fig. 1. NMFsc was exe-
cuted with a sparsity factor of 0.85 on the coefficients. However the parameters
are generally unknown in real practice. HALS-NDL algorithm does not depend
on such parameters.

1 Online available http://www.cs.technion.ac.il/~elad/software/
2 Online available http://www.cs.helsinki.fi/u/phoyer/contact.html
3 Online available http://www3.spsc.tugraz.at/people/robert-peharz

http://www.cs.technion.ac.il/~elad/software/
http://www.cs.helsinki.fi/u/phoyer/contact.html
http://www3.spsc.tugraz.at/people/robert-peharz
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Fig. 2. Synthetic results: for each of the tested algorithms and for each noise level,
15 trials were performed and their results were sorted. The graph labels represent the
mean values of learned atoms (out of 50) over the ordered tests in groups of three trials,
i.e., 15 trials were divided equally into 5 groups according to the results and each label
denotes the mean value of results of a group of three trials.

Results. The learned dictionaries were compared with the true generating dic-
tionary. This comparisons were done as described in [12] by sweeping through
the columns of the generating and the learned dictionaries and finding the closest
column (in �2-norm distance) between the two dictionaries. A distance less than
0.01 was considered a success. All trials were repeated 15 times. In the exper-
iment, the HALS-NDL algorithm performed much better than the other three
algorithms and could recovery averaged 88.4%, 95.9%, 97.1% and 96.9% atoms
under the noise levels of 10 dB, 20 dB, and 30 dB, and in the noiseless case. For
NN-KSVD and NMF�0-H, they could obtain averaged 15.7%, 68.0%, 82.9% and
86.5%, and as well 23.7%, 80.8%, 84.9% and 84.0% atoms, respectively, under
the same conditions. For NMFsc, it recovered only averaged 0.4%, 13.5%, 38.4%
and 49.3% atoms. Fig. 2 shows the detailed results of the experiment for these
algorithms.

We also analyzed the relationships between the recovery rates and the iter-
ation numbers of algorithms. The result of the experiment (averaged over the
15 test signals under the noise levels of 20 dB.) was showed in Fig. 3. It can
be observed in Fig. 3 that HALS-NDL could converge well and recovery about
95% atoms, while the NN-KSVD and NMF�0-H algorithms performed unsatis-
factorily although NMF�0-H executed better at the beginning of the recovering
process. Since the recovery rates of NMFsc algorithm was much worse and the
required number of iterations was much more than that of the other algorithms,
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Fig. 3. The relationships between the recovery rates and the iterations of algorithms
under the noise level of 20 dB

NMFsc algorithm was not included in the comparison. Finally, we gave a brief
comparison of computational cost, HALS-NDL averagely cost only 7 seconds
on the experiment with 200 iterations, while NN-KSVD and NMF�0-H aver-
agely consumed 327 and 337 seconds, respectively, when they were run in the
same computer environment. Obviously, HALS-NDL was much faster than the
other algorithms because the task of HALS-NDL can be decomposed into many
independent subproblems, and furthermore these subproblems do not involve
complicated mathematical calculations.

3.2 Synthetic Experiment with Decimal Digits Dictionary

To further investigate the performance of the proposed nonnegative dictionary
learning algorithm, we considered the 10 decimal digits dataset that was origi-
nated in [5]. The dataset is composed of 90 images of size 8×8, representing 10
decimal digits with various position shifts. Note that there exists a miss in the
original dataset, in which some atoms are duplicated. For example, the atoms
of the first column are the same as the ones of the fifth column in the original
dataset. Before the experiment, we corrected the problem by making every atom
different into the revised dataset that is showed in Fig. 4(a).

First, 3000 training signals were generated by random linear combinations of
5 different atoms in the dataset with random positive coefficients. Due to space
limitations, we considered noiseless case only in the experiment. For learning
dictionary, the training signals were input into the four algorithms mentioned in
the Section 3.1. The NN-KSVD, NMF�0-H and HALS-NDL algorithms were all
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(a) (b) (c)

(d) (e) (f)

Fig. 4. (a) The true dictionary composing of 90 atoms. (b) A part of the total training
data. (c)-(f) The learned dictionaries by NMFsc, NN-KSVD, NMF�0-H and HALS-
NDL algorithms. The number of the learned atoms are 56, 68, 75 and 87 respectively.

stopped after 200 iterations, and the NMFsc algorithm executed 3000 iterations.
The obtained results were showed in Fig. 4. The four algorithms, NMFsc, NN-
KSVD, NMF�0-H and HALS-NDL, recovered 56, 68, 75 and 87 atoms of 90
atoms respectively. That is, HALS-NDL algorithm recovered almost all atoms.
Although three atoms could not be recovered, those atoms may be recognized
through eyes. The result of NN-KSVD algorithm was not as good as described in
[5] due to the miss mentioned above, and it was for this reason that the exiting
duplicated atoms in original dataset led to the better result, this is wrong, in
comparison with the results of our experiment.

4 Conclusions

This work presented a fast and very efficient nonnegative overcomplete dictionary
learning algorithm. We utilized the similarity of data dimensionality reduction
between NMF and sparse representation of signals, and converted nonnegative
overcomplete dictionary learning problem into the NMF problem with a sparsity
constraint. And we elaborated that the problem can be cast as two sequential
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optimal problems of parabolic functions and can be efficiently solved by our pro-
posed generalized HALS algorithm. Results of numerical experiments showed the
ability of the proposed method for correctly learning a nonnegative overcomplete
dictionary from image data, and further showed that the proposed algorithm was
much faster in comparison with the other algorithms. We are currently working
on applying this method to some practical problems in sparse representation of
signals, such as inpainting, image denoising, etc., and will present these results
in the future.
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Abstract. We present a discriminative Hough transform based object detector 
where each local part casts a weighted vote for the possible locations of the 
object center. We formulate such an object model with an ensemble of 
randomized trees trained by splitting tree nodes so as to lessen the variance of 
object location and the entropy of class label. Hough forests can be regarded as 
task-adapted codebooks of local appearance that allow fast supervised training 
and fast matching. Experimental results demonstrate that our method has a 
significant improvement. Compared to other approach such as implicit shape 
models, Hough forests improve the performance for hands detection on a 
categorical level.  
 
Keywords: Hough forest, Randomized tree, Hand detection.  

1 Introduction 

Object detection such as hands detection, car detection in natural images or videos is a 
significant task for image understanding. However, object detection is challenging 
tasks due to intra-class differences, viewpoint, and imaging conditions, as well as 
background clutter. It has been widely used in many areas such as human-computer 
interfaces with hand gestures. In recent years, there has been considerable progress, 
expressly in the areas of hand detection in static images. Various techniques for object 
detection have been proposed in the literature including sliding window classifiers, 
pictorial structures, constellation models and implicit shape models.  

Sliding window approaches [1] can be used for hand detection. However, this type 
of method has been shown to be effective in many cases. The classifier [2] is not 
designed for localizing the object and it is not clear how to optimally train the 
classifier. ISM is a part-based approach, though which a large number of information 
from parts can be integrated. Furthermore, the approach is robust to unseen part 
appearances and partial occlusions untypical. Nevertheless, such a method comes at a 
significant computational price. Besides, the constructing of the codebooks involves 
solving difficult, large-scale clustering problems. Last, it is time consuming to match 
with the constructed codebook. 
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In this paper, we develop a novel Hough transform-based detection method. 
Originally, the approach is developed for detecting straight lines. It were generalized 
for detecting generic parametric shapes and then further for detecting object class 
instances [7]. Recently, it usually refers to any detection process based on additive 
aggregation of evidence coming from local image elements. Such aggregation is 
completed in a parametric space, where each point corresponds to the existence of an 
object in a particular configuration [7]. The Hough space may be a product set of 
different locations, scales. The detection process is reduced to finding maxima peaks 
in the sum of all Hough votes in the Hough space domain, where the location give the 
configuration of a particular detected object instance [7].  

Our approach to hand detection can be described as a method using Hough-
transform. We learn a direct mapping between the appearance of an image patch and 
its Hough vote. We demonstrate that it can be efficiently accomplished within the 
random forest [3] framework. Therefore, given a dataset of training images with the 
bounding-box annotated samples of the class instances, we learn a class-specific 
random forest that is able to map an image patch to a probabilistic vote about the 
position of an object centre.  

2 Model and Algorithm 

Figure 1 show overview of our object detection approach using Hough forest [5]. In 
this paper, random forest (Fig. 1 shows an example) is used to demonstrate the 
outstanding performance for detecting hands. A set of binary decision trees compose a 
typical random forest [4]. Each non-terminal node of the tree in the Hough forest 
splits according to the appearance of the patch. Given a set of training samples, all the 
training samples are assigned to the root node. According to the result of the test, a 
sample can go to one of the two children of a given non-leaf node. It is in this way 
that Random trees are trained to learn a mapping from D-dimensional feature cuboids 
to their corresponding votes. 

  

Fig. 1. Training of randomized tree and detecting using Hough forest. The hand can be detected 
as a peak in this image. 



104 D. Chen, Z. Chen, and X. Yu 

2.1 Random Trees  

Hough forest [6] is composed of set of random trees. We introduce Random trees 
(Fig. 2 shows an example) as a basic training algorithm, since tree construction is 
computationally inexpensive and it can obtain even better results in some cases. In the 
Hough forest, each tree T is constructed based on a set of feature cuboids 

( ){ }, ,j j j jC F L V= . jF is the extracted features. jL is the class label for the exemplar the 

cuboids is sampled from, 
jV is a displacement vector which is equal to the offset from 

the center of the bounding box to the center of the patch. 

 

Fig. 2. Training of a randomized tree. Each non-terminal node of the randomized tree in the 
Hough forest splits according to the offset uncertainty and the entropy. 

For each leaf node L in the constructed tree, the information about the patches that 
have reached this node at train time is stored. The proportion of feature cuboids per 
class label reaching the leaf after training is stored in leaf node L. At a non-leaf node, 
the binary test can be defined as:  

{ 1 ( ) ( )

, , , 0

k ki f F p F q

k p q o th e r w is e
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ξ
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≤ +=  
  (1)

Depending on a standard random forest framework, the random trees are constructed. 
The high-level idea, therefore, is to split the cuboids in such a way as to minimize the 
uncertainty of their class label and displacement vectors. To achieve such a goal, we 

define two measures of the uncertainty for a set of patches ( ){ }, ,j j j jM C F L V= = . 

Shannon entropy of class label distribution is selected to minimize class uncertainty 
as the first measure. 
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Where ( )C PU M  is the entropy of the class label.  
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Equation (2) is the split Entropy for a split p and ( ) ( ) ( )S
P C P S PT M U M U M= −  is 

the mutual information. The split P divides the node p into child nodes, L and R. The 

nodes contain training sample RM and LM  with the entropy of the class label 

distribution,  ( )C LU M  and ( )C RU M . The second measure aims to minimize the 

uncertainty of displacement vectors. In [7] a more complicated displacement 
uncertainty measure is presented. We show in the experiments that, in general, it does 
not improve the performance significantly. In addition, such a approach is time 
consuming at training time. A novel objective function appears in [6]. It can be 
defined simply as: 
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Note that the displacement vectors of the negative class have no impact on the 
measure. So the impurity of the offset vectors V j can be defined as: 
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Equation (3) can also be defined simply as: 

( )2

4
: 1

( )
j

j M
j L

M v vδ
=

= −  .   (6)

Where Mv  is the mean offset vector of all object patches. The impurity of the offset 

vectors of the cuboids is evaluated by the minimal sum of the respective uncertainty 
measures for the two subsets. 

( ){ }( ) ( ){ }( )( )2 4 40 1k k
j j j jC P F C P Fσ δ δ= = + =  .   (7)

1σ and 2σ is selected randomly to minimize uncertainty. Unlike, the method in [6], a 

weighted objective function is proposed to minimize 1σ and 2σ . We demonstrate in 

the experiments that the randomized trees constructed though this method are not 
balance. From each resulting cluster, we compute the cluster center and store it in the 
codebook (Fig. 3 shows an example). 
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Fig. 3. Procedure of sample patches in the case of forming codebook. Data is recorded in some 
of the leaves of the randomized tree. There leaves are composed of the object patch proportion 

( )|P C L and the list of the offset vectors LV . 

2.2 Detection Algorithm 

Such a patch ( ) ( ) ( )( )( ), ,M y F y C y V y=  located at position y in a test image is 

considered. Where F(y) is the extracted appearance of the patches, ( )C y  is the 

unknown class label, and ( )V y  is the displacement of the patch from the unknown 

object’s center. Let ( )E x  stand for the random event corresponding to the existence 

of the object. So the conditional probability ( ) ( )( ),P E x F y is valuable. We 

decomposed ( ) ( )( ),P E x F y as follows: 
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Where us  is the unit size from the training dataset. Factors in Equation (7) can be 

estimated by passing the patch appearance ( )L y  through the trees during training. 

( ) ( )( )|P c y c L y=  can be straightforwardly estimated as the proportion LC  of object 

patches at train time. ( ) ( ) ( )( ), , | ,p E c x s c y c L y= can be approximated by a sum of 

Dirac measures vσ  for the displacement vectors L
vv D∈  
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In the Hough forest { }
1

n

j j
T

=
, we simply average the probabilities coming from different 

trees, getting the forest-based estimate: 
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( ) ( ) { }( ) ( ) ( )( )
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The Equations (10) define the probabilistic vote cast by a single patch about the 
existence of the objects in nearby locations. To sums up the votes coming from the 
nearby patches, we accumulate them in an additive way into a 2D Hough image ( )H x . 

( ) ( ) ( ) { }( )
( ) 1

, , | ;
n n

j j
y B x

H x E c x s L y T
=

∈

∝  . (11)

The detection procedure simply computes the Hough image ( )H x  and returns the set 

of its maxima locations and values ,x H x
∧ ∧  

    
as the detection hypotheses. In Hough 

image, the lighter a pixel, the higher its probability of being figure is. The darker it is, 
the higher its probability of being ground. We search for hypotheses as maxima in the 
vote space using Mean-Shift Mode Estimation. 

3 Experimental Results and Analysis 

In order to show the effectiveness of our method, we have conducted experiments on 
a large dataset for hand detection. We provide a performance comparison with the 
related detection methods as well as with the best previously published results.  

    

    

     

Fig. 4. The upper row shows the typical testing images. The middle row shows the result of 
detecting hand based on related detection methods. The bottom row shows the result using our 
novel method, where the hands can be detected. 
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The bottom row shows the result of our method. From the first image, we can 
conclude that our approach is better than color based on method. Our method is more 
capable of handling blurred image (the third image in the upper row) and accurate 
than GDHT (the fourth image in the upper row). Variant image of hands can also be 
detected (shown in the second image in the upper row). 

Applying this novel method for hands detection achieved an impressive accuracy. 
So our detection performance exceeds or is competitive with that of competing 
methods，such as implicit shape model approach [10] and boundary-shape model 
approach [9]. Since Hough Forests are not limited by these factors, the provided 
training data is used completely, possibly accounting for some part of the 
improvement. In the case of the DGHT model, this is due to the distance. As the 
training patches include hands images at four different distances to the camera, it can 
not be regarded as task-adapted codebooks of local appearance. In addition, both the 
number of the random trees (200 trees) and the patch dimensions (32 × 32 pixels) is 
larger than ours, which can certify that our approach is time-efficient. Ignoring these 
differences, another distinguishing factor is that patches coming from training images 
are sampled densely in our method. Whereas, other methods used for object detection 
consider sparse interest points, which is likely to give our approach a significant 
advantage. 

4 Conclusion 

The main contribution of this paper is to build discriminative class-specific part 
appearance codebooks based on random forests that are able to cast probabilistic 
votes within the Hough transform framework. Apart from the accuracy and time-
efficient implementation, the use of random Hough forests handle multi-aspect view 
problems and can be easily adapted online to a specific instance, which are generally 
desirable property. The remarkable performance benefits from the ability of the 
Hough forests to process a larger amount of training examples and sampling them 
densely. Another improving factor is the use of the displacement distribution of the 
sampled cuboids. In the future, exploiting the relation between ISM and Hough-based 
object detection is a promising method for improving the detection accuracy. 

 
Acknowledgments. We are supported by National Science Foundation of China (No. 
61005032), Science Foundation of Liaoning (No. 20102062)and Fundamental 
Research Funds for the Central Universities (No. 090404001,N110804004). 

References 

[1] Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: Proc. of 
CVPR, pp. 886–893 (2006) 

[2] Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple features. 
In: Proc. of CVPR, pp. 511–518 (2001) 



 A New Method for Hand Detection Based on Hough Forest 109 

[3] Amit, Y., Geman, D.: Shape quantization and recognition with randomized trees. In: 
Neural Computation, pp. 1545–1588 (1997) 

[4] Breiman, L.: Random forests. Machine Learning, 5–32 (2001) 
[5] Gall, J., Lempitsky, V.: Class-Specific Hough Forests for Object Detection. In: Proc. 

IEEE Conf. (2009) 
[6] Gall, J., Lempitsky, V.: Hough Forests for Object Detection, Tracking, and Action 

Recognition. In: Proc. IEEE Conf. (2009) 
[7] Okada, R.: Discriminative Generalized Hough Transform for Object Detection. In: Proc. 

Int’l Conf. Computer Vision (2009) 
[8] Winn, J.M., Shotton, J.: The layout consistent random field for recognizing and 

segmenting partially occluded objects. In: CVPR (2006) 
[9] Opelt, A., Pinz, A., Zisserman, A.: Learning an alphabet of shape and appearance for 

multi-class object detection. In: IJCV (2008) 
[10] Shotton, J., Johnson, M., Cipolla, R.: Semantic texton forests for image categorization 

and segmentation. In: CVPR (2008) 



Multi-scale Convolutional Neural Networks

for Natural Scene License Plate Detection

Jia Li, Changyong Niu�, and Ming Fan

School of Information Engineering, Zhengzhou University, Zhengzhou 450052, China
{jiali.gm,niu.changyong}@gmail.com, mfan@zzu.edu.cn

Abstract. We consider the problem of license plate detection in natu-
ral scenes using Convolutional Neural Network (CNN). CNNs are global
trainable multi-stage architectures that automatically learn shift invari-
ant features from the raw input images. Additionally, they can be eas-
ily replicated over the full input making them widely used for object
detection. However, such detectors are currently limited to single-scale
architecture in which the classifier only use the features extracted by last
stage. In this paper, a multi-scale CNN architecture is proposed in which
the features extracted by multiple stages are fed to the classifier. Fur-
thermore, additional subsampling layers are added making the presented
architecture also easily replicated over the full input. We apply the pro-
posed architecture to detect license plates in natural sense images, and
it achieves encouraging detection rate with neither handcrafted features
nor controlling the image capturing process.

Keywords: License plate detection, convolutional neural networks, nat-
ural scene.

1 Introduction

License plate detection is an essential step in license plate recognition, and has
many successful solutions under controlled conditions [1]. However, detecting
license plates in uncontrolled conditions is still difficult due to the large varia-
tions in viewpoints, illuminations, cluttered backgrounds, partial occlusions, and
motion-blur, etc [2]. We consider license plate detection in natural scenes.

Most handcrafted feature-based methods, such as those based on text region
[3], edge [4] or color [5], work fine under restricted conditions. However, such
constraints seldom hold simultaneously in natural scenes. Many learning-based
methods have been proposed to overcome these limitations [1,2]. These meth-
ods solve detection problem through computationally-expensive sliding window
approach with a pre-trained classifier (e.g., the left of Fig. 1). Dlagnekov [6] con-
structed a cascade classifier for license plate detection using Haar-like features.
Anyway, using statistical features always has many false positives in practice [7].
It is so especially for license plate detection in natural scenes.
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Fig. 1. The CNN composed of one feature extraction stage used for object detection.
The classifier was omitted. The input image is 8×8 pixels. The sliding window size and
the input size of the network are both 6×6 pixels. The window sliding step is 2 pixels
horizontally and vertically. Left: The network is applied to every 6×6 sub-window of
the input image with a step of 2 pixels in both horizontal and vertical. Right: The
network with 2×2 subsampling ratio is replicated over the full input image. The result
of this process is equivalent to the left one, but eliminating the redundant computation
caused by overlapping windows.

Convolutional neural networks (CNNs) are global trainable biologically in-
spired architectures [8]. They can learn multiple stages of shift invariant features
from the raw input images that make them suitable for recognition [8,9] or de-
tection [10,11].CNNs are composed of multiple feature extraction stages and one
or two fully connected layers as an additional classifier. Each feature extraction
stage is composed of a convolutional layer, and a subsampling layer. Typical
CNNs are composed of one to three such 2-layer stages. They can learn more
high-level and invariant features stage by stage. More importantly, compared
with other classifiers, CNNs trained as traditional classifiers can be replicated
over the entire test image with a small cost [8,10] (e.g., the right of Fig. 1). It
is a considerable advantage for using CNNs to detect license plates in natural
scenes.

Indeed, Chen et al. [12] has applied a CNN with one feature map to de-
tect license plates. This method approached the task as text detection, and
then removed false positives using geometrical rules. However, such approach
assumed the minimum plate resolution for using text features, and was still
based on single-scale CNN architecture like other existing CNN-based detectors.
Single-scale CNNs are organized in strict feed-forward multi-stage architectures
in which the output of one stage is fed only to the next stage. The features
extracted by last stage are fed to the classifier. In this paper, a multi-scale CNN
architecture is proposed in which the classifier can be fed with the features ex-
tracted by multiple stages. This allows the classifier to use, not only high-level
and invariant features with little details, but also low-level features with precise
details. Moreover, the presented architecture can also be replicated over large
images like single-scale CNN for detection efficiency. More importantly, the pro-
cedure of license plate detection is fully automatic with very few assumptions
about image capture conditions.
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Input Image
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Fig. 2. Architecture of two-stage multi-scale CNN used for object detection. The ith
convolutional layer is denoted as Ci Layer, while the ith subsampling layer is denoted
as Si Layer (i = 1,2,3).

The rest of this paper is organized as follows. Section 2 describes the archi-
tecture of multi-scale CNNs, and a special one used for license plate detection.
Section 3 describes the training method in detail. Then present the process of
license plate detection using the proposed architecture. Section 4 shows the ex-
perimental results. Section 5 summarizes the conclusion.

2 Multi-scale Convolutional Neural Networks

Traditional CNNs are multi-stage single-scale architectures in which the suc-
cessive stages learn progressively higher-level features, until the last stage of
which output is fed to the classifier. Each stage is composed of a convolutional
layer followed by a subsampling layer. Convolutional layer extracts local features
from several feature maps in previous layer, while subsampling layer reduces the
resolution of each feature map by average pooling over neighborhood on the cor-
responding feature map in previous layer, thereby increasing robustness to local
variances on the input.

2.1 Multi-scale Architecture for Object Detection

In multi-scale CNN architecture, the features extracted by multiple stages are fed
to the classifier. The motivation for using features extracted by multiple stages
in the classifier is to provide different scales of receptive fields to the classifier
[13,14]. Two more modifications should be made for detection efficiency: (1) new
subsampling layers should be added, (2) the fully connected layers in classifier
should be implemented as convolutional layers. An architecture of two-stage
multi-scale CNN used for object detection is shown in Fig. 2.

The latter stages extract high-level and invariant features that can capture
global structures, while the previous stages extract low-level features that can
capture local structures with precise details. Using only global features can
achieve local invariance well, but it loses most precise spatial relationships be-
tween high-level features which can be compensated by combining local features.
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Multi-scale features used in the classifier should undergo the same amount of sub-
sampling for detection efficiency. This restriction is not necessary for recognition
[14], detection or tracking through sliding window approach [13]. However, it is
the only measure to make each feature extraction stage easily replicated over
the full input as shown in the right of Fig. 1. The fully connected layers should
be implemented as convolutional layers to make the classifier also replicated the
same way.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1

2

3

4

C3: 1×1 Output: 1×1Input: 64×24 S2: 13×3

S3: 15×5

C2: 26×6C1: 60×20 S1: 30×10

Convolutions: 5×5

Subsampling: 2×2

Fig. 3. Left: A multi-scale CNN used for license plate detection. Upper Right: The
convolution and subsampling operations for a feature map in the second stage. Lower
Right: The 20 learned kernels of C2. The rows correspond to the 4 feature maps output
by S1, and the columns correspond to the 14 feature maps output by C2.

2.2 A Multi-scale CNN Architecture

As shown in Fig. 3, the network used for license plate detection is composed of
two stages and a classifier. The outputs of these two stages are both fed to the
classifier.We add a new subsampling layer, S3, between the first stage and the
classifier. Layer S3 has the same subsampling ratio as S2’s. Each feature map in
layer C3 has 4 convolutional kernels of size 15×5 and 14 convolutional kernels
of size 13×3. We denote C3(i,x,y) the value at position (x,y) in the ith feature
map of C3. We have

C3(i, x, y) = tanh

(
bi +

J−1∑
j=0

R−1∑
r=0

C−1∑
c=0

{g(j, r, c)× S2(j, x+ r, y + c)}

+

K−1∑
k=0

M−1∑
m=0

N−1∑
n=0

{l(k,m, n)× S3(k, x+m, y + n)}
) (1)

where tanh(·) is a hyperbolic tangent function, bi is a trainable bias for the ith
feature map of C3, g is the convolutional kernels connected to the feature maps



114 J. Li, C. Niu, and M. Fan

of S2, g and the feature maps of S2 have the same numbers, rows and columns,
they are J , R and C, respectively, l is the convolutional kernels connected to
the feature maps of S3, l and the feature maps of S3 have the same numbers,
rows and columns, they are K, M and N , respectively. The fully connection of
the output layer can be seen as a convolution with 1×1 kernels. The presented
architecture has 12,535 trainable parameters.

3 Training Methodology and License Plate Detection

3.1 Training Methodology

There are two points should be considered for training the network: the training
samples, and the training algorithm. We trained all the parameters in the net-
work by minimizing a single sum-of-squares error function using gradient-based
learning algorithm [8]. The remaining step is preparing training samples.

Fig. 4. Some samples used for training. The first six rows present some license plate
samples. The first sample in each row is the original image, while the seventh sample
is the corresponding inverse image. From left to right, transformations of the original
image and the inverse image are brightness, contrast, horizontal shear, rotation and
scale. The last six rows show some non-plate samples produced by the bootstrapping
procedure.

Prepare License Plate Samples. We manually annotated about 5,613 single
row license plates in RGB images from various sources. Each plate was then
roughly cropped and converted to gray images. All plate images were separated
carefully into training and validation set, yielding 125 images for validation and
5,488 for training. The pre-process steps of the plate images are: 1) rotating so
that the lower edge of the plate is roughly horizontal; 2) cropping precisely the
rotated plates with borders; 3) resizing the plate images to 64×24; 3) inversing
each plate image, that makes the number of the plate images in validation and
training set twice the original; 4) perturbing randomly each plate in brightness,
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contrast, scale, shear, and rotation. Finally, the training set reached 65,856 plate
samples, and the validation set reached 1,500 plate samples. Some plate samples
in the training set are shown in the first six rows of Fig. 4.

Random selection of validation samples usually can’t accurately predict per-
formance on the unseen test set. To built plate set with roughly uniform distri-
bution of affine transform variations, rotation correction was performed. In order
to allow the detector dealing with two styles of the single row gray-scale license
plates: white characters on black background and black characters on white back-
ground, each plate image was inversed for not introducing bias during training.
Though CNNs have been shown to be insensitive to certain variations on the
input [9], adding some variations synthetically in the training set will probably
yield more robust learning.

Prepare Non-plate Samples. 4,000 representative RGB patches in 64×24
pixels were manually cropped from non-plate areas in variety images. All the
patches were converted to grayscale and random separated, yielding 1,500 for val-
idation and 2,500 for initial training set. Other non-plate samples were collected
via an iterative bootstrapping procedure [10]. Finally, 57,977 false positives were
collected during this bootstrapping process. Therefore, the final non-plate train-
ing set reached 60,477 non-plate samples. The last six rows of Fig. 4 show some
non-plate training samples for license plate detection.

Fig. 5. Locate license plates for a given pyramid image

3.2 License Plate Detection

The detector operates on raw grayscale images. In order to detect license plates
of different sizes, a pyramid of images is generated. The input image is repeat-
edly sub-sampled by a factor of 1.1. Each image of the pyramid is then processed
by the trained network. The process of license plate detection for a given pyra-
mid image is shown in Fig. 5. Due to the additional subsampling layer, S3, the
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output of the first stage have the same amount of subsampling (4×4 here) as
the output of the second stage. Therefore, this procedure of license plate detec-
tion can be seen as applying the network to all 64×24 sub-windows of the input
image, stepped every 4 pixels horizontally and vertically. After that, plate can-
didates in every pyramid image are mapped back to the input image. At last,
plate candidates are grouped according to their overlap ratio. Each group of
plate candidates is fused in one plate, weighted by their own network responses.
Finally, directly output the merged boxes without filtering out false positives us-
ing assumptions about license plates, such as the aspect ratio, or the minimum
size.

4 Experimental Results

In the experiments, 1,818 images of erratic driving in natural scenes were col-
lected. These 352×288 pixels images were all automatically taken without hu-
man intervention. All images were removed either containing incomplete plates
or double rows style plates, to yield 1,559 test images containing 1,602 license
plates.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)
  115×4474×29   49×19   116×46   78×29   114×45   53×20

Fig. 6. Some example plate detections with variations in (a) illuminations, (b) view-
points, (c) contrasts, (d) scales, (e) partial occlusions, (f) cluttered backgrounds, and
(g) motion-blurs. Each black box shows the location of a detected license plate. (h)
Some detected license plates upscaled for 3 times. The underneath of each plate image
is its actual size.
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4.1 Robustness

Fig. 6(a)∼(g) show some examples of handling various variations. Variable illu-
mination and viewpoint are the most significant factors for license plate detection
in natural scenes. Fig. 6(a) shows some detection results with severe illumina-
tion, which means our detector is proper for various environments. As shown in
Fig. 6(b), the detector is robust to a wide range of viewpoints, which is very
important for practical applications. From Fig. 6(c)∼(e), we can see that our
detector can locate the license plates with low-contrast, multi-scale, various po-
sitions, and multiple license plates in one image. As shown in Fig. 6(f), although
the backgrounds are clutter, exact plate locations can still be located with ac-
ceptable false positives. Fig. 6(g) shows that our detector handling motion-blur
very well, though we do not have such blur training samples. Some detected
license plates upscaled for 3 times have shown in Fig. 6(h). Such poor plate
quality does not allow reliable extraction of the characters, and we address only
the task of license plate detection.

4.2 Accuracy

In this paper, we consider a license plate is located if every character of this
plate is in the detection box, otherwise is counted as a false positive. Table 1
lists the detection rates for various numbers of false positives per image. As seen
in Table 1, a detection rate of 93.2 percent can be obtained for only in about
0.10 false positives per image (160 false positives out of 1,559 test images).

Table 1. Results for various numbers of false positives per image

False positives per image 0.69 0.40 0.21 0.10

Detection rate 97.4% 96.4% 95.2% 93.2%

4.3 Discussion

Our approach solves license plate detection as a general vision problem, with
very few assumptions about image capture conditions. The experimental results
have shown the robustness against certain variations. Unfortunately, we must
predefine the aspect ratio of the training samples. Therefore, we didn’t use double
rows plates both in training and test. This limitation commonly exists for license
plate detection relied on features that were learned from the whole plates.

5 Conclusion

In this paper, we proposed a multi-scale CNN architecture for fully automated
license plate detection in natural scenes. The presented architecture departed
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from traditional CNN-based detectors by combining multi-scale features in the
classifier, by adding new subsampling layers, and by implementing the fully con-
nected layers in classifier as convolutional layers. We evaluated the multi-scale
CNN architecture on natural scene images. Results show that the presented de-
tector is robust to real-world variability such as uneven illumination, viewpoint
variation, low-contrast, partial occlusion, and motion-blur, etc. The false posi-
tive rate is acceptable even with cluttered backgrounds. Moreover, due to our
modifications, each layer of the multi-scale CNN can be extended to cover the
full input image, which makes the detection procedure very efficiency.
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Abstract. The background-weighted histogram (BWH) has been pro-
posed in mean shift tracking algorithm to reduce the interference of
background in target localization. However, the BWH also reduces the
weight for part of complex object. Mean shift with BWH model is un-
able to track object with scale change. In this paper, we integrate an
object/background likelihood model into the mean shift tracking algo-
rithm. Experiments on both synthetic and real world video sequences
demonstrate that the proposed method could effectively estimate the
scale and orientation changes of the target. The proposed method can
still robustly track the object when the target is not well initialized.

Keywords: Object tracking, Mean shift, Gaussian mixture model, Back-
ground information.

1 Introduction

Object tracking is an important and challenging task in computer vision. A
number of algorithms have been proposed to overcome the difficulties, such as
clutter, occlusions, scale change, illumination change. One of the most common
and well-known tracking techniques is the mean shift algorithm due to its ef-
ficiency and robustness. The mean shift algorithm was originally developed by
Fukunaga and Hostetler [1] for data clustering. Cheng [2] later introduced it into
the image processing community. Bradski [3] modified it and developed the Con-
tinuously Adaptive Mean Shift (CAMSHIFT) algorithm for face tracking. In [4],
Comaniciu et al. successfully applied mean shift algorithm to object tracking.

Mean shift algorithm use a global color model of the target, it is a more
difficult problem for tracking changes in scale by using Mean shift algorithm
than using template, shape and matching algorithms. To overcome this problem,
a large number of algorithms have been proposed. In CAMSHIFT algorithm [3],
the moment of the weight image in the target model was used to estimate the
scale and orientation of the tracked object. However, the method of [3] using the
moment feature is not robust. Considering the relativity of the weight image and
the Bhattacharyya coefficient between the target model and candidate model,
Ning et al. [6] proposed a robust method to estimate the scale and orientation.

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 120–129, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Zivkovic and Krose [7] employed the EM algorithm to estimate the position and
the covariance matrix that can describe the shape. Collins [8] adopted Lindeberg
et al’s scale space theory to estimate the scale of the targets. However, it cannot
handle the rotation changes of the target and its computational cost is very
expensive.

In the classical mean shift tracking algorithm [4], the background information
(background-weighted histogram, BWH) was integrated into the tracking algo-
rithm to improve the performance. The BWH model attempts to decrease the
probability of prominent background features in the target model and candidate
model and thus reduce the background’s interference in target localization. How-
ever, the BWH also reduces the weight for part of complex object. The mean
shift algorithm with BWH model cannot estimate the scale and orientation of
the object.

In this paper, we employ the gaussian mixture model to model the object and
the background information. The proposed model can decrease the probability of
the background features and enhance the weight of the object. Thus this model
can accurately estimate the scale and orientation of the object.

The rest of the paper is organized as follows. Section 2 briefly introduces the
classical mean shift algorithm. Section 3 presents the object/background likeli-
hood model and compares it with the background-weighted histogram. The mean
shift algorithm with object/background likelihood model is described in Section
4. Experimental results are shown in Section 5. Section 6 gives the conclusions.

2 Classical Mean Shift Tracking Algorithm

In object tracking, a target is usually defined as a rectangle or an ellipsoidal
region in the image. Currently, a widely used target representation is the color
histogram because of its independence of scaling and rotation and its robustness
to partial occlusions. Denote by {x∗i }i=1···n the normalized pixels in the target
region, which is supposed to be centered at the origin point and have n pix-
els. The probability of the feature u ( u = 1, 2, · · · ,m) in the target model is
computed as

q̂u = C
n∑

i=1

K(||x∗i ||2)δ[b(x∗i )− u] (1)

where δ is the Kronecker delta function. The normalization constant C is defined
by

C = 1/

n∑
i=1

K(||x∗i ||2) (2)

Let {xi}i=1···nh
be the normalized pixel location of the target candidate, centered

at y in the current frame. Similarly, the probability of the feature u in the target
candidate model is given by

p̂u = Ch

nh∑
i=1

K(||y − xi
h

||2)δ[b(xi)− u] (3)
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Ch = 1/

nh∑
i=1

K(||y − xi
h

||2) (4)

where h is the bandwidth and Ch is the normalization function.
To measure the distance between the target model and the candidate model,

a metric based on the Bhattacharyya coefficient is defined as

ρ̂(y) ≡ ρ[p̂(y), q̂] =
m∑

u=1

√
p̂u(y)q̂u (5)

The distance between p̂(y) and q̂ is then defined as

d[p̂(y), q̂] =
√
1− ρ[p̂(y), q̂] (6)

The new estimate of the target position ŷ1 is calculated to be a weighted sum
of pixels contributing to the model.

ŷ1 =

∑nh

i=1 xiwig(||y−xi

h ||2)∑nh

i=1 wig(||y−xi

h ||2) (7)

wi =

m∑
u=1

δ[b(xi − u)]
√
qu
p̂u(y)

(8)

where g(x) = −k′(x) is the negative derivative of the kernel profile.

3 Background Information

In this section, we first briefly introduce the background-weighted histogram,
which is used in [2]. Then we present the proposed foreground/background like-
lihood model. Finally, we compare the proposed model with the background-
weighted histogram, explain why it could enhance the performance of the mean
shift tracking algorithm.

3.1 Background-Weighted Histogram

In [4], the background information is integrated into the mean shift tracking
algorithm. It is used for selecting only the salient parts from the representations
of the target model and target candidates. The background is represented as
{ôu}u=1···m (with

∑m
i=1 ôu = 1 ) and it is calculated by the surrounding area of

the target. And the background region is three times the size of the target as
suggested in [4].

Denote by ô∗ the minimal non-zero value in {ôu}u=1···m. The coefficients {vu =
min(ô∗/ôu, 1)}u=1···m are used to define a transformation between the representa-
tions of target model and target candidate model. The transformation reduces the



Robust Mean Shift Tracking with Background Information 123

weights of those features with low vu, i.e. the salient features in the background.
The target model and the target candidate model are presented as

q̂u = Cvu

n∑
i=1

k(||x∗i ||2)δ[b(x∗i )− u] (9)

p̂u(y) = Chvu

nh∑
i=1

k(||y − xi
h

||2)δ[b(xi)− u] (10)

The C and Ch are the normalization constants that make
m∑

u=1
q̂u = 1 and

m∑
u=1
p̂u = 1.

3.2 Object/Background Likelihood Model(OBLM)

To evaluate the likelihood of each pixel belonging to the object or background,
we take the Gaussian mixture model (GMM) to model the foreground and back-
ground. For the current frame It (0 ≤ t <∞), the two mixture models M(Θt

O)
andM(Θt

B) are learned from the previous frame It−1, where Θt
O
and Θt

B denote
the mixture parameters of the object and background in frame It respectively.
And it is supposed that the areas of the object and background of frame It−1

are known. In the first frame of the video, the mixture models are calculated by
manually designating the areas of the object and background. The parameters
of the models are estimated by using the maximum likelihood method [9].

Let zi = (r, g, b) represent the pixel’s color information. The likelihood of a
pixel belonging to the object ( O) or background ( B) can be written as:

p(z|l) =
Kl∑
k=1

ωl,kG(z;μl,k, Σl,k) (11)

where l ∈ {O,B} , representing foreground or background; the weight ωl,k is the

prior of the kth Gaussian component in the mixture model and fulfill
Kl∑
k=1

ωl,k = 1

, and G(z;μl,k,
∑

l,k) is the kth Gaussian component as:

G(z;μl,k,
∑
l,k

) =
1

(2π)
d
2 |∑l,k |

1
2

e−
(z−μl,k)T

∑−1
l,k

(z−μl,k)

2 (12)

where d = 3 is the dimension of the GMM models, μl,k is the 3× 1 mean vector
and

∑
l,k is the 3 × 3 covariance matrix of the kth component. The relative

likelihood can be computed by

p(z) =
p(z|O)

p(z|O) + p(z|B) (13)
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3.3 Comparisons between BWH and OBLM

The purpose of BWH is to reduce the influence of background information. It
uses the minimal non-zero value ô∗ in the background-weighted histogram as the
threshold. To analyze the performance of the background-weighted histogram in
[2], we define a transformation between the background-weighted histogram and
the weight of image pixel. This transformation is to analyze which part has high
weight in the image by using the background-weighted histogram. For each pixel
xi, its weight is defined as

PBWH(xi) =
∑m

u=1
vuδ[b(xi)− u] (14)

From Eq. (13), the weight in our proposed model is defined as

POBLM (xi) = p(xi) (15)

After normalizing the weights, results by using the two representations are shown
in Fig. 1. These results contain the first frame of four sequences used in our
experiments. The results reflect the likelihood that a pixel belongs to the object
or the background. The first row images are the original images. The red ellipse
region and the green ellipse region respectively represent the target region and
the background region. The second row images are the results of using the BWH.
The third row images are the results of using the proposed model.

Ideally, we want an indicator function that returns 1 (white) for pixels on the
tracked object and 0 (black) for all other pixels.

The background regions in the green ellipse of using the BWH and the pro-
posed method have low weight. These results show that both of the BWHmethod
and the proposed method can reduce the influence of background information.
The BWH exhibits good performance in the first two experiments of the gray
ellipse target and the ping-pong ball target. However, results in other three ex-
periments, in which the backgrounds have multiple colors, show that parts of
the targets have low weight. That is to say the BWH will reduce the influence
of some features in the target. This will affect the localization for the mean shift
tracking algorithm. The results of using the proposed method are very close to
the ideal indicator function that the object has high weight and the background
has low weight. This point is very important in our tracking method for correctly
estimating the scale and orientation of the target.

4 Mean Shift with OBLM

This section mainly presents how object/background likelihood model is inte-
grated into the mean shift tracking algorithm.

Eq. (15) gives the likelihood that a pixel belongs to the object, the new target
model is then defined as

q̂
′
u = C

′
n∑

i=1

POBLM (x∗i )k(||x∗i ||2)δ[b(x∗i )− u] (16)
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Fig. 1. Compare BWH with OBLM. First row: original image. Second row: BWH.
Third row: the proposed OBLM model.

with the normalization constant C′ = 1
n∑

i=1

POBLM (xi)k(||x∗
i ||2)δ[b(x∗

i )−u]
. And the

new target candidate model centered at y is

p̂
′
u(y) = C

′
h

n∑
i=1

POBLM (xi)k(||y − xi
h

||2)δ[b(xi)− u] (17)

where C
′
h = 1

n∑

i=1

POBLM (xi)k(|| y−xi
h ||2)δ[b(x∗

i )−u]
.

The weight of the location xi is computed as

w
′
i = POBLM (xi)

m∑
u=1

√
q̂′u
p̂′u(y0)

δ[b(xi)− u] (18)

and the weight w
′
i denotes the probability that the pixel at location xi belongs

to the foreground, since the weight which is bigger than one should be set to
one. Then we have

Tw
′
i =

{
1 if w

′
i > 1

w
′
i else

(19)

The new estimate of the target position y
′
1 is defined as

y
′
1 =

nh∑
i=1

xiTw
′
ig(||y−xi

h ||2)
nh∑
i=1

Tw
′
ig(||y−xi

h ||2)
(20)
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In this work, k(x) is the Epanechnikov profile and g(x) = −k′(x) = 1, then the
Eq. (20) can be reduced to a simple weighted average

y
′
1 =

nh∑
i=1

xiTw
′
i

nh∑
i=1

Tw
′
i

. (21)

To estimate the scale and orientation of the object, the moment of weight image
is used. The weight image is correspond to Tw

′
i. The mean location, scale and

orientation are found as follow. Firstly, find the moment for x and y

M00 =
∑
x

∑
y

I(x, y) (22)

M10 =
∑
x

∑
y

xI(x, y);M01 =
∑
x

∑
y

yI(x, y) (23)

M20 =
∑
x

∑
y

x2I(x, y);M02 =
∑
x

∑
y

y2I(x, y);M11 =
∑
x

∑
y

xyI(x, y) (24)

The mean location of the target candidate region is

(x̄, ȳ) = (M10/M00,M01/M00) (25)

The second order center moment is

μ20 =M20/M00 − x̄2;μ11 =M11/M00 − x̄ȳ;μ02 =M02/M00 − ȳ2 (26)

Then the scale and orientation of the object can be obtained by decomposing
the covariance matrix [23] as follows[

μ20 μ11
μ11 μ02

]
= U × S × UT (27)

where U =

[
u11 u12
u21 u22

]
and S =

[
λ21 0
0 λ22

]
. The eigenvectors (u11, u21)

T and

(u21, u22)
T respectively represent the orientation of the two main axes of the

real ellipse target. The values λ1 and λ2 denotes the estimated length and width
of the ellipse target.

In practice, these values are smaller than the length and width of the real
target. As the weight image Tw

′
i represents the probability that a pixel at loca-

tion xi belongs to the foreground. The influence of the background information
is reduced. The weight value is approximate to 1 for pixel on the foreground and
0 for background pixels. The zeroth moment can be regarded as the real area of
the target that is A0 =M00 . So the length l and width w can be computed as

l =

√
A0

πλ1λ2
λ1 =

√
M00λ1
πλ2

(28)

w =

√
A0

πλ1λ2
λ2 =

√
M00λ2
πλ1

(29)
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5 Experimental Results and Analysis

In this section, several video sequences are used to evaluate the proposed tracking
algorithm. These sequences consist of one synthetic video sequence [10] and
several real video sequences. We compared the proposed algorithm with the
classical mean shift algorithm with fixed scale [4], the EM-shift algorithm [7,11]
and the SOAMST algorithm [6,10]. In this work, RGB color space is selected
as the feature space and it was quantized into 16 × 16 × 16 bins for all tested
tracking algorithms. It should be noted that other color space such as the HSV
color space can also be used in our method.

The first experiment is on a synthetic ellipse sequence (Fig. 2), which was used
in [6] to evaluate the SOAMST method. The gray region denotes the tracked
object. The red ellipse represents the estimated target region. Frame 0 denotes
the initialized target region. In [6], the initialized target region just contain the
grey region. However, in this work, the initialized target region slightly deviate
the real object region. It is very normal especially for manually initialization
that the target is not well initialized.

In this case, the SOAMST algorithm fails to estimate the scale of the synthetic
ellipse. The EM-shift algorithm does not accurately localize the object center and
correctly estimates the scale and orientation of the synthetic ellipse. The fixed-
scale mean shift algorithm can not estimate the orientation of the target. The
experimental results show that the proposed algorithm gives a relative correct
result. The tracked contour is very close to the real target boundary.

Fig. 2. Tracking synthetic ellipse sequence. First row: EM-Shift. Second row: Mean
Shift. Third row: SOAMST. Last row: the proposed method. From left to right, frames
0, 1, 20, 40 and 60 are shown.

The second experiment is on the benchmark ping-pang ball sequence [4]. We
choose the right hand as the target. As noted in [4], the track target (hand)
is completed occluded by a similar object (the other hand). The presence of
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Fig. 3. Tracking ping-pang ball sequence. First row: EM-Shift. Second row: Mean Shift.
Third row: SOAMST. Last row: the proposed method. From left to right, frames 0, 1,
30, 40 and 52 are shown.

Fig. 4. Tracking the table tennis player sequence with inaccurate initialization. First
row: EM-Shift. Second row: Mean Shift. Third row: SOAMST. Last row: the proposed
method. From left to right, frames 0, 10, 20, 40 and 50 are shown.

a similar object in the neighborhood will increases the difficulty for accurate
localization. As shown in Fig. 3, the EM algorithm and the SOAMST algorithm
regard the two similar objects as the target. The fixed-scale Mean shift algorithm
with BWH fails to track the target. The results show that the proposed method
can robustly track the target when the object undergoes occlusion.

The third experiment is on a video sequence of table tennis palyer [5]. We
choose the head of the player as the target. As shown in Fig. 4, the initial target
region is severely deviate away from the real object (head) and much background
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information is contained. The EM-shift algorithm and the SOAMST algorithm
do not correctly estimate the scale of the object, and the tracked region contains
much background information. The fixed-scale Mean shift tracking algorithm
with BWH does not correctly localize the target. Results show that the proposed
method correctly estimates the scale and orientation of the object and gives an
accurate localization.

6 Conclusions

In this paper, we have proposed an enhanced mean shift based tracking algo-
rithm that uses background information. The purpose of the proposed model is
to reduce the influence of background information and enhance the weight of
the foreground pixel. This background information model helps the tracking al-
gorithm to correctly estimate the scale and orientation of the target. Especially
for not well initialized target region, the proposed method can robustly track
the target while correctly estimating the scale and orientation.
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Abstract. Heart sound analysis is a basic method for cardiac evaluation, which 
contains physiological and pathological information of various parts of the heart 
and interactions between them. This paper aims to design a system for analyz-
ing heart sounds including automatic analysis and classification. With the fea-
tures extracted by wavelet decomposition and Normalized Average Shannon 
Energy, a novel fuzzy neural network method with structure learning is pro-
posed for the heart sound classification. Experiments with real data demonstrat-
ed that our approach can correctly classify all the tested heart sounds even for 
the ones with previous unseen heart diseases. 

Keywords: Heart sounds, Fuzzy neural network, Structure learning. 

1 Introduction 

Heart sounds, or heartbeats, are the noises generated by the beating heart and the re-
sultant flow of blood through it. Heart sound can be a basic method of cardiac evalua-
tion, which contains physiological and pathological information of various parts of 
the heart and interactions between them. In healthy adults, there are two normal heart 
sounds often described as a lub and a dub (or dup), which occur in sequence with each 
heartbeat. These are the first heart sound (S1) and the second heart sound (S2), pro-
duced by the closing of the atrioventricular valves and semilunar valves respectively. 
Fig. 1 shows the heart sound of the apex under normal circumstances. 

 

Fig. 1. An example of normal heart sound signals 
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Pattern recognition and automatic interpretation of heart sounds, which mainly fo-
cus on the analysis and classification of heart sound, is the most significant and most 
common area that researchers have studied on, which is also our study focus. 

For the feature extraction and classification of heart sounds, Groch proposed a 
segmentation algorithm of heart sound based on time domain features with EGG as 
reference [1]. Lehner made EGG and carotid wave as reference to segment heart 
sound [2]. Both of the two methods are involved with other signals except for heart 
sound signal. Haiyan Quan et al. used Wavelet multi-resolution analysis to segment 
heart sound [3]. Mood used Short-time spectral energy and Autoregressive Algorithm 
to analyze heart sound, and extract the relevant spectrum features as input to multi-
layer perceptron neural network [4]. Yong Lin used empirical mode decomposition 
method to pre-process heart sound and did segmentation [5], but its time efficiency is 
too low. Jing Zhou proposed a segmentation algorithm based on The Normalized 
Average Shannon Energy (NASE), which could get a smooth envelope of heart sound 
while the time resolution of data sequence could fall down [6]. Schmidt used the Hid-
den Markov Model to segment heart sound and obtained high precision [7]. Menghui 
Chen segmented heart sound based on signal envelope and short-term zero rate, with 
double threshold approach [8], which made more accurate boundary. Liang H pro-
posed segmentation based on the signal envelope and described the methods to re-
move extra peaks [9], then based on the segmentation of heart sound, features can be 
extracted. Classification approaches of normal and abnormal heart sound contain two 
kinds: Artificial Neural Network (ANN) and Support Vector Machine (SVM), which 
is proposed by Vapnik et al. [10] on the base of statistical learning theory. But ANN 
often has local optimum problem, while SVM is often used to solve high pattern rec-
ognition and the two methods are not convenient to import prior knowledge. 

This paper involves the signal pre-procession, time-domain analysis of heart sound 
and the classification of normal and abnormal heart sound, mainly focusing on the 
analysis of S1 and S2. We used wavelet analysis and envelope extraction algorithm, 
based on NASE to analyze heart sound, and then extracted features with segmentation 
based on envelope. A Fuzzy Neural Network with Structure Learning (FNNSL) is 
introduced for the classification. As significant advances have been made in fuzzy 
logic [11] in recent decades to incorporate prior knowledge, our FNNSL-based com-
putational approach has a few unique features [12]. First, our FNNSL takes advantage 
of the inherent learning capability of fuzzy neural networks to learn such a combined 
scoring measure for heart sound. It has explicit physical meanings of nodes and para-
meters in the network, and qualitative prior knowledge can be easily incorporated by 
the fuzzy sets theory. Second, it supports subjective biases toward dominant features 
based on people's intuitive judgments. Specifically, using the structure learning in 
FNNSL and the setting and/or the adjustment of input membership functions of 
FNNSL, effective features of heart sound can be biased, which are effective for heart 
sound  identification. As a result, this will greatly reduce the search space and com-
putational cost and help make this approach more applicable to various organisms. 
With implementations on real data, the approach is shown of having excellent learn-
ing and generalization ability, as all the tested heart sounds are correctly classified, 
even for the ones with previous unseen heart diseases. 
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2 Feature Extraction 

2.1 Wavelet Analysis  

Heart murmurs in different bands appearing at different times represent different heart 
diseases. The first step of heart sound analysis is to analyze its time-frequency (TF) 
distribution. With the advantage of the wavelet sub-band filter characteristics, we can 
use wavelet decomposition and reconstruction method to get time-frequency characte-
ristic of heart sounds. Such pretreatment is not only to meet actual needs but also help 
to improve data processing speed. 

Wavelet Transform for signal decomposition process [13] is the application of a se-
rious high and pass filters. After a wavelet decomposition and reconstruction process, 
the original signal will be divided into detail signals (high frequency components) and 
profile signals (low frequency components). According to the sampling theorem, with 
the given signal sampling frequency f, after 2-order wavelet decomposition, the de-
tailed frequency of original signal will be f/4~f/2,and the profiles frequency will be 
0~f/4. Similarly, we can get all parts of the frequency components of the signal with 
multi-stage wavelet decomposition and reconstruction. 

According to the theory of wavelet analysis, we use 'Daubechiies6' as wavelet 
function for the heart sound signal in 4-order wavelet decomposition and reconstruc-
tion. Because the normal heart sound frequency components is concentrated in less 
than 300HZ, even if the main frequency components of heart murmurs are also con-
centrated in less than 600HZ. With frequency of 2205HZ, each decomposition and 
reconstruction coefficients and frequency bands are shown as following: 

d1: First-order decomposition detail signal, 1102~2204Hz; 
d2: Second-order decomposition detail signal, 551~1102Hz; 
d3: Third-order decomposition detail signal, 275~551Hz; 
d4: Forth-order decomposition detail signal, 138~275Hz; 
a4: Forth-order decomposition profile signal, 0~69Hz; 
Signal = a4 + d4 + d3. 

2.2 The Normalized Average Shannon Energy 

Wavelet analysis method can well reflect the characteristics of heart sound in the 
time-frequency domain, but not fully reflect the features. The Normalized Shannon 
Average Energy (NASE) [14] of the signal is conducted to the reconstruction signal.  

Normalization. Firstly, the signal is normalized to its absolute maximum according 
to equation (1), in which max| )(tx |: the absolute maximum of decimated )(tx . 

 ( )
( )( )tx

tx
x norm max

=                                (1) 
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Segmentation. The calculation of the average shannon energy based on signal seg-
ments. Therefore, here we segment the data, each of 0.02-second and with 0.01-
second signal segment overlapping throughout the signal, as shown in Fig. 2. 

 

Fig. 2. Segments of the heart sound 

The average Shannon energy is calculated as 

    ( ) ( )ii
N

E xx norm
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i
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2
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=                   (2) 

where 
normx  is the decimated and normalized sample signal and N is the signal 

length in each 0.02-second segment, here N = 44. 

Normalized Average Shannon Energy. Then the normalized average Shannon ener-
gy versus the whole time axis is computed. As follows, 

 ( ) ( ) ( )( )
( )( )tES

tEMtE
ta s

ssP −=                              (3) 

where ( )( )tEM s
and ( )( )tES s

 are the mean and the standard deviation of  ( )tE s
. 

2.3 Extracted Features 

Based on the envelop of heart sound we obtained after using the NASE approach, we 
could extract the time-frequency features as follows: hr: the heart rate; S1t: the dura-
tion of S1; S2t: the duration of S2; I1/I2: the intensity ratio of S1 and S2. 

To get these features, we first have to extract peaks of S1 and S2. There may be 
some extra peaks because of splits or other reasons, based on the normal durations of 
S1 and S2, we reject the extra peaks. Then we identify the start and the end points of 
S1 and S2 based on the location of peaks and the normal duration of S1 and S2. Final-
ly we obtain the features described above based on the preceding analysis. 

But the actual abnormal heart sound recordings are very complicated and the pat-
terns of heart sounds and murmurs vary largely from recording to recording even for 
the normal ones. We have to use appropriate algorithm to achieve accurate position-
ing results. This contains picking up the peaks of S1 and S2 and then identifying the 
accurate position of S1 and S2.  



134 L. Jia et al. 

3 Fuzzy Neural Network with Structure Learning 

3.1 Fuzzy Neural Network Architecture 

We adopt the Takagi-Sugeno type fuzzy neural network of [15] as a classifier of heart 
sound. In order to cope with computational challenge imposed by such a large-scale 
complex prediction problem, we introduce a structure learning algorithm into the 
fuzzy neural network using intuitive observations on problem-specific features. The 
architecture of the resulting fuzzy neural network with structure learning (FNNSL) is 
shown in Fig. 3, which is composed of the following five layers.  

 

Fig. 3. Fuzzy neural network architecture 

Input Layer. This layer receives an n-dimensional input vector ( )Txxxxx 4321 ,,,= and 

passes it to layer 2. The i-th neuron in this layer is directly connected to the i-th compo-
nent, 

ix of input vector x. The input vector x that we used in our study comprises the 

four input variables, 
4321 ,,, xxxx , i.e., hr , S1t, S2t and I1/I2. 

Fuzzifying Layer. This layer consists of a number of term neurons, corresponding to 
linguistic values or fuzzy subsets such as Low (LO), Average (AV), and High (HI). In 
this research, for the input variables, triangular membership functions are used, 
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where ni ,,2,1 = ; iNj ,,2,1 = ; ijm and ijσ represent, respectively, the center (mean) 

and width (variance) of the membership function for the j-th linguistic value of the i-
th input variable ix ; and

iN , ni ,,2,1 = , are the numbers of linguistic values on 

the universe of discourse of the input variable ix . 
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Firing Strength Layer. The neurons in this layer combine all the computed linguistic 
values to construct premises of fuzzy logic rules through fuzzy AND operations. 
Meanwhile, they yield firing strengths },,,min{ 21 nkjis μμμα = , where 

( , , )i j k = ( )nNNNN ,...,,,,2,1 211 ,
ANs ,,2,1 = , and ∏= =

n
i iA NN 1 . In other 

words, this layer defines AN fuzzy boxes },,,{ 21 nkji AAA  in an n-dimensional 

fuzzy hyperspace. Such fuzzy boxes, which are different from rigid boundaries of 
CMAC neural networks [16], play important roles in increasing the generalization 
ability of the method. 

Normalized Firing Strength Layer. This layer has the same number of neurons as 
the preceded firing strength layer. It normalizes the firing strengths sα to 

= =
AN

i iss 1 ααα . 

Output Layer. This layer uses Takagi-Sugeno fuzzy reasoning rules [17], rather than 
fuzzy terms as those in the traditional Mamdani fuzzy model, in order to avoid using 
output membership functions and defuzzification. The consequence of each Takagi-
Sugeno fuzzy rule is defined as a linear function of the input variables. Specifically, 
we have  

RULE i:  if
1x is

iA 1
and

2x is
jA 2
and ⋅⋅⋅ and

nx is
iA 1
, then 

0 1 1s s s sn nf w w x w x= + + +                            (5) 

where ANs ,,2,1 = and },,,{ 21 nkji AAA   are fuzzy boxes or AND combinations 

of fuzzy linguistic values of the input variables. Hence the output is a weighted sum 
of the consequences. The normalized firing strengths are defined as 


=

=
AN

s
ss fy

1

α                                    (6) 

3.2 Structure Learning 

As mentioned above, the firing strength layer defines fuzzy boxes in an n-dimensional 
hyperspace. The total number of such boxes is ∏ =

= n

i AA NN
1

, which is exponential in the 

number of input variables n. Consider 4=n , ( )4,3,2,13 == iNi
, for example, then 

43=AN . By adding the parameters that need to be determined in the membership 

functions, taking the symmetrical triangular membership functions for instance, there 
are additionally 234 ××  centers and widths parameters to be learned. This leads the 
problem of large optimal search space and high computational complexity, which will 
also increase the possibility of falling into local minimum values and over-learning. 
To lower the computational cost, one may reduce the number of input variables. 
However, this will inevitably discard useful features in heart sound classification 
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problem, resulting in a low prediction quality. Another possible way is to lower the 
resolution of fuzzy partitioning by using smaller

iN . However, this is also unaccepta-

ble because it makes the partitions too coarse to be accurate. 
To address this computational difficulty, we introduce a structure learning algo-

rithm into our fuzzy neural network, in order to incorporate the biological observation 
that not every feature has the same level of importance. Note that the extracted se-
quence features have different significance on heart sound classification. The main 
idea of the structure learning algorithm is to give a wider partition to a more important 
feature than to a less important one. 

We summarize this self-organization algorithm below: 

Structure Learning Algorithm 
while (the total number of windows in a training dataset is reached) 
 for ( i  = 1 to n  (# input variables )) 
  for ( j  = 1 to 

iN  (# linguistic values)) 

   compute input membership degrees
ijμ . 

   if (current input variable is 
ix ) 

       keep all linguistic values of 
ix  with nonzero

ijμ ,      

   
icount  ←

icount + 1; 

  endif 
         endfor 

    endfor 
endwhile 

In this way, fuzzy rule premises are constructed. 

3.3 Parameter learning 

Parameters of Input Membership Functions 
Symmetrical triangular membership functions are used for

4321
xxxx ,,, , and their 

parameters are fixed in advance for prior knowledge incorporation.  

Output weights of the Fuzzy Neural Network 
With no loss of generality, consider the case where only link 
weights

siw ,
ANs ,,2,1 = , ni ,,2,1,0 = . In other words, only the consequences of 

fuzzy rules are adjusted. Let
dy and y be the desired and actual output, respectively. We 

aim to minimize the following cost function, 

( )2

2
1

yyE dp −=                                (7) 
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From (5), (6) and (7), we have 
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Finally, we derive a learning law as follows, 
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where ANs ,,2,1 = , ni ,,2,1,0 = , 10 ≡x , and the iteration index ,2,1,0=k , and 

0>η is the learning rate.   
In general, the learning parameter η  is empirically determined such that FNNSL 

has a good learning convergence. We also subjectively select the number of maxi-
mum iterations and the minimum RMS error as stop conditions of supervise learning 
[18]. In a supervised learning phase, the desired output 1=dy  if the input features 

come from a normal heart sound and 0=dy if it belongs to an abnormal heart sound 

(negative samples). And in the test phase, the value 5.0≥y  will be used as the 
default threshold in our implementation of FNNSL. 

4 Experiments and Results 

4.1 Dataset 

For the training data, there is only one normal heart sound as a positive sample, which 
is recorded with our designed equipment. There are 10 heart sounds with different 
heart diseases as negative samples, and they are Bigeminy, Sinus tachycardia, Aortic 
valve reguitation, Atrial fibrillation, Pericardial friction rub, Mitral regurgitation, 
Mitral stenosis, S2 with wide split, and Reverise split. For the test data, there are two 
normal heart sounds that are recorded from different persons, and two abnormal heart 
sounds with heart disease different to any previous training samples, Ventricular  
septal defect and Aortic valve insufficiency.  

4.2 Prior Knowledge Incorporation 

Using the analysis methods we have described, we get features of heart sounds, in-
cluding heart-rate (hr), the duration of S1 (s1t), the duration of S2 (s2t) and the inten-
sity ratio of S1 and S2 (I1/I2). Prior knowledge of heart sound is imported into our 
method through fuzzy membership function definition of input features, Fig. 4 illu-
strates the detailed parameter definitions, where function shapes are chosen as trian-
gular and trapezoid, to present fuzzy sets of Low (LO), Average (AV), and High (HI) 
for the selected features. 
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                        (a)  hr                           (b)  s1t 

  

(c) s2t                                  (d) I1/I2 

Fig. 4. Membership functions of input features 

4.3 Learning Efficiency Results 

We compared the learning efficiency between our proposed FNNSL (Fuzzy Neural 
Network with Structure Learning) and the FNN (traditional Fuzzy Neural Network, 
without structure learning), and found that when the root mean square error reaches 
0.001, FNNSL needs about 650 iterations while the FNN needs more than 4000 itera-
tions. As the FNNSL is learned well after 700 iterations, while FNN takes the maxi-
mum 5000 iterations to stop. 

4.4 Classification Results 

Table 1. Classification results of our FNNSL method compared with the FNN on test data 

heart sound FNN FNNSL 

Normal heart sound 2 √ √ 

Normal heart sound 3 × √ 

Ventricular septal defect √ √ 

Aortic valve insufficiency × √ 

√ indicates the test data is correctly classified and × othewise. 

In this paper, we classified the heart sound based on Fuzzy Neural Network with 
Structure Learning. As shown in Table 1, the classification accuracy of our proposed 
FNNSL is perfectly 100%, while the FNN is only 50%. This result demonstrates that 
with our proposed FNNSL method, parameter dimensions are decreased and thus the 
computational efficiency is enhanced, and prediction accuracy is improved. It must be 
mentioned that, for the two test heart sounds with heart diseases unseen in the pre-
viously training data sets, the methods also works perfectly, demonstrated a strong 
generalization ability of the proposed method. 
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5 Conclusion 

A system for automatic analysis and classification of heart sounds is proposed in this 
paper. With the features extracted by wavelet decomposition and Normalized Average 
Shannon Energy, a fuzzy neural network with structure learning approach for heart 
sound classification prediction is designed. By introducing a structure learning algo-
rithm, parameter dimensions are decreased and thus the computational efficiency is 
enhanced, the over-learning problem is avoided as well. Experiments on real data 
show that, our proposed FNNSL method can correctly classify the heart sounds even 
for the ones with previous unseen heart diseases, with strong generalization ability. 
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On Cortex Mechanism Hierarchy Model

for Facial Expression Recognition:
Multi-database Evaluation Results
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Minzu University of China, 100081, Beijing, China

Abstract. Human facial expressions - a visually explicit manifestation
of human emotions - convey a wealth of social signals. They are of-
ten considered as the short cut to reveal the psychological consequences
and mechanisms underlying the emotional modulation of cognition. How-
ever, how to analyze emotional facial expressions from the visual cortical
system’s viewpoint, thus, how visual system handles facial expression in-
formation, remains elusive. As an important paradigm for understanding
hierarchical processing in the ventral pathway, we report results by apply-
ing a hierarchy cortical model proposed by Poggio et al to analyze facial
cues on several facial expression databases, showing that the method is
accurate and satisfactory, indicating that the cortical like mechanism for
facial expression recognition should be exploited in great consideration.

Keywords: facial expression recognition, visual cortex, hierarchical
model.

1 Introduction

From retina to visual cortex, the neural circuits in our brain that underlie our
cognitive behavior have evolved to be perfectly suited for processing real-world
information with remarkable efficiency, are capable of prodigious computation,
and are marvels of communication [1]. Though the literature on visual neuro-
science is large and lively, the detailed functional cognition analysis still remain
impractical due to the difficulty of directly investigating the operation of neural
circuits, especially at the higher stages of neural processing, making the idea of
building brain-like device which contains simulated brain regions an attractive
yet elusive goal. Thus, characterizing and modeling the function for early or in-
termediate stage of neural processing such as prime visual cortex (V1), or lateral
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geniculate nucleus (LGN), are necessary steps for systematic studies of higher
level, more comprehensive neural activities. They help to understand how the
brain encode visually natural input, explain the way in which neuron receive,
rank, modulate and deliver visual signals, and how nervous systems process infor-
mation. Nevertheless, most current traditional systems still hindering , without
going beyond the basic, functional classification field. Thus, the framework for
a biological inspired model mimicking the brain function is missing.

1.1 Standard Visual Cortex Model

Two developments in the theoretical neuroscience set the stage for the rapid
expansion of such brain functional base model. One was the assumption of the
hierarchy structure, the other was the efficient coding hypothesis [2], together,
these two theory, accompanied by the support from physiological observation,
lead to a proliferation of many popular approaches. Scholars now believe that
cognitive tasks are performed from simple to complex, through a hierarchical
structure, with increasing discrinmintiveness and sparsity, while preserving in-
variance and efficiency. The commonly accepted standard model of Prime visual
cortex is briefly reviewed as follows:

1. Visual processing is a feed-forward hierarchy. Early vision creates repre-
sentations at successive stages along the visual pathway, from retina to lateral
geniculate nucleus (LGN) to V1, with a considerate data compression rate with-
out noticeable information loss (106 pixels on the retina)[11].

2. Neurons in V1 can be divided into two classes, simple and complex, based
on the spatial separation or overlap of their responses to light and dark stimuli,
and on their responses to bars and sinusoidal gratings. Simple cells have recep-
tive fields (RFs) containing oriented subregions acting like edge filters. Complex
cells respond primarily to oriented edges and gratings, with degree of spatial
invariance, act like Gabor filters [12].

3. Visual cortex is mainly consist of two routes: ventral stream and dorsal
stream, the former is involved in the identification of objects and mostly found in
the posterior/inferior part of the brain, while the latter controls the localization
of objects and mostly found in the posterior/superior part of the brain.

4. Neurons communicate with one another by sending encoded electrical im-
pulses referred to as action potentials or spikes. Barlow [2] recognized the impor-
tance of information theory in this context and hypothesized that the efficient
coding of visual information could serve as a fundamental constraint on neu-
ral processing. This hypothesis holds that a group of neurons should encode
information as compactly as possible, so as to utilize the available computing
resources most effectively.

1.2 Related Works

What has those aforementioned theoretical component brought to the field of
the emulation of brain-like process for the purpose of pattern recognition. The
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consequences is the emerging of many models in which information is processed
through several areas resembling the visual system. Pioneering biologically in-
spired attempts include the famous Neocognitron, proposed by Fukushima and
Miyake[3], which processes information with rate-based neural units, and LeCun
et al [4, 5], Ullman et al [6, 7], Wesing and Koerner [8], all these models are only
qualitatively constrained by the anatomy and physiology of the visual cortex and
may not actually suitable for computer vision systems. Thus, a more comprehen-
sive, generic, high-level computational framework is required such that fast and
accurate object recognition can be accomplished by summarizing and integrat-
ing huge amount of data from different levels of understanding, while keeping
the trade-off between sparsity and discriminativeness, while gaining enough in-
variance for robust performance.

Recently, a cognitive model initialized by Riesenhuber and Poggio [9, 10], us-
ing hierarchical layers similar to Neocognition, and processing units based on
MAX-like operation, received sizeable concentration. The model produces rela-
tive position and scale invariant features for object recognition. This biologically
motivated hierarchical method is further carefully analyzed by Serre et al on
several real-world datasets [12], extracting shape and texture properties. The
analysis encompassed invariance on single-object recognition and recognition
of multiple objects in complex visual scenes (e.g. leaves, cars, faces, airplanes,
motorcycles). The method presented comparable performance with benchmark
algorithms. There have been a great many publications focused on this direction.
Detailed survey paper we refer readers to Poggio and Serre’s work on models of
visual cortex [18].

As mentioned above, though being successfully applied to many pattern recog-
nition problems. The research for the human facial information, more specifically,
facial expression recognition, however, have been surprisingly missed. Human fa-
cial expressions, as an important test case for studying fundamental questions
about neural coding mechanisms, invariant representation (being able to recog-
nize the expression from different viewpoints), and neural processing dynamics,
demands an unique processing strategy for the special structure and behavioral
role. However, known to be highly nonlinear, adaptive, sensitive to illumination
and orientation, and have strength of multi-point correlation, comprehensive and
successful reports about facial expression analysis seldom fall into this field of
study.

This paper attempts to give a empirical analysis for the facial expression
recognition by using hierarchy model proposed by Poggio and Serre [10]. Specifi-
cally, we have focused on testifying the models performance by using some facial
expression datasets. The robustness and the accuracy of the model are focused.
The organization of the paper is as follows. In section 2, we describe Poggio’s
visual cortex like cognition system, which will be adopted in the next section,
where we present empirical experiments. Finally, we conclude in section 5 by
evaluating the strengths and weakness of the model.
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2 Poggio’s Hierarchy Model

This section introduces Poggio’s cortex mechanism like system, the core of the
model is the hypothesis that the main function of the ventral stream is a mech-
anism which has evolved to achieve the trade-off between selectivity and invari-
ance in IT area for fast and accurate object of interest recognition tasks, which
is done through a underlying hierarchical structure (from retina to IT) with
increasing invariance to object’s appearances (rotation, scale, location, etc). By
doing so two computational units are used, respectively, simple unit and complex
units, represents the tuning property and invariance property of the neuron, with
corresponding two operations, dot-product for tuning and softmax(meaning a ap-
proximate for max function) for invariance. The overall architecture is sketched
in Fig. 1. The main computational steps are given as follows:

Fig. 1. Left part: systematic view for the ventral stream of visual cortex for object
recognition, and dorsal stream for object localization, which both are generally be-
lieved consist several areas tending to be hierarchically interconnected. Modified from
Ungerleider & Van Essen[17]. Right part: Model Schematic. From the raw input to the
final output, with each layer’s illustration included. From the bottom (basic feature) to
the top decision level, such as category or identity, simple computing units and com-
plex computing units are intervened alternatively, along the layer, forming a sofemax
operation scheme, generating invariance to position and scale gradually. Modified from
Serre [12].
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2.1 Intervention between Simple to Complex Units

The model consists two types of computing units: simple and complex. The
simple units (S units) are functioned as the simple cells, characterized for tuning
operation to different stimulus in order to build object selectivity, in a Gaussian-
like behavior. The complex units (C units) are functioned as the complex cells,
characterized for , pooling the activities of all the simple units within a predefined
neighborhood, by means of pooling function. At each specific level, the two units
alternate, thus, gaining spatial invariance and selectiveness gradually from lower
level to higher level, with a pyramid like, coarse to fine discrinminativeness, and
a fine to course category.

2.2 Operation Computation Units

The two operation functions are basically similar, as follows:

y = g(x
′
, x) = g(
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j)
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q)r
) (1)

y = g(x
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∑n
j=1 wj(x

i
j)

q+1

k + (
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j=1(x
i
j)

q)
) (2)

Where the first one for the tuning operation while second one for the softmax
operation.

2.3 Learning Mechanism and Classification

Dictionary learning mechanism is applied to adjust wire and synaptic weights
for simple and complex units. For S units is to tune and find the “bag of fea-
tures”, and thus is spatial sensitive, and C units is to find the translation and
scale invariant features coded by the simple units, and thus they are temporal.
Together they generate a temporal-spatial universal and redundant dictionary,
which is task independent, for further processing. To further improve the perfor-
mance, usually a task orientated subset (such as facial expression recognition)
is selected by using trace rule algorithm in advance among the whole universal
feature dictionary, for the aim of computational conveniences.

All the learning aforementioned happens from S2 to S4 (V4 to AIT), meaning
no learning happens from S1-S2 (though recent founding reveals that some kinds
of unsupervised learning happens in this area). From IT to PFC, supervised
learning happens with task dependent nature, Poggio suggests simple RBF linear
classifier will be convenient to perform the specific recognition tasks, though
other more complicated classifiers also apply.

f(x) =
∑
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ciK(x
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, x) (3)

where K(x
′
, x) = g(
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q)r
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3 Experiments

This section presents the evaluation of the approach on several facial expression
databases, namely, The JAFFE database [13], CAS-PEAL database[15], Cohn-
Kanade database[14], and CUN database1.

3.1 Database and Method Description

The JAFFE dataset contains 213 images of seven facial expressions which include
six basic facial expressions and one neutral expression posed by ten Japanese
models. JAFFE is used as the benchmark database for several methods [13].

Cohn-Kanade AU-Coded Facial Expression Database contains 504 image se-
quences of facial expressions from men and women of varying ethnic back-
grounds. Facial expressions are coded using the facial action coding system and
assigned emotion-specified labels. Emotion expressions included happy, surprise,
anger, disgust, fear, and sadness [14].

The CAS-PEAL (pose, expression, accessory, lighting) database is a large scale
database, currently it contains 99,594 images of 1040 individuals (595 males and
445 females). It considered 5 kinds of expressions, 6 kinds accessories, and 15
lighting directions. CAS-PEAL database is now partly made available (CAS-
PEAL-R1, contain 30,900 images of 1040 subjects) for research purpose [15].

The CUN database is a large-scale racially diverse face database, which covers
different source of variations, especially in race, facial expression, illumination,
backgrounds, pose, accessory, etc. Currently, it contains 1120,000 images of 1120
individuals (560 males and 560 females) from 56 Chinese “nationalities” or ethnic
groups. The database is characterized by cross-race effect research on face and
facial expression recognition. The same subset for the experiment is chosen with
the original experiment setup [16].

3.2 Results and Discussions

The most commonly used baseline facial recognition algorithms and hierar-
chy model are evaluated. Table 1 summarizes the performance of the proposed
method and other published result of benchmark systems [19, 20, 21], and note
that the model performs surprisingly well, better than all the systems we have
compared it to thus far. Some other unpublished experiments under various
kinds of background noise also show the robustness of the model. Altogether
the results suggest that the model can outperform other methods. Though the
model turns out to be quite robust to various kinds of influences (such as view,
pose, scale), however, in our experiment, it performs poorly when dealing with
the combination of the multiview and illumination variant condition, in which
different pose and different illumination angle are taken together, which may be
due to the reason that illumination hinder some face area, thus impair the vital

1 CUN database is a large scale database includes several subsets such as face database,
audio database, EEG database, we only consider facial expression subset here.
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Fig. 2. Different face databases, from top left to bottom right: Cohn-Kanade AU-Coded
Facial Expression Database, CAS-PEAL database, JAFFE dataset, CUN database

feature for extraction. However, during the empirical experiments, the model
still outperform the other methods. Nevertheless, some recent work are already
suggesting that the performance of the model can be further improved by adding
some other levels especially designed for dealing with illumination and viewpoint
variant situations.

Table 1. Classification results for the datasets

Methods Databases (%)
Cohn-Kanade JAFFE CAS-PEAL-R1 CUN

PCA+SVM 75.5 93.4 78.5 75.6

PCA+LDA 80.7 92.7 85.0 81.2

Adaboost 93.3 94.1 93.6 85.4

Hierarchy Model 95.1 95.3 92.4 89.5

4 Conclusions

The objective of the present study was to investigate whether hierarchical model
proposed for robust object recognition can be equally suitable for capturing the
discriminative features of the facial expression and reliable for classification of
such expressions. The model has already been successfully testified on several
real world datasets for object recognition. However, it has not yet been evaluated
on face recognition and facial expression recognition. We report the experiments
and results by applying hierarchy cortical model to analyze facial cues. Em-
pirical results support this assumption, showing that the method is accurate
and satisfactory, indicating that the cortical like mechanism for facial expression
recognition should be exploited in great consideration.
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Abstract. The accuracy of a classifier relies heavily on the encoding and
representation of input data. Many machine learning algorithms require
that the input vectors be composed of numeric values on which arithmetic
and comparison operators be applied. However, many real life applica-
tions involve the collection of data, which is symbolic or ‘nominal type’
data, on which these operators are not available. This paper presents
a framework called logical expression feature transformation (LEFT),
which can be used for mapping symbolic attributes to a continuous do-
main, for further processing by a learning machine. It is a generic method
that can be used with any suitable clustering method and any appropri-
ate distance metric. The proposed method was tested on synthetic and
real life datasets. The results show that this framework not only achieves
dimensionality reduction but also improves the accuracy of a classifier.

1 Introduction

The need to process and manipulate symbolic data arises in many real life ap-
plications. Symbolic variables, also called nominal attributes, occur frequently
in many problem domains such as speech recognition, text mining, handwriting
recognition, etc. The nature of these variables is such that we cannot apply stan-
dard arithmetic or comparison operators on them. Examples of such attributes
are color, shape, taste, etc. Many machine learning algorithms, on the other
hand, require that the input feature vector be composed of values on which
numeric operators can be applied. Regression, neural networks, support vector
machines are such examples Hence, an input vector having nominal attributes
cannot be directly input to these learning machines and some strategy for its
conversion to a suitable numeric form is required. In this paper, we describe a
framework for transforming a symbolic feature vector to a continuous feature
vector for further processing by a learning algorithm.

The transformation of a feature vector to another space is an important study
in the arena of machine learning. The transformation may be necessary for con-
verting the data to a form suitable for input to a learning machine. For example,
support vector machines (SVMs) map the input vectors to a higher dimensional
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space, where the instances of two classes are linearly separable. Feature trans-
formation may also be performed to reduce the dimensionality of data. The
transformation may also be done to satisfy certain criteria such as preservation
of distances in the new space (e.g., multi-dimensional scaling) or make correlated
data uncorrelated (e.g., principal components analysis) [1].

In this paper we transform a symbolic feature vector to numeric values and
show, empirically, that this framework achieves dimensionality reduction. The
outline of this paper is as follows: Section 2 outlines some traditional methods
of symbolic feature conversion. Section 3 presents the theoretical details of our
feature transformation approach. In Section 4 we detail the results of various ex-
periments conducted on artificially generated and real life datasets and conclude
the paper in Section 5.

2 Common Methods for Transforming Symbolic
Attributes

One widely used method, for converting a symbolic feature value to a numeric
value is the binary encoding scheme [2]. Binary 1 indicates that a category is
present and a 0 denotes its absence. Hence, given l possible values of a single
nominal attribute, we end up with l such binary features. When the number of
attributes and their possible values is very large this scheme becomes infeasible
because of high dimensionality of the resulting dataset.

Another popular approach for converting symbolic attributes, was introduced
in connection with instance based learning [3]. A symbolic feature is replaced by
an array of conditional probabilities, i.e., a feature xj is replaced by P (1|xj =
xjr), P (2|xj = xjr), . . . , P (C|xj = xjr) ∀ r = 1 . . . l. Here, C is the total number
of classes and l is the total number of possible values for feature xj . Again,
this method has the same shortcoming as binary encoding. A large number of
possible values and classes result in a very high dimensional feature vector.

A recent study, on solving intrusion detection problem with symbolic feature
vectors, indicates that conversion of symbolic features using binary encoding or
conditional probability method makes a more accurate classifier as compared to
assigning arbitrary values to these features and using them as input to the clas-
sifier [4]. This study emphasizes the need for converting symbolic attributes to
numeric form to build a more accurate learning machine. A mathematical model
for mapping an entire symbolic feature vector to lower dimensional space was
proposed by Nagabhushan et al in 1995 [5]. However, the transformed features
were also of symbolic span type and not numeric. There are also many clustering
algorithms for symbolic type data and numerous similarity/distance measures
have been defined for symbolic feature vectors, e.g., [6], [7].

To overcome the limitations of the binary encoding and conditional probabil-
ity method we propose an algorithm, logical expressions feature transformation
(LEFT), which takes an entire vector of symbolic features and transforms it to
numeric data using a suitable distance/similarity metric.
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3 LEFT–Logical Expressions Feature Transformation

Suppose we have a dataset X described by a set of n instances, X = {xi yi}ni=1.
Each instance is a tuple (x, y), with x as the input feature vector and y as the
class label/class number. We assume that the feature vector x = (x1, x2, . . . , xm)t

has m attributes, which are all nominal attributes. Each attribute xj can take lj
possible values and hence xj ∈ {xj1, xj2, . . . , xjlj}. Also suppose that the class
labels can take on C possible values so that y ∈ {y1, y2, . . . , yC}.

One way to transform the instance vector of symbolic features into contin-
uous values is to take a reference set, S, of logical expressions formed by the
conjunction of literals. Here, each feature can be treated as a literal, and its
presence/absence can be defined using truth values. The different possible ways
of generating the reference set S shall be discussed later. An input symbolic fea-
ture vector can be transformed by calculating its similarity/dissimilarity from
each logical statement, which is a member of set S.

 x =[red,round,smooth]t

red ^ square ^ rough

green ^ oval ^ even

green ^ round ^ smooth

red  ^ oval  ^ rough

distance vector in R4

Reference set S

Classifier

Fig. 1. An example of logical expressions feature transformation framework

Fig. 1 presents an example of the LEFT framework. x is an input feature
vector that takes values from the space of attributes namely [color, shape, tex-
ture]. The Boolean expressions in set S are also shown in the figure. The input
vector x is compared with all members of S and its distance/similarity is com-
puted from each expression. The resulting distance vector is then used as an
input to a learning machine. The framework described here is very similar to
the framework of a radial basis function network or a kernel function used in an
SVM, where an initial transformation of the input feature vector is made for a
learning machine. These functions are meant for continuous inputs. Here, we are
developing a similar framework for transforming symbolic features. The main
issues that need to be tackled in this setup are:

– Which logical expressions should form a part of the reference set S?
– How to compute similarity/dissimilarity of a vector from each expression?

One possibility for forming the logical expressions is to enumerate all possible
values and combinations of all the features involved. However, this may not be
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feasible when the size of the input space is very large and where there are many
possible values of a feature. For m features, each having l possible values, there
are a total of lm total logical expressions, which is not a tractable solution.

The second possibility is to use a suitable clustering algorithm for grouping
categorical features and use the cluster centers as the logical expressions. We can
then calculate the distance/similarity of each instance from the cluster center
and use it to form the new transformed feature vector. When clustering data,
instead of grouping the entire dataset all together, we propose to make the
class clusters separately as one class may be formed by a disjunction of many
logical expressions. So we need to look up logical expressions in individual classes
separately.

We propose to first form clusters from data of different classes and then use
the distance function from those cluster centers as the newly transformed feature
vector. In this paper we have used the kmodes algorithm, which is an extension
of kmeans algorithm for clustering symbolic data [8]. However, any other suit-
able clustering algorithm can be used. For forming the final feature vector, one
possibility is to classify each instance into a cluster and use the binarized form
of the cluster number as the new feature vector. However, this scheme will lose
a lot of information and we will show later that better results can be achieved
if we use the distance of each instance from every cluster.

We form k1, k2, . . . , kC clusters for each class separately. Let us denote a clus-
ter center of the cth class by wcq. Here, c is the class iterator and q is the cluster
iterator. The components of the newly transformed feature vector, φ(x), are
formed by concatenating the distance of the symbolic feature vector from each
cluster center separately.

φ(x) = (d(x,wcq))
c=C,q=kc

c=1,q=1 (1)

Once we have the transformed features, we can input them into any suitable
classifier that requires continuous inputs. The dimensionality m′ of the trans-
formed vector φ(x) is

∑
kc, ∀c, 1 ≤ c ≤ C .To test the feasibility of our method

we conducted experiments on artificial and real life datasets. We applied kmodes
algorithm for clustering data, and for measuring dissimilarity we used the simple
distance metric, which is an extension of hamming distance for binary features.
It is defined as:

d(x,x′) = m−
∑m

j=1

∑lj
r=1 δ(xjr , x

′
jr)

m
(2)

where

δ(i, j) =

{
1 if i = j
0 otherwise.

(3)

An Illustrative Example. The LEFT framework can easily be applied to
the classic XOR problem which is a linearly non-separable problem. Figure 2
illustrates how the feature transformation mechanism of LEFT converts linearly
non-separable data to linearly separable space, for the XOR problem. This figure
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shows the original data and the assignment of class labels to all data points. Each
feature can be taken as a symbolic attribute, taking 2 possible values and, hence,
l = 2. An example point is input to the reference set S, where it is compared with
all members of S. There are 2 logical expressions comprising S. The transformed
data points are attained by computing the distance between each instance of the
original space and each member of the set S. Here, again we have used the simple
distance metric given by (2) to calculate the dissimilarity. We can see that the
transformed features are linearly separable in the new space. Also, the symbolic
data is effectively converted to continuous numeric data and can be used as input
to a classifier.

Original data
x1 x2 class

label y

false false -1
false true 1
true false 1
true true -1

−→
Reference set S

x1 ∧ ¬x2

¬x1 ∧ x2

−→

Transformed data
φ1 φ2 class

label y

0.5 0.5 -1
0 .5 1
1 0 1
0.5 0.5 -1
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Fig. 2. Feature transformation for the XOR problem

4 Simulation Results

We have evaluated LEFT by conducting experiments on both synthetically gen-
erated and real life datasets. For all the experiments reported here, the 5-fold
cross validation balanced error rate (BER) of different classifiers was used. The
BER is defined as the average of error rate of both the positive and negative
classes [9]. All our experiments were carried out on Matlab and our entire source
code was written in the CLOP framework [10].

4.1 Artificially Generated Data

In order to get an insight into the working of LEFT we generated synthetic data
consisting of 5000 instances and 5 attributes, all of whom were symbolic. The
number of possible values, l, each attribute can have, was varied from 3 to 20.
It should be noted here that the total number of possible instances that we can
generate is lm, where m is the total number of attributes. The class labels of
each pattern were determined using various rules, e.g., the rules used for l = 3
and l = 5 are shown in Table 1.
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Table 1. Examples of rules used for generating artificial datasets of size 5000x5. l is
the total number of possible values for the 5 attributes

l = 3 l=5
if (x1 = 1 ∧ x2 = 1 ∧ x4 = 3) or if (x1 = 1 ∧ x2 = 1 ∧ x4 = 3) or

(x5 = 2 ∧ x4 = 3) or (x5 = 2 ∧ x4 = 3) or
(x2 = 2 ∧ x3=1 ∧ x4=2) or (x2 = 2 ∧ x3=1 ∧ x4=2) or
(x5= 1 ∧ x3=3) or (x5= 1 ∧ x3=3) or

then label = 1 (x5 = 3 ∧ x2 = 4 ∧ x4 = 3) or
else label = -1 (x2= 5 ∧ x3=4) or

(x5= 5 ∧ x4=4)
then label = 1
else label = -1

To set a baseline for comparison, symbolic features were encoded using the
binary encoding scheme and a neural net classifier was used. In this case the
total number of binary features is lm. Each experiment was then repeated using
LEFT with the same classifier. The accuracy of classification increases with
the number of clusters. The total clusters were increased till the accuracy of
LEFT matched the accuracy obtained on the binarized sets. Figure 3 (left)
shows the percentage reduction in dimensionality attained when the experiment
was repeated for different values of l. We can see that we can obtain up to 40%
reduction in dimensionality of the binarized dataset by using the LEFT method.
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Fig. 3. Plot showing the number of possible values l vs. percentage reduction in di-
mensionality of data (left) and l vs. the error rate of different methods (right)

To assess the real need for clustering for extracting members of the reference
set S, we generated the members of the set S randomly and then repeated the
same experiment by using k-modes. The results show a considerable improve-
ment in performance when using k-modes, especially for large values of l. Figure
3 (right) compares the results from LEFT, results obtained by using random
logical expression in S and that of the binarized dataset. We can see that the
accuracy obtained by using cluster centers in S is significantly better than that
of the randomized version. The degradation in performance of the randomized
set is not surprising, as for large l values, we need good representative logical
expressions of the data in our reference set S. Clustering can effectively pin point
such members and, hence, attains better results.
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4.2 Simulations with Real Life Data

We performed experiments on 4 real life datasets, downloaded from the UCI
machine learning repository [11]. A summary of these datasets is given in Table
2. For all datasets, we eliminated the examples with missing attributes. The con-
tinuous attributes in the adult dataset were also treated as symbolic attributes.

Table 2. Datasets summary. ’ex.’ is for examples, ’N’ is for nominal and ’C’ is for
continuous attributes.

Dataset Problem Features ex. ex. with +ve : −ve
missing ex.
values

Mushroom [12] Predict edible/non-edible 22N 8124 2460 51.8 : 48.2
Adult [13] Predict income class 6C + 8N 48842 3620 24.8 : 75.2
Breast cancer [14] Predict recurrence 9N 286 9 29.2 : 70.8
Tic-tac-toe [15] Predict winner 9N 958 0 65.3 : 34.7

We give 3 types of results. One obtained by binarizing the input features and
feeding them into a classifier. The second type of result is obtained by using the
kmodes algorithm and the binarized form of cluster number as the transformed
feature. The third method uses kmodes to cluster data and extracts the new
feature vectors by using the simple distance measure given by (2). Also, two
types of classifiers have been used, i.e., a neural network and logistic regression.
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Fig. 4. Plot of transformed data (feature 1 and 2) on the mushroom dataset (left).
Plot of overlapping points (feature 3 and feature 4)

Mushroom Dataset. Table 3 shows the results of various experiments on the
mushroom dataset. Here, the accuracy of the neural network classifier is close
to that of logistic regression classifier. The last row shows 0% cross validation
accuracy obtained by binarizing the entire dataset. In this case we end up with
92 features. The same performance is achieved with feature transformation via
kmodes algorithm and using logistic regression as our classifier. Here we have
used only 30 features as input to the classifier, hence attaining a 67% reduction
in dimensionality of the input features.



156 M. Saeed

Table 3. Results on the mushroom dataset

LEFT Binary ecoding cluster numbers
Cluster Dim. neural logistic neural logistic
numbers red. network regression network regression
10x10 78 0.14± 0.06 1.46± 0.28 8.98± 1.37 10.73± 0.32
15x15 67 0.01± 0.01 0.00± 0.00 7.74± 0.67 9.89± 1.23
20x20 57 0.00± 0.00 0.00± 0.00 7.97± 0.58 10.33± 0.35

Binary encoding 5644x92 - 0.00± 0.00 0.00± 0.00

Fig. 4 (left) shows the plot of two transformed features on the mushroom
dataset. We can see that positive and negative class labels are separated for
these features. Also, there are some points in the negative and positive classes
for which the feature transformation is the same. In Fig. 4 (right) we have plotted
feature 3 and feature 4 for the points that overlap for feature 1 and feature 2.
We can see that even if the points for positive and negative classes overlap
for two features, they separate well for feature 3 and feature 4. Hence, a nice
separation of points for the two classes is obtained, which can be learnt by a
suitable classifier.

Table 4. Results on the adult dataset

LEFT Binary ecoding cluster numbers
Cluster Dim. neural logistic neural logistic
numbers red. network regression network regression
10+10 96 23.28± 0.25 23.38± 0.21 26.80± 0.46 26.33± 0.41
30+30 88 20.08± 0.23 20.52± 0.23 24.22± 0.15 24.82± 0.18
50+50 80 18.69± 0.12 19.00± 0.14 22.93± 0.17 23.40± 0.29
60+60 77 18.69± 0.12 18.74± 0.07 23.09± 0.18 23.43± 0.22
100+100 61 18.38± 0.19 18.34± 0.12 22.67± 0.18 22.84± 0.19

Binary encoding 45222x511 - 16.49±0.22 18.39±2.57

Adult Dataset. Table 4 illustrates the results on the adult dataset. The last
row shows the results obtained by 511 attributes after binary encoding. Here we
see that up to 80% reduction in dimensionality is achieved by 50+50 clusters
from both the positive and negative classes without much loss of accuracy. There
is a difference of 2% error rate between LEFT and binary encoding, probably
due to the presence of continuous attributes being converted to symbolic data
in LEFT.

Breast Cancer Dataset. The results for the breast cancer dataset are shown
in Table 5. Due to the small number of instances, the variance of results for
this dataset is high. The best accuracy is achieved with logistic regression clas-
sifier with 5+10 features in the new space, hence, attaining a 61% reduction in
dimensionality of the binarized data.
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Table 5. Results on the breast cancer dataset

LEFT Binary ecoding cluster numbers
Cluster Dim. neural logistic neural logistic
numbers red. network regression network regression
5+3 79 36.79± 2.54 31.15± 1.77 43.45± 2.93 42.84± 2.34
5+5 74 30.21± 2.39 31.53± 1.07 42.36± 0.93 39.59± 2.00
5+10 61 37.75± 0.73 29.38± 1.42 41.92± 4.49 39.68± 1.13
Binary encoding 277x38 - 35.13±2.13 39.78±0.57

Table 6. Results on the tic-tac-toe dataset

Clusters dim. reduction neural network logistic regression
5+5 63 26.13± 2.46 36.88± 1.28
10+10 26 6.62± 3.63 1.93± 0.39
12+12 11 1.71± 0.41 2.00± 0.32
Binary encoding 958x27 2.91±0.64 3.21±0.67

Tic-tac-toe Dataset. The results for tic-tac-toe dataset are shown in Table 6.
For 10+10 clusters, the error rate is as low as 1.93%, whereas the performance
obtained by binarizing the dataset is 2.91%. Also LEFT uses less features as
compared to binary encoding.

Table 7. Summary of results

Dataset BER (binary encoding BER (LEFT) dim. reduction
Mushroom 0±0 0±0 67%
Adult 16.49± 0.22 18.34±0.12 61%
Breast cancer 35.13±2.13 29.38±1.42 61%
Tic-tac-toe 2.91±0.64 1.93±0.39 26%

5 Discussion of Results and Conclusions

In this paper we presented a framework called LEFT for the transformation
of symbolic features to a continuous domain. The framework requires the use
of a suitable clustering method to build a reference set S consisting of logical
expressions that are representative of various class labels. Each input vector is
then compared with every member of S to give a distance vector, to be used as
the new transformed feature. We applied this method to synthetic and real life
datasets and compared the performance of LEFT with that of the traditional
method of symbolic feature transformation, i.e., binary encoding. We found that
LEFT not just attains dimensionality reduction but also better classification
results are achieved when the transformed feature is input to a learning machine.

Table 7 summarizes the results obtained by LEFT on real life data. With
the exception of the adult dataset, LEFT achieves better performance than bi-
nary encoding. It also gives us an effective transformation of features in a lower
dimensional space. Also, in general logistic regression classifies the data more
accurately than neural networks.
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Abstract. A time-frequency aware (TFA) cochlear implant system and its 
speech processing strategy (TFA-CIS) are presented in this paper. The system is 
built upon an implanted low-power digital signal processor (THUCIDSP). And 
the TFA-CIS strategy takes advantages of the time-frequency aware wavelet 
packet (WP) filter bank (FB) and WP envelope detector. The joint use of the 
DSP hardware and the TFA strategy gives birth to a very low power cochlear 
implant system. Implementation result shows that the complexity of the new 
TFA-CIS algorithm is 1.82 million instructions per second (MIPS) with db1 
wavelet base, and the power dissipation of the DSP is 2.11mW @1.8V, 3MHz.  

 
Keywords: Cochlear Implant, CIS, Wavelet Packet, DSP. 

1 Introduction 

Cochlear Implant devices have achieved great successes in restoring hearing of 
profoundly deaf people by generating electronical stimulation to the audio nerve with 
fine electrodes inserted into the scala typani of the cochlea. The number of electrodes 
in different cochlear implant systems varies from 8 to 22 with monopolar or bipolar 
arrangement [1]. The performance of cochlear implant depends heavily on the speech 
processor to efficiently split speech signals into a number of channels of narrow band 
voltage/current signals, which are used to activate the spiral ganglion cell of the 
auditory nerve. 

Fig. 1 is a diagram of traditional cochlear implant. The normal sound is first 
picked up by a microphone, sampled and then sent to a DSP processor. The 
transmitter modulates the signal sequence and sends both data and power supply to 
the implant passive circuits. The receiver then demodulates data and power supply 
from the RF signals and the stimulator generates the stimulating current/voltage 
signals. 
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Fig. 1. Block diagram of traditional cochlear implant system 

However, this scheme has a main defect: the carrier frequency in the wireless link 
can not be high due to human absorption. So the data rate of the transmitting is 
limited. For example, a data rate of 500 Kbps in 10 MHz carrier is used for a 16-
channel implant system with stimulating precision of 10 bits and stimulating rate of 
only about 900 pulses per channel [2]. Although there are demands for more channels 
and higher pulse-rate, very few margins are left available for the data rate. Different 
modulating methods there may be, a maximum data rate always exists for a certain 
carrier frequency. 

Fully implanted systems which would not suffer from data transmitting bottleneck 
are deemed as the next generation cochlear implant. But due to the power 
consumption issue, fully implanted systems usually use analog signal processing 
method [3-5].Nevertheless, dedication to a certain processing algorithm and being 
vulnerable to noise are born disadvantages of analog processors. Though the A/D-
then-DSP systems can provide a flexible and robust solution, they seem to have too 
much power consumption for fully implants even with the state-of-art technology. 

With the consideration listed above, a time-frequency aware (TFA) cochlear 
implant system with an implanted DSP (THUCIDSP) is proposed in this paper. This 
new system is discussed in part 2. Part 3 introduces the design of the time-frequency 
aware wavelet continuous interleaved sampling (TFA-CIS) strategy in detail. Part 4 
describes the implementation of TFA-CIS on our THUCIDSP. A comparison of WP 
filter bank is made with the infinite impulse response (IIR) and fast Fourier transform 
(FFT) filter banks in terms of computational complexity. 

2 TFA Cochlear Implant System Overview 

The whole TFA cochlear implant system scheme is showed in Fig. 2. The highlight of 
this system is the introduction of the implanted DSP, which endows the implanted 
circuit with signal processing capacity. Therefore, the speech signal processing can be 
carried out by the implanted DSP. And only voice-band signals with very low data 
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rate, instead of large amount of processed stimulating data, should be transmitted via 
the wireless link. It means that the wirelessly transmitted data no longer have 
relationship with channel number or stimulating frequency, which may ease the 
design of the antenna and increase the versatility of the processing strategy [6]. 

 

Fig. 2. Block diagram TFA cochlear implant system with implanted DSP 

The introduction of the implanted DSP, on the other side, may cause the TFA 
system to consume much more power than traditional systems because of very low 
efficiency of the wireless power transmission (no more than 50% [2]). So to reduce 
the power consumption of the implanted DSP is the most concerned factor for the 
design of the proposed system. As the DSP is a programmable device, the relative low 
power design should involve both hardware and algorithm optimization. 

We have developed a very low power DSP (THUCIDSP) dedicated for this system 
[7-9]. The THUCIDSP was fabricated in UMC 0.18-μm n-well 1P6M standard 
CMOS process and contains about 1.8 million transistors. By adopting multi-level 
low power strategies including operand isolation, clock gating and memory 
partitioning, the THUCIDSP consumes only 1.91 mW when executing the most 
popular processing algorithm for cochlear implants (CIS) at 3 MHz clock frequency. 

To further reduce the power consumption of the proposed cochlear implant system, 
improvement of the speech processing algorithm was also carried out. And the rest of 
this paper will focus on this algorithm improvement. 

3 Design of TFA-CIS Strategy 

3.1 The TFA-CIS Strategy Overview 

Continuous interleaved sampling (CIS) strategy was first introduced by Blake S. 
Wilson in 1991 [10]. It has been prevalent since then. Many emerging new strategies 
base their scheme on CIS. 
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A modified CIS strategy, the time-frequency aware CIS (TFA-CIS) is designed for 
our proposed system. It introduces a new kind of band pass filter bank and envelope 
detecting filter bank based on Haar Wavelet Packet (WP). Fig. 3 gives the block 
diagram of the strategy.  

 

Fig. 3. Block diagram of TFA-CIS strategy 

3.2 Design Considerations Summary 

In practice, the sound that the cochlear implant patients perceive is very different 
from that of normal people. Cochlear implant patients may actually have difficulties 
discriminating pitches [11]. Two pitch cues, known as place pitch cues and temporal 
pitch cues are found to be related to the pitch perceptions [12-13]. Temporal pitch 
cues arises when the rate of stimulation on one channel changes, and the temporal 
pitch sensation rises with increasing rate up to 300Hz, and saturates at higher rates. 
Place pitch cues are decided by the location of electrodes along the human cochlea, 
and more basal stimulation elicits higher pitches. 

The rate of stimulation typically ranges from 0.5ms to 1.5ms [1], which may 
suffice the temporal resolution required by the temporal feature representation of the 
speech signal. But with a typical windowed frame of 8ms to 20ms, current signal 
processing strategies incorporated into cochlear implants cannot provide such high 
temporal resolution, which causes a mismatch. 

Meanwhile, traditional filter banks use 4 to 8 order IIR band pass filters or the FFT 
filters, neither of which are useful for non-stationary speech signal processing. This is 
because some important information in time domain, such as spikes and high 
frequency bursts, can not be easily detected from the Fourier Transform (FT). So in 
those cochlear implant signal processing strategies, a window (typically a Hamming 
window or Gauss window) is applied before the IIR or FFT filter banks, of which the 
latter is known as short time Fourier transform (STFT). Only by this way can the 
system gain a certain degree of time-frequency features. 
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Let ( )g t  be the time window, where 
2
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Let G(w)  be the Fourier transform of ( )g t , then the width of the frequency window 

wσ  is: 

1 1/ 22 2[ ( ) | ( )| ]02 w w G w dwwσ π
+∞

= −
−∞  

(4)

Once the window is selected, then the temporal resolution and the frequency 
resolution remain constant. However, the band splitting, typically the Bark scale 
which is shown in Table 1, column 2, indicates that low frequency bands need a 
higher frequency resolution compared to its high frequency counterparts. 

Therefore, a new time-frequency aware strategy with self-adapting time-frequency 
window is needed. This new strategy should increase the temporal resolution to 
suffice the stimulating requirements. Besides, it should be able to meet different 
frequency resolution requirements of each band. 

Wavelet Transform (WT) provides such flexible time-frequency windows. The 
area of the time-frequency window complies with the Heisenberg uncertainty 
principle: 

1
2t wσ σ• ≥

 
(5)

For small scale which corresponds to the higher frequency sub-band, the WT provides 
a higher frequency and lower temporal resolution. The Wavelet Packet (WP) is the 
linear combination of wavelet, which can further decompose both approximation and 
detail signals, making it to be ideal filter bank for cochlear implant systems. 

3.3 Wavelet Packet Filter Design 

The decomposition formulas of Mallet’s multi-resolution analysis (MRA) [14] are: 

( ) ( ) ( 2 ) ( ) (2 )1a k a n h n k a k h kj jj n

∞
= − = ∗+ =−∞  

(6)

( ) ( ) ( 2 ) ( ) (2 )1d k a n g n k a k g kj jj n

∞
= − = ∗+ =−∞  

(7)
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The sequence ( )h k  is known as the low pass or low band filter, while ( )g k  is 

known as the high pass or high band filter.   Sequence ( )a kj  and  ( )d kj  are 

approximation coefficient and detail coefficient, respectively. The DWT divides the 
approximate space recursively, producing a left recursive binary tree structure where 
the left branch represents the low dimensional space. 

The wavelet packet (WP) decomposes the detail space as well as the approximate 
space. In WP decomposition, node ( 1, )j p+  is given by: 

2
( ) ( ) (2 ) ( ) ( 2 )1

p p p
d k d k h k d m h m kj jj m

∞
= ∗ = −+ =−∞  

(8)

2 1
( ) ( ) (2 ) ( ) ( 2 )1

p p p
d k d k g k d m g m kj jj m

∞+ = ∗ = −+ =−∞  
(9)

Fig. 4 gives a digital WP filter bank example, where the decomposition involves a 
down-sampling procedure and the reconstruction involves an up-sampling 
procedure. 

 

Fig. 4. Wavelet Packet filter bank example 

The proposed WP band splitting method is applied to the speech signal with 8 kHz 
sampling rate, and the resulting 16 sub-bands of the WP filter bank are listed in detail 
in Table 1, column 3.  

Fig. 5a gives the WP decomposition binary tree with the nodes corresponding to 
the sub-bands indicated in Table 1. 

A comparison of the sub-bands of the WP scale and the Bark scale is illustrated 
in Fig. 5b, from which we can see that these two scales bear much resemblance. 
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Table 1. WP Scale and Bark Scale in detail 

Sub band Bark scale(Hz) 
range/ bandwidth 

WP scale(Hz) 
range/ bandwidth 

1 200~300/100 125~250/125 
2 300~400/100 250~375/125 
3 400~510/110 375~500/125 
4 510~630/120 500~625/125 
5 630~770/140 625~750/125 
6 770~920/150 750~875/125 
7 920~1080/60 875~1000/125 
8 1080~1270/190 1000~1250/250 
9 1270~1480/210 1250~1500/250 
10 1480~1720/240 1500~1750/250 
11 1720~2000/280 1750~2000/250 
12 2000~2320/320 2000~2250/250 
13 2320~2700/380 2250~2500/250 
14 2700~3150/450 2500~3000/500 
15 3150~3700/550 3000~3500/500 
16 3700~4400/700 3500~4000/500 

 

Fig. 5. (a) WP decomposition binary tree. (b) Comparison between Bark scale and WP scale. 

3.4 Wavelet Packet Envelope Detecting 

The envelope detecting uses a half wave rectifier and a WP low pass filter 
corresponding to the node X in the binary tree in Fig. 5a. The cut-off frequency of 
this low pass filter is 500Hz, and the frequency response of this filter is shown in 
Fig. 6. 
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Fig. 6. Impulse and frequency response of envelope detecting WP filter 

4 Implementation Result 

The TFA-CIS algorithm is implemented on the THUCIDSP which is dedicated for 
cochlear implants but supports a general instruction set compatible with the Motorola 
DSP56000 processor. To further verify the improvement of algorithm execution 
efficiency, the WP filter bank, together with the IIR filter bank and FFT filter bank, 
are all also implemented on the THUCIDSP. 

Table 2. Implementation results of filter banks (FB) and CIS, TFA-CIS 

     Type Parameter Complexity 
IIR-FB 8=orderN 5.36 MIPS 

FIR-FB 128=orderN 8.4 MIPS 

 
Simplified 
FFT-FB [15] 

1/2 Overlap 
1405)64( =FFTC

37203)1024( =FFTC

 
1.04 MIPS 

WP-FB Haar Base, 
128int =poN

0.84MIPS 

CIS With simplified 
FFT-FB 

2.24MIPS 

TFA-CIS WP-FB 1.82MIPS 

In the implementation, a 10-bit A/D converter is used to sample the sound signals 

with sampling frequency 8f k H zs = , and the sub-band number is 16M = . To 

obtain comparative processing effect, the FFT point number is chosen as 1024N = , 
while the WP filter uses a 128 points Haar base WP. The implementation results of 
four kinds of filter banks along with the general CIS algorithm and the TFA-CIS 
algorithm are given in Table 2. 
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These implementation results show that the TFA-CIS algorithm with Haar base 
WP filter bank achieves about 18.8% improvement on execution efficiency than the 
CIS algorithm with simplified FFT filter bank. Finally, the 1.82 MIPS TFA-CIS 
strategy is executed on the THUCIDSP with 1.8V voltage and 3.2MHz clock 
frequency, and the measured power consumption is 2.11mW. This power 
consumption result is much lower than that of general CIS algorithm running on 
commercially available DSPs (at the level of 10 mW).  

5 Conclusion 

This paper introduces a new time-frequency aware cochlear implant system as well as 
a new signal processing strategy (TFA-CIS). The TFA-CIS strategy uses the WP filter 
bank and the WP envelope detecting algorithm. A cochlear implant dedicated DSP is 
used to implement the proposed TFA-CIS algorithm. And the implementation results 
show the proposed TFA-CIS algorithm achieves about 18.8% improvement on 
execution efficiency and a very low power dissipation of 2.11mW @1.8V, 3.2MHz. 
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Abstract. A novel external force field for active contours, called gradient 
vector flow based on anisotropic diffusion (ADGVF), is proposed in this paper. 
The generation of ADGVF contains an anisotropic diffusion process that the 
diffusion in the tangent and normal directions to the isophote lines has different 
diffusion speeds which are locally adjusted according the local structures of the 
image. The proposed method can address the problem associated with poor 
convergence of gradient vector flow in the normal direction (NGVF) to the 
long, thin boundary indentations and the openings of the boundaries. It can 
improve active contour convergence to these positions. In its numerical 
implementation, an efficient numerical schema is used to ensure sufficient 
numerical accuracy. Experimental results demonstrate that ADGVF has better 
performance in terms of accuracy, efficiency and robustness that that of NGVF. 

 
Keywords: active contours, gradient vector flow, anisotropic diffusion, 
diffusion speed. 

1 Introduction 

Image segmentation has been a quite popular low-level topic of research in the fields 
of image processing and computer vision. Notably, as famous methods for image 
segmentation, snakes [1], known as “active contours”, have been extensively studied 
and applied in the past two decades. Active contours are curves defined within an 
image domain that can move under the influence of internal forces within the curve 
itself and external forces derived from the image data [1]. The traditional external 
force fields have a small capture range, and are sensitive to the initial contour. These 
limitations lead to two key difficulties in the implementation of the active contours. 
First, the initial contour must be closed to the true boundary of the object in order to 
enable the curve to converge the right result. Second, active contours have difficulty 
progressing into boundary concavities [2]. 

In order to overcome these two difficulties mentioned above, Xu et al. [3] 
formulated a new external force model, called gradient vector flow (GVF), which is 
computed as a spatial diffusion of the gradient vectors of an edge map derived from 
the image. GVF is a dynamic force field that has a large capture range and can go into 
boundary concavities. Motivated by GVF, a large number of researchers emphasized 
on the improvements of GVF, and developed various related work [4]-[7] in order to 
obtain the desirable solutions. Among these improved methods, the gradient vector 
flow in the normal direction (NGVF) [7] provides us many inspirations. NGVF 
represented the desirable properties that it can enter into long, thin indentations and 
has faster convergence speed. 
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Active contour models can be categorized into two classes: parametric active 
contours [1], [3] and geometric active contours [8]-[10]. GVF can not only be used in 
the parametric active contours, but also be used in the geometric active contours. 
Paragios et al. [8] combined the geodesic active contour flow and GVF to improve the 
segmentation effects. Additionally, GVF also has many important applications in 
other fields, such as image restoration [11], image magnification [12] and so on. 
Therefore, designing a desirable external force field would have great significance to 
the fields of image processing and computer vision. 

In this paper, we analyze the generations of GVF and NGVF, especially their 
different diffusion processes, to seek causes of the problems associated with poor 
convergence to the long, thin boundary indentations and the openings of the 
boundaries. We discuss the significance of the diffusion in the tangent and normal 
directions at length. Based on these analyses, we develop the gradient vector flow 
based on anisotropic diffusion (ADGVF) to address the problems. We design various 
experiments to demonstrate its effectiveness and use an efficient numerical schema to 
ensure sufficient numerical accuracy. Experimental results with several test images 
demonstrate that ADGVF outperforms GVF and NGVF. 

The remainder of this paper is organized as follows. In Section 2, we represent the 
traditional snakes, GVF model and NGVF model briefly. In Section 3, ADGVF is 
detailed, including its generation, important properties and numerical schema. 
Implementation details and experimental results are shown in Section 4. Our work is 
concluded in Section 5. 

2 Snakes and Traditional External Force Fields 

2.1 Snakes  

The traditional snakes were proposed by Kass et al. [1]. In recent years, they have 
been widely used in many applications including edge detection, segmentation of 
objects, motion tracking and so on. In 2D, a traditional snake is a curve with a 
parametric representation ( ) [ ( ), ( )]s x s y sc = , [0,1]s ∈ , which moves through the 
spatial domain of an image to minimize the following energy functional: 

1 2 2

0

1
[ '( ) ''( ) ] ( ( ))

2 extE c s c s E c s dsα β= + +  (1)

where α  and β  denote the weighting parameters that control the snake’s tension 

and rigidity, respectively, and ( )' sc  and ( )'' sc  denote the first and second 

derivatives of ( )sc  with respect to s . extE  is the external energy function which 

is derived from the image and takes on its smaller values at the features of interest, 
such as boundaries. Let ( , )I x y  denote a gray-level image, ( , )G x yσ  denote the 

Gaussian function with the standard deviation σ  and ∇  denote the gradient 

operator. Typical external energy functions are 
2

( , ) ( , )G x y I x yσ− ∇ ∗  for step edges 

[1] and ( , ) ( , )G x y I x yσ±∇ ∗  for the line drawing images [13]. 
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The explicit Euler scheme is used to minimize E  and its Euler equation is in the 
form of  

2''( ) ''''( ) 0extc s c s Eα β− − ∇ =  (2)

In order to find the steady state solution of Eq. (2), ( )sc  is treated as function of time 
as well as x  and y . Then, the partial derivative of ( )sc  with respect to t  is set 

equal to the left-hand side of Eq. (2)  

2( , ) ''( , ) ''''( , )t extc s t c s t c s t Eα β= − − ∇  (3)

A steady state solution of Eq. (4) can be achieved when the term ( , )
t

s tc  vanishes. 

2.2 GVF  

In [3], Xu and Prince proposed a new external force term, known as GVF, which is 
the vector field ( , ) [ ( , ), ( , )]V x y u x y v x y=  that minimizes the following energy 

functional 

2 22 2 2 2( )x y x yE u u v v f V f dxdyμ= + + + + ∇ − ∇  (4)

where μ  is a regularization parameter balancing the relations between the first term 

and the second term in the integrand, and f  denotes an edge map of the original 

image with a major property that it has larger values near the boundaries. It can be 
achieved by using any classical image edge detector. Using the calculus of variations, 
the GVF field can be formed by solving the following Euler equations 

2 2 2

2 2 2

( )( ) 0,

( )( ) 0

x x y

y x y

u u f f f

v v f f f

μ

μ

∇ − − + =

∇ − − + =
 (5)

where 2∇  is the Laplacian operator. 

GVF is applied to replace the traditional external force fields extE∇  in Eq.(3) 

with the desirable properties of both a large capture range and the presence of forces 
that point into boundary concavities. In principle, it can move active contours into the 
long, thin boundary indentations with a very small value of μ  which leads to the 

slow convergence of GVF due to the slow diffusion in homogeneous regions as well 
as near the edges. 

2.3 NGVF  

Ning et al. [7] used Eq.(5) as a starting point to define a new GVF, called NGVF, 
which is considered as GVF in the normal direction. A NGVF field '( , )V x y is 

defined as the equilibrium solution of the following system of partial differential 
equations: 
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2 2

2 2

( )( ) 0,

( )( ) 0

NN x x y

NN y x y

u u f f f

v v f f f

μ

μ

− − + =

− − + =
 (6)

where NNu  and NNv  denote the normal components of the Laplacian terms 2u∇ and 
2v∇  in Eq.(5) respectively. NGVF is a dynamic field and its generation only contains 

the diffusion in the normal directions to the isophote lines. Compared with GVF, 
NGVF can improve the active contours convergence to the long, thin boundary 
indentations and has faster convergence speed. However, the limitation that μ  

should be a very small value for the active contours convergence to the long, thin 
boundary indentations still exists, which causes the slow convergence speed. 
Additionally, NGVF fails to stop the snake at the openings of boundaries. 

3 GVF Based on Anisotropic Diffusion 

GVF consists of diffusion terms and data attraction terms as well as NGVF. For 
example, 2u∇ , 2v∇  are the diffusion terms, and 2 2( )( )x x yu f f f− + , 

2 2( )( )y x yv f f f− +  are the data attraction terms in Eq.(5). Whatever GVF and NGVF, 

their diffusion terms alone produce a smoothly varying vector field. As we known, 
both the Laplacian operator and its normal component have strong smoothing 
properties, and therefore perform undesirably in preserving the edges. The data 
attraction terms are used to constrain the behavior of the diffusion terms and preserve 
the edge map. They encourage the vector field V  and 'V  to be close to f∇  

derived from the data. The weighting parameter μ  plays a significant role for 

governing the tradeoff between the diffusion terms and the data attraction terms. 
These two external force fields are constructed by extending the edge information far 
away from the object boundaries and into homogeneous regions using the 
computational diffusion processes. 

Based on the above analyses, it is obvious that the constructions of GVF and 
NGVF fields mainly rely on the contributions of the diffusion terms, while data 
attraction terms only preserve the edges, which means that their desirable properties 
are close to the performance of diffusion terms. The diffusion terms of GVF and 
NGVF are the Laplacian terms and the normal components of the Laplacian terms, 
respectively. In [14], the Laplacian terms are decomposed along the tangent and 
normal directions to the isophote lines, as shown in Fig.1. 

 

Fig. 1. Tangent and normal directions of an image edge 
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The Laplacian terms in Eq.(5) can be further expressed as 

2

2

TT NN

TT NN

u u u

v v v

∇ = +

∇ = +
 (7)

where TTu  and NNu  denote the second derivatives of u  in the tangent direction and 

normal direction respectively, TTv  and NNv  denote the second derivatives of v  in 

the tangent direction and normal direction respectively. In order to understand the 
mechanism of GVF, we emphasize on analyzing the effects caused by diffusion in the 
tangent and normal directions on the performance of GVF. GVF in the normal 
direction (NGVF) has been expressed in Eq.(6), and GVF in the tangent direction, 
called TGVF, can be expressed as  

2 2

2 2

( )( ) 0,

( )( ) 0

TT x x y

TT y x y

u u f f f

v v f f f

μ

μ

− − + =

− − + =
 

(8)

As mentioned previously, Ning et al. [7] considered the Laplacian equation and its 
tangent and normal components as three image interpolation functions and compared 
their interpolation effects. They pointed out that the normal component of the 
Laplacian equation was the best, the Laplacian equation was the second, and the 
tangent component of the Laplacian equation was third. Based on the analysis 
mentioned above, they put forward NGVF as a new external force field. In fact, it is 
unilateral to improve GVF with the viewpoint of image interpolation. It is worth 
noting that diffusion along the tangent and normal directions has different effects for 
the generation of GVF. The GVF, NGVF and TGVF force fields are represented in 
figure 2. 

  
(a) (b) (c) (d) 

Fig. 2. GVF, NGVF and TGVF force fields. (a) The original image. (b) GVF field. (c) NGVF 
field. (d) TGVF field. 

We set the weighting parameter 0.2μ =  and 100iterations =  for the 

implementation of GVF, NGVF and TGVF. We can observe that both GVF and 
NGVF have similar properties and they are both global force fields. They both have the 
ability of moving the contour into object cavities. But in Fig. 3(c), the NGVF force 
field fails to reconstruct the subjective boundary at the opening of the object that leads 
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the active contours poor convergence to this location. Fig. 4(c) illustrates that TGVF is 
a local force field which exists near the edges and preserves the edges [15]. At the gap, 
TGVF can reconstruct the subjective boundary successfully. Above analyses 
demonstrate that the diffusion in the tangent direction is to enhance the edges, while 
the diffusion along the normal direction is to form the global force field. Additionally, 
diffusion in these two directions can remove the noise efficiently [15]. 

The generation of a desirable force field should contain the diffusion in these two 
directions, such as GVF. But in the case that objects have long, thin boundary 
indentations, GVF has difficulty forcing the snake into such boundary indentations. 
This difficulty is caused by the excessive smoothing of the field near the boundaries. 
Although this problem can be addressed by setting a very small μ  to decrease the 

smoothing effect near strong gradients, the convergence of GVF will become very 
slow due to the small μ  in homogeneous regions as well as edges. Compared with 

GVF, NGVF is demonstrated that it can carry out the operation successfully with a 
slightly larger μ . Obviously, this scheme is not a desirable way to overcome this 

difficulty. 
The generation of the global force field depends on the diffusion in the normal 

direction. Such diffusion should be very little in the proximity of edges so as to enable 
the active contours into long, thin boundary indentations, while in the flat regions it 
should be increased for the fast convergence of active contours. The diffusion along 
the tangent direction is also indispensable for the construction of a desirable force field 
to make the active contours converge at the gap. Therefore, based on these analyses, 
we propose a new force field, called GVF based on anisotropic diffusion (ADGVF) for 
active contours. It is in the form of  

( )
( )

( ) ( )( ) 0,

( ) ( )( ) 0

NN TT x

NN TT y

g f u u h f u f

g f v v h f v f

∇ + − ∇ − =

∇ + − ∇ − =
                (9) 

where f  is the edge map which is normalized to the range [0,1]  so as to remove the 

dependency on absolute image intensity value, ∇  is the gradient operator, f∇  is 

the gradient magnitude of the edge map f , ( )g ⋅  and ( )h ⋅  are the weighting 

parameters of diffusion terms and data attraction terms respectively. ( )g ⋅  is a 

positive monotonically decreasing function of the gradient that has the same form as 
the diffusion coefficient in the Perona and Malik (PM) equation [16]. 

1
( ) 21 ( )

f
f k

g ∇
∇

==
+

                            (10) 

where the specification of k  is use to determine to some extent the degree of  
tradeoff among these two terms. The property of ( )h ⋅  is opposite to that of ( )g ⋅  and 

it is in the form of 
( ) ( )1f fh g∇ ∇== −                              (11) 
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Near the edges, the weak diffusion along the normal direction diffusion is occurred so 
as to improve the active contours into long, thin boundary indentations, and the 
diffusion mainly enacted along the tangent direction and the weighting parameters of 
data attraction terms are increased in order to preserve the important boundary 
features. In the flat regions, the strong diffusion along the normal direction diffusion 
is implemented for the fast convergence. 

As in GVF [3], the partial differential equation can be implemented using an 
explicit finite difference scheme. TTu  and NNu  in Eq.(9) can be discretized in form 

of  

2 2
2

2 2
2

1
( 2 )

1
( 2 )

TT x yy y xx x y xy

NN x xx y yy x y xy

u u u u u u u u
u

u u u u u u u u
u

= + −
∇

= + +
∇

                (12) 

The same standard discretisation also can be used for TTv  and NNv . To guarantee the 

numerical accuracy and stability of partial differential equations, the time step tΔ  

and the spatial intervals xΔ  and yΔ  must satisfy 
max4

x y
t

g

Δ Δ
Δ ≤ . In image 

processing, xΔ  and yΔ  are always taken to 1. Therefore, the convergence of 

ADGVF can be realized when the time step 0.25tΔ ≤ . 

4 Experimental Results and Analysis 

In this section, we design various experiments to validate the effectiveness of the 
proposed model. We fix the parameters 0.25α =  and 0β =  for the 

implementations of all snakes. The GVF, NGVF and ADGVF parameters are given 
for each case. 

The first experiment is to compare the convergence performance of GVF, NGVF 
and ADGVF at a long, thin boundary indentation and a short boundary gap, as shown 
in Fig. 3. A circle with a long, thin indentation and broken boundary is represented in 
Fig.3(a). We set the weighting parameter 0.2μ =  and 80iterations =  for GVF, and 

0.05μ = and 200iterations = for NGVF, and 0.02k =  and 35iterations =  for 

ADGVF. GVF, NGVF and ADGVF were computed, as shown in Fig. 3(b), 3(c) and 
3(d), respectively. A snake was initialized at the position represented in Fig. 3(e). The 
GVF result fails to enter into the long, thin indentation, as shown in Fig. 3(f). The 
NGVF result, shown in Fig. 3(g), can converge completely to such a long, thin 
indentation, but it has poor convergence to the broken boundary that the curve has 
crossed the short boundary gap. The ADGVF result, shown in Fig. 3(h), is successful 
in converging completely to the long, thin indentation and the short boundary gap. The 
difference between GVF and ADGVF force fields at the long, thin indentation is 
represented in Fig. 3(i) and (j). It is shown clearly that GVF forces in this long and thin 
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concavity are opposite, while ADGVF forces in this same region all point to the 
bottom of the concavity, which implies that ADGVF can enter into the concavity. The 
difference between NGVF and ADGVF force fields at the gap is represented in Fig. 
3(k) and (l). NGVF forces are all along the same direction that leads to the poor 
convergence to the short boundary gap. ADGVF forces are opposite and the balance is 
achieved, which guarantee the reconstruction of subjective boundary at the gap. This 
experiment turns out that ADGVF has better performance that that of GVF and NGVF. 

  

(a) (b) (c) (d) 

  
(e) (f) (g) (h) 

  
(i) (j) (k) (l) 

Fig. 3. Segmentation results for a “Circle” image. (a) The original image. (b) GVF field. (c) 
NGVF field. (d) ADGVF field. (e) Initial snake. (f) Final result of GVF snake. (g) Final result 
of NGVF snake. (h) Final result of ADGVF snake. (i) Local GVF field at a thin, long 
indentation. (j) Local ADGVF field at a thin, long indentation. (k) Local NGVF field at the gap. 
(l) Local ADGVF field at the gap. 

The second experiment is to test the noise sensitivity of GVF, NGVF and ADGVF. 
We add impulse noise to a “U” image. We set the weighting parameter 0.2μ =  and 

80iterations =  for both GVF and NGVF, and 1.2k =  and 80iterations =  for 
ADGVF. The impulse noise corrupted image and initial snake are shown in Fig. 4(a). 
The results yielded by GVF snake, NGVF snake and ADGVF snake with the same 
initial contour are depicted in Fig. 4(b)-(d). We can observe that these three external 
force fields have similar performance in segmentation results. This experiment 



 Gradient Vector Flow Based on Anisotropic Diffusion 177 

demonstrates that ADGVF maintains the desirable properties of GVF and NGVF, such 
as no sensitivity to noise, successful convergence to boundary concavities and an 
extended capture range. 

The third experiment is to compare the performance of GVF, NGVF and ADGVF 
snakes on a medical image of a human heart. We set the weighting parameter 

0.2μ =  and 120iterations =  for both GVF and NGVF, and 0.8k = and 

100iterations =  for ADGVF. The original image is shown in Fig. 5(a). GVF, NGVF 
and ADGVF active contours have the same initial position. The edge is shown in Fig. 
5(b). The segmentation results of GVF snake, NGVF snake and ADGVF snake are 
depicted in Fig 5(c)-(e). It is obvious that these segmentation results are basic the same. 
However, the curve progressing into the cavity at about 2 o’clock position is exhibited 
best by ADGVF. 

  
(a) (b) (c) (d) 

Fig. 4. Segmentation results for a “U” image. (a) Impulse noise corrupted image and initial 
snake. (b) Final result of GVF snake. (c) Final result of NGVF snake. (d) Final result of 
ADGVF snake. The edge map for all snakes is ( , ) ( , )f G x y I x yσ= ∗ ,where 2σ = . 

 
(a) (b) (c) (d) (e) 

Fig. 5. Segmentation results for a “heart” image. (a) A medical image of a human heart and 

initial snake. (b) The edge map 
2

( , ) ( , )G x y I x yσ∇ ∗  with 3σ = . (c) Final result of GVF 

snake. (d) Final result of NGVF snake. (e) Final result of ADGVF snake.  

5 Conclusion 

In this paper, we present ADGVF as a novel external force filed for active contours 
that improves active contours convergence to the long and thin concavity and the 
small boundary gap. The proposed method can be easily implemented by using simple 
finite difference scheme and is more efficient than GVF and NGVF. In the proposed 
method, significantly different diffusion strategies along the tangent and normal 
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directions can be used to improve the performance of GVF and NGVF, while 
maintaining their other desirable properties. We demonstrate the performance of the 
proposed method using different images. Experimental results demonstrate that the 
proposed method is superior to GVF and NGVF.  
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Abstract. As for ECG auto-diagnosis, Classification accuracy is a vital
factor for providing diagnosis decision support in remote ECG diagno-
sis. The final accuracy depends on ECG preprocessing process, feature
extraction, feature selection and classification. However, different heart
diseases are with different ECG wave shapes, in addition, there is large
numbers of heart diseases, so it is hard to accurately extract cardiology
features from diverse ECG wave forms. Also the extracted cardiology
features are always with large error which to some extent influence the
classification accuracy. To deal with these problems, we propose a feature
extraction method of PCA and ICA approach. We calculate a adaptive
basis with ICA and PCA for the given disease type ECG and extract
the coefficients in the respect of trained basis which will be used as the
classification features combined with cardiology features. To prevent the
dimension disaster problem brought by the additional ICA and PCA fea-
ture, a minimal redundancy maximal relevance feature selection method
is adapted to reduce the dimension of feature vector. Experiment shows
that our method can effectively exclude the influence of not accurate
cardiology features and greatly improve the classification accuracy for
heart diseases.

Keywords: Non-Cardiology Feature,PCA Feature Extraction, ICA
Feature Fxtraction, Support Vector Machine.

1 Introduction

The electrocardiograic(ECG) signals is a key approach for heart disease diag-
nosis. The automatic ECG diagnostics has very high clinical value of modern
medical diagnosis. Nowadays, many researches focus on feature extraction and
pattern recognition of ECG signals. Due to the importance of feature extrac-
tion for cardiac disease diagnosis, a lot of work has been done for ECG features
extraction [1],[2]. Most works focus on the shape characters [3], and frequency
domain [4]. Also SVM and wavelet transform related approach has been adapted
which achievs a high classification accuracy [5]. Methods such as SOM, ANN,
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HMM also have been adapted in automatic ECG Diagnosis and has been proven
to be accurate [6].

In cardiology there are more than 200 heart disease can be diagnosed with
ECG. It is quite difficult to design a cardiology feature extraction method to
deal with all the diseases. The well known PCA and ICA is a valuable reducing
dimension method[7]. For ECG diagnosis, it can adaptively form a waveform
basis with the given disease classes. The coefficient weight of given signal on this
basis can be taken as feature vector. Because of the characteristics of PCA and
ICA, the feature coefficients of each disease type is orthogonal to each other,
especially after whiting. So the classification performance of it is good compared
with other methods. On the other side, if we just combined the PCA or ICA co-
efficients with cardiology features as classification feature vector, the dimension
of it will be too high because of the well known dimension disaster problem. So
a minimal redundancy maximal relevance feature selection method is adapted
in this paper. The selected features with high differentiation will be combined
as feature vector for classification.

In this paper, after briefly reviewing the cardiology features of ECG and the
extraction methods (cf. Section 2.1), The PCA and ICA dimension reducing ap-
proach is introduced including the approach for calculating the PCA and ICA ba-
sis and the way to get the coefficient weights which actually are the extracted fea-
tures for classification (cf. Section 2.2). Then the minimal redundancy maximal
relevance feature selection method is introduced(cf. Section 3). In Section 4, we
show the effectiveness of our approach by experiment and analysis. We compare
effectiveness between 5 approaches. Then the conclusion is given in Section 5.

2 Feature Extraction

2.1 Cardiology Feature Extraction

A heart beat involves an electric current passing successively through the sinoa-
trial node, left and right atria, atrioventricular node, left and right bundle
branches, and finally left and right ventricles[8]. A complete ECG waveform
consists of P wave, QRS wave and T wave. P wave is caused by systole of atria.
QRS wave is caused by systole of ventricles. T wave is caused by diastole of ven-
tricles. Intervals between these waves’s characteristic points directly reflects the
time interval of systole and diastole of atria and ventricle which is of great value
for diagnosis of heart disease[9]. The widely used cardiology features includes P
complex interval, PR segment, QRS complex interval, PR interval, QT interval,
QTC interval, ST segment, T complex interval, cardiac cycle, R peak height and
S peak depth. All these should rely on a accurate detection of P wave, QRS
wave and T wave. Accurate detection of the P wave QRS wave and T wave is
generally difficult for ECG signal. Here we adapted a wavelet based approach
to deal with wave parameters detection problem. In our approach, we just ex-
pand the signal with Daubechies 6 wavelet. The reasons for choosing db6 wavelet
are its similarity to the QRS wave and its smoothness[4]. Through expanding,
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you can find that the top value of QRS is exactly the zero-crossing point of
the wavelet coefficients. Then we calculate the first difference to approximate
the first derivative. The onset and offset of the QRS wave is detected by finding
the sudden changes of the first derivative. The detection of P wave and T wave
uses the same approach but with a different scale. The result is in Figure 1.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
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Fig. 1. The detected P wave QRS wave and T wave

2.2 PCA and Independent Component Analysis Features Extraction

Due to the extremely high dimension of ECG signal, it cannot be used directly
as feature vector for classification. Actually, the high dimensional ECG can be
regarded as a weighted linear combination of basis in the high dimensional space.

SECG =

N∑
i=1

aisi (1)

where si is one basis, and ai is the coefficient.
Because the dimension of ECG signal is to too high for classification. our

method is about to find a sub space of the full vector space and project the high
dimensional ECG signal onto the sub space and take the coefficients of the signal
in the subspace as new feature vector for classification.

SECG ≈
M∑
i=1

aisi M 
 N (2)

In a vector-matrix notation
x ≈ As (3)

where t is a N × 1 column vector basis of subspace, A is a N ×N mixing matrix
we may want to know. Estimating the mixing matrix equals projecting the signal
onto the subspace basis matrix. It can be done by multiplying the source signal
with pseudo-inverse of subspace basis matrix.

s = A+x (4)

There are many approaches to extract valuable basis, here we adapt the PCA
and ICA approach to find the basis[7]. We just use the first few PCs and ICs as
a basis for the sub space. We use some random samples with zero mean selected
from different heart disease as the source data. We just do the svd decomposition
on the source data. Then the first few vectors of the high dimensional basis is
taken for PCs. As for ica decomposition, We select the algorithm FastICA to
estimate the ICs. The learned ICs and PCs are illustrated in Fig.2.
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Fig. 2. (a)twelve PCA basis (b)twelve ICA basis

3 Feature Selection and Feature Combination

Due to the well known dimension disaster problem, too high dimension of ECG
feature vector also will bring in overfitting issue. In our approach, only the
cardiology features are of dimension 11, and the PCA and ICA approach will
extract over 12 dimensional feature for each ECG channel. So the total dimension
of combined features will exceed 35 which is high for classification. To remove the
influence of dimension disaster problem, a feature extraction approach is adapted
to select features with most differentiation. Here we adapt a efficient heuristic
feature selection method, minimal-redundancy maximal-relevance (mRMR) in
our framework [10][11].

Relevance is described with the mean value of all mutual information values
between individual feature xi and class c:

D =
1

|S|
∑
xi∈s

I(xi; c) (5)

Redundancy is defined as:

R =
1

|S|2
∑

xi,xj∈s

I(xi;xj) (6)

Therefore, the criterion of minimal-redundancy-maximal-relevance is define as
the following form, and the objective is to optimize D and R simultaneously:

max(D− R) (7)

4 Experiment

We use the MIT-BIH Arrhythmia Database to test the performance of our
approach[14][15]. It include 48 sets of half-hour two-channel ambulatory ECG
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recordings. In addition, every beat of the signal has been marked with a disease
label. This database includes about 19 kinds of heart disease. Because our ap-
proach should extract 11 cardiology features from the raw ECG data, we choose
9 classes of diseases whose waveform is comparatively stable and suitable for
cardiology feature extraction. Also its beat amount is enough for classification
and cross validation. These 9 heart disease is Normal beat (N), Left bundle
branch block beat (L), Right bundle branch block beat (R), Atrial premature
beat (A),Premature ventricular contraction (V), Fusion of ventricular and nor-
mal beat (F),Nodal (junctional) escape beat (j),Paced beat (\), Fusion of paced
and normal beat (f).

Table 1. Comparisons of cardiology features between different heart diseases

feas Pi PRs QRSi PRi QTi QTCi STs Ti Jcc Rh Sh

N 37.44 16.49 39.98 53.93 60.57 10.91 40.86 79.73 14.50 24.33 -24.24
L 42.37 23.48 59.37 65.86 173.35 11.15 16.81 97.15 239.21 220.39 -71.71
R 38.84 18.38 57.00 57.22 162.18 10.90 23.72 81.46 219.41 81.63 -131.59
A 32.45 31.36 54.57 63.82 159.52 10.65 33.14 71.79 223.34 115.20 -51.38
V 40.64 13.03 59.80 53.68 159.76 10.92 17.67 82.29 213.45 -4.15 -189.87
F 30.08 11.41 41.36 41.49 139.88 10.37 30.95 67.56 181.37 423.90 -19.81
j 38.19 21.21 46.84 59.41 155.67 10.55 32.62 76.20 215.08 100.06 -3.41
\ 42.28 25.07 76.66 67.36 193.11 11.96 20.57 95.86 260.47 2.91 -170.71
f 33.66 20.32 56.26 53.98 193.82 12.29 24.00 113.55 247.81 178.79 -17.74

We give a preprocessing to the ECG signal by removing the AC interference,
EMG, and noise caused by unstable device transistors[12][13]. We then detect P
wave, QRS wave and T wave with the method in section 2.1. And then we cal-
culate 11 interval feature with detected characteristic points. Then the average
value of each feature for each disease type is calculated in table. Through com-
parisons, you can find that some features are with divisibility for some disease
types which are valuable for classification.

The PCA and ICA feature extraction method is for comparing the wave shape
difference of different disease types, so we just do a normalization for each beats.
We detect the peak of R wave with the previous mentioned approach and the
align each beat signal along the position of R and then resample each beat
to same sample points. And then the ICA and PCA feature coefficients are
calculated. You can see from Figure 3 and 4 that the wave form recreated with
the weight can fitting the original signal well.

To test the performance of feature selection approach, we do the feature se-
lection for cardiology features and PCA ICA features and then select the 3 most
discriminative features to plot on the 3d feature space. It is obvious that different
diseases can be easily recognized with clear classification boundary.
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Fig. 3. Original signal of different heart disease and the approximated one with ICA
basis (a)N (b)L (c)R (d)A (e)V (f)F (g)J (h)\ (i)f
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Fig. 4. original signal of different heart disease and the approximated one with PCA
basis (a)N (b)L (c)R (d)A (e)V (f)F (g)J (h)\ (i)f
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Fig. 5. Distribution of the most discriminant features in 3D space(a)cardiology features
(b)ICA features
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Table 2. Comparisons of different approaches’ classification accuracy

Beat Type N L R A V F J \ f

card 78.63% 92.14% 94.08% 85.46% 83.11% 96.36% 99.01% 88.63% 97.42%
PCA card 85.82% 96.14% 96.22% 87.06% 90.52% 95.63% 100.00% 96.00% 98.78%
ICA card 92.89% 98.66% 98.65% 92.13% 95.86% 99.56% 90.19% 98.58% 100.00%
red PCA card 79.35% 94.87% 92.34% 74.60% 78.31% 90.84% 88.23% 96.43% 97.88%
red ICA card 92.60% 98.80% 98.66% 93.33% 96.59% 99.85% 93.13% 98.04% 100.00%

Here we use the well known libsvm as our classifier which has been widely
use in ECG analysis. Then we compare the classification performance of pure
cardiology features, combination of cardiology features and PCA features, com-
bination of cardiology features and ICA features, dimension reduced combination
of cardiology features and PCA features also dimension reduced combination of
cardiology features and ICA features. From the table you can see that the clas-
sification result is extremely good. The classification accurate rate of combined
feature better than only cardiology feature. The performance of selected feature
is better than the original one in most cases. The ICA feature is better than the
PCA feature.

5 Conclusion

Due to diversity of different disease ECG signal shape, it is quite difficult to find
an approach to calculate the cardiology features from ecg with high accuracy
which greatly affect the performance of classification. Our approach use PCA
and ICA to find a basis of the subspace of the full ECG representation space and
calculate the weight coefficients with the basis as the classification feature. To
prevent the dimension disaster problem the minimal redundancy maximal rele-
vance feature selection method is adapted to select a subset of the feature vector.
The experiment proves that our method greatly outperform the approach using
cardiology features only. Also the ICA approach is with a better performance
than the PCA.

Acknowledgement. The work was supported by the National Natural Science
Foundation of China (Grant No. 90920014 , 91120305) and the NSFC-JSPS
International Cooperation Program (Grant No. 61111140019).
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Abstract. This paper studies the problem of building text classifiers using only 
positive and unlabeled examples. At present, many techniques for solving this 
problem were proposed, such as Biased-SVM which is the existing popular 
method and its classification performance is better than most of two-step 
techniques. In this paper, an improved iterative classification approach is 
proposed which is the extension of Biased-SVM. The first iteration of our 
developed approach is Biased-SVM and the next iterations are to identify 
confident positive examples from the unlabeled examples. Then an extra penalty 
factor is given to weight these confident positive examples error. Experiments 
show that it is effective for text classification and outperforms the Biased-SVM 
and other two step techniques. 

Keywords: text classification, PU learning, SVM. 

1 Introduction 

With an increasing number of documents on the web, it is very important to build a text 
classifier which can identify a class of documents. In traditional classification, the user 
first collects a set of training examples, which are labeled with pre-defined classes. A 
classification algorithm is then applied to the training data to build a classifier. This 
approach to building classifiers is called supervised learning [3, 14]. In addition, 
Semi-supervised text classification makes use of unlabeled data to alleviate the 
intensive effort of manually labeling. Compared with semi-supervised text 
classification [12, 13], no pre-given negative training examples is required and 
unlabeled examples contain positive examples and negative examples. For example in 
practice, users may mark their favorite Web pages, but they are usually unwilling to 
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mark boring pages. Because of its great application, we concentrate on PU (positive 
data and unlabeled examples) learning which is regarded as a special form of 
semi-supervised text classification in this paper. 

Various approaches have been suggested in the literature to solve PU learning. In the 
first approach, the dataset consists of only labeled positive examples. One-class SVM 
[4] is one such approach and it estimate the distribution of positive examples without 
using unlabeled examples. In the second approach, two-step strategies [2, 7, 8, 9, 10, 
15], step one: extract reliable negative or positive examples from unlabeled data to 
enlarge the original training set and step two: train text classifiers using original 
positive examples and reliable negative or positive examples (RN or RP). At present, 
most methods adopt this approach. In the third approach, one-step method is proposed 
to solve the problem which is the most related work with ours [6, 11]. For example, 
Biased-SVM is built by giving appropriate weights to the positive examples P and 
unlabeled examples U which is regarded as negative examples with noise respectively. 
It was shown in [10] that if the sample size is large enough, minimizing the number of 
unlabeled examples classified as positive while constraining the positive examples to 
be correctly classified will give a good classifier. Therefore, experimental results 
indicate that the performance is better than most of two-step strategies. 

However, it is not reasonable to give equally weights to all unlabeled examples error 
because it also contains positive examples in U. In fact, the reliability of each example 
in U is different. i.e., the confidence of positive (CP) from U is lower than P, but higher 
than negative examples (N). Therefore, a novel iterative method is proposed in this 
paper which regards Biased-SVM as first iteration step and evaluates different weights 
to different example in U at next iteration steps for text classification. Experimental 
results indicate that the proposed method outperforms traditional methods. 

2 Related Work 

In this Section, we briefly review previous work related to this paper. 

2.1 Support Vector Machine 

The SVM is a promising classification technique proposed by Vapnik and his group at 
AT&T Bell Laboratories [1]. Different from classical methods that mainly minimize 
the empirical training error, SVM seeks an optimal separating hyper-plane that 
maximizes the margin between two classes after mapping the data into a feature space. 
Consider a binary classifier, which uses a hyper-plane to separate two classes based on 
given training examples x , y  for i 1, , l, where x  is a vector in the inpue space R  and y  denotes the class label taking a value 1 or 1 . The SVM solution is 
obtained through maximizing the margin between the separating hyper-plane and the 
data, where the margin is defined as 2 w⁄ . The optimal hyper-plane is required to 
satisfy the following constrained minimization 
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min,   12 w  

s. t.  y  w ·  x b 1, i 1, … , l .  (1)

It then searches for a linear decision function  

         f x w · x b . (2)

in the input space S. For any test instance x, if f x 0, it is classified into the positive 
class; otherwise, it belongs to the negative class. 

For the linearly non-separable case, the minimization problem needs to be modified 
to allow the misclassification data points. This modification results in a soft margin 
classifier that allows but penalizes errors by introducing a new set of variables ξ , i 1, , l . 

min, ,   12 w C ξ  

           s. t.  y w · x b 1 ξ , i 1, … , l ;     (3)      ξ 0, i 1, … , l . 
2.2 Biased-SVM 

For PU learning, Liu et al propose a one-step method called Biased-SVM [11]. 
Biased-SVM takes unlabeled example as negative examples with noise. And then the 
classifier is built by giving appropriate weights to the positive examples error and 
unlabeled examples error respectively. Let P is positive examples set and U is 
unlabeled examples set. m and n is the number of positive and unlabeled examples. For 
training examples x ∈ P,  y 1 ;  x ∈ U ,  y 1 . The following problem need to 
be solved. 

min, ,   12 w C ξ C ξ  

        s. t.  y w · x b 1 ξ , i 1, … , m n ;    (4)ξ 0, i 1, … , m n . 
Where C  and C  represent the penalty factors of misclassification for positive and 
unlabeled example sets respectively. ξ , i 1, , m n   is penalizing variables. 
Experiment results indicate that the performance is better than most of two-step 
strategies. Nevertheless it is not reasonable to give equally weights to all unlabeled 
examples because it also contains positive examples in U. 
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3 Our Method 

In this section, we improve on Biased-SVM based on its shortcoming for PU learning. 
We first present the formulation of our method. Then, an efficient learning algorithm 
will be introduced. 

3.1 An Extension Algorithm Based on Biased-SVM (EB-SVM) 

The purpose of PU learning is to find a classifier which identify class label for a given 
example x . Suppose the training examples include a small number of positive 
examples (P), and a large number of unlabeled examples (U). Unlabeled examples are 
mixed with other positive examples and negative examples (N). Assume that the 
fraction of positive examples in U is δ r n⁄ , where r is the number of positive 
examples approximately in U.  

For training examples, our goal is to extract as many as real positive examples from 
U. i.e., if only we identify enough true positive examples from U, the most of rest 
examples in U are negative examples. Therefore, all the value of precision and recall 
are high. Based on above thought, we try to improve on Biased-SVM by giving another 
penalty factor to the examples which are identified positive examples from U. These 
positive examples are called confident positive examples. Now, we can minimize the 
following formulation which uses three penalty factors C , C  and C  to weight 

positive errors, confident positive errors and negative errors. 

min  min  , , 12 w c ξ c d ξ c 1 d ξ  

    

s. t. d  w · x b 1 ξ , i 1, m n ;1 d  w · x b 1 ξ , i 1, m n ;        ∑ d m r ;        d 1,   i 1, … m ;        d 0,1  ,   i m 1, … , m n ；ξ 0, i 1, , m n ;d d ,  d , , d .
      

(5)

Where d is the balance constraint which avoids the trivial solution that assigns all the 
unlabeled instances to the same class.  ξ , i 1, , m n  is slack variables which 
allows the misclassification of some training examples. For U, x , i m 1, , mn  are confident positive examples if d 1,  otherwise they are negative examples. 
We can vary C , C  and C  to achieve our objective. Intuitively, we should give a 
big value for C  and a small value for   C  not only because their confidence is  
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different, but also because the dataset in the problem of text classification is always 
unbalanced. The total number of positives is far less than that of negatives among the 
unlabeled example set. And the value of C  is between C  and C  because there are 

inevitable errors when extract positive examples from unlabeled examples. 
For the vector d, the optimize problem (5) is 0-1 programming. On the other hand, it 

is a convex quad programming when d is given. These two programming can be 
resolved by turn. For convex quad programming, we can resolve its dual problem by 
introducing the lagrangian function. We have the following optimization problem (Due 
to space limitations, we do not list the detailed derivation). 

               min                        min,   12 x · x α d β 1 d α d β 1 d
α d β 1 d

                        s. t.   α d β 1 d 0 ;          0 α d β 1 d c , i 1, … , m ;                               
 

             0 α d β 1 d d c 1 d c , i m 1, … , m n (6)

                                     d m r ;                                     d 1 , i 1 , … , m                                       d 0,1  , i m 1 , … , m n ;                                     d d ,  d , ,  d  . 
Where  α ,  β  i  1, 2, . . . , m n  are Lagrange multipliers. After resolving the 
optimization problem (6) by iteration, we can obtain a more accurate SVM-based 
classifier. 

3.2 Algorithm 

Table 1 gives a detail process of resolving EB-SVM. 
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Table 1. EB-SVM algorithm discribed in Section 3.1 

 

• Input: positive examples P, unlabeled examples U; δ r n⁄  ; 
• Set CP , i=1; 
• Assign d 0, j m 1 , … , m n . Namely, each example in P the class label 1 and each example in U the class label 1; 
• Loop; 

Use P and U to train a SVM classifier C  ;  
Classify U using C ; Let the set in U that are classified as positive be S; the number 
of S be t; 
If r 0  

then exit-loop; 
else if 0   

then CP = S , r r –  t ; 
else if t  

        Sort decision values from C with descend. Then designate r the top ranked 
examples S  as CP, r 0; 

else exit-loop; d 1,  j, saitisfy x  ∈ CP; P P CP, U U CP, i i 1; 

• Output: a text classifier C
 

4 Experiment 

4.1 Experimental Setup 

Datasets. 20Newsgroups1 and Reuters2  corpus are used to construct datasets. The 
20newsgroups collection is the Usenet articles collected by Lang [5]. Each group has 
approximately 1000 articles. We use each newsgroup as the positive set and the rest of 
the 19 groups as the negative set, which creates 20 datasets. For Reuters corpus, the top 
ten popular categories are used. Each category is employed as the positive class, and the 
rest as the negative class. This gives us 10 datasets.  

Preprocessing. In data pre-processing, we applied stop word removal, but no feature 
selection or stemming were done. Each document is represented as a vector of tf-idf 
value. 

For each dataset, 30% of the documents are randomly selected as test documents. 
The remaining (70%) are used to create training sets as follows: δ percent of the 

                                                           
1 http://www.cs.cmu.edu/afs/cs/project/theo-11/www/naive-bayes.html 
2 http://www.daviddlewis.com/resources/testcollections/reuters21578/ 
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documents from the positive class is first selected as the positive set P. The rest of the 
positive documents and negative documents are used as unlabeled set U. We range δ 
from 10%-90% (0.1-0.9) to create a wide range of scenarios. For each training dataset, 
30 percent of examples constitute the validation set. 

In the experiment, the linear kernel function is used since it always performs 
excellently for text classification tasks [3]. We use LIBSVM3 to build an SVM-based 
classifier for Biased-SVM and EB-SVM. LPU package4 is used for the implementation 
of S-EM, ROC-SVM. Penalty factors are optimized on validation sets. The range of 
values for C  , C  and C  are from the set: {2 , 2 , … , 2 } and final used values 
are auto-selected iteration index. 

Performance Metric. We use the popular F score on the positive class as the 
evaluation measure. F score takes into account of both recall and precision 

F 2prp r (7)

Where r TP TP FN⁄ , p TP TP FP⁄ . (TP and FP denote the number of 
true positive and false positive examples respectively. FN is the number of false 
negative examples). 

F score cannot be computed on the validation set during the training process because 
there is no negative example. An approximate computing method [6] is used to evaluate 
the performance by F  rProb f X 0  (8)

Where X is the random variable representing the input vector, Prob f X 0  is the 
probability of an input example X classified as positive, r  is the recall for positive set 
P in the validation set. 

4.2 Comparison with Biased-SVM 

As shown in Fig. 1, EB-SVM outperforms Biased-SVM in most cases ( δ from 0.1 to 
0.8) on both corpora. The improvement is much larger for smaller δ because the 
number of positives in U is big and more samples from U will be identified as positives, 
potentially leading to a more accurate classifier for the next step yet. In other words, we 
can obtain very high precision on positive set P. Biased-SVM and EB-SVM obtain very 
similar performance when δ equals 0.9. This is because that the number of positives in 
U is very small and Biased-SVM obtains good performance by using all examples in U 
as negatives in this scenario. 

                                                           
3 LIBSVM: http://www.csie.ntu.edu.tw/~cjlin/libsvm 
4 http://www.cs.uic.edu/~liub/LPU/LPU-download.html 
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Fig. 1. Average F score comparision between EB-SVM and Biased-SVM on 20Newsgroups (a) 
and Reuters Corpus (b) 

4.3 Comparison with Other Methods 

Compared with other popular approach such as S-EM [10] and ROC-SVM [7] it can be 
seen from Fig. 2 that EB-SVM outperforms these methods in most δ  on 
20Newsgroups and Reuters corpora. 

 

Fig. 2. Average F Score Comparison between EB-SVM and Other Methods on (1) 20Newsgroups 
and (2) Reuters Corpus 

5 Conclusions 

In this paper, we have put forward the extension algorithm based on Biased-SVM, 
called EB-SVM. Our developed approach is an iterative classification approach. The 
first iterative step is Biased-SVM and next to build a more accurate classifier by 
extracting confident positive from U. Experimental results have shown that EB-SVM 
can improve the performance of Biased-SVM. 
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Abstract. This paper proposes a new neural network classifier system with 
adaptive weight update. The system is divided into two sections namely, feature 
subset selection section and classification section. Genetic algorithm is 
introduced to complete feature subset selection to save the cost of training 
dataset. Classification section is inspired by a further research on the weight 
coefficient of membership function in “Data-Core-Based Fuzzy Min-Max 
Neural Network”(DCFMN).The modified classifier can improve the 
classification accuracy when training data is much smaller than testing data 
where this situation often occurs in real word due to its capacity of updating its 
weight coefficient while testing data online. This ability is really indispensible 
to classify unlabeled dataset such as field data for fault detection. The proposed 
modified classifier is tested on data-base available online. Results demonstrate 
the good qualities of this new neural network classifier.  

 
Keywords: DCFMN, genetic algorithm, feature subset selection, Fuzzy min-
max neural network, Classifier, Weight value update. 

1 Introduction 

The pattern classification method using the fuzzy min-max neural network (FMNN) is 
proposed in[1]with the concept of fuzzy sets[2]-[6], which is effective for classifying 
multi-dimensional data. The FMNN utilizes hyperbox fuzzy sets to represents a 
region of the n-dimensional pattern space, input samples which fall in a hyperbox 
have full memberships. This algorithm is to find suitable hyperboxes for each input 
patterns with a three-step process: expansion, overlap and contraction. But the 
contraction of hyperboxes of different classes may lead to classification error which is 
still not resolved in GFMN [7] even though it proposes a better membership function. 
In FMCN [8], the author proposes a new architecture with compensatory neurons to 
handle the overlap regions. And the algorithm distinguishes the simple overlap and 
containment. In fact, even FMCN perform better than FMNN and GFMN in most 
cases, its structural complexity increases and consumes more time when training and 
testing. Meanwhile, it omits a kind of overlap which results in classification error. 
Another improved network based on data core is proposed in called data-core-based 
fuzzy min-max neural network (DCFMN).DCFMN [9] can adjust the membership 
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function according to samples distribution in a hyperbox to get a higher classification 
accuracy and its structural is more simple than FMCN. However, all these four 
networks can not perform well with smaller training sets. And without preprocessing 
of training dataset, it is hard for the practical implement of classifier due to the high 
dimension of input patterns. This paper proposes a modified classifier (MDCFMN) 
based on DCFMN to increase classification accuracy by preprocessing the input with 
genetic algorithm and updating weight coefficient in testing procedure when training 
dataset is much smaller than testing dataset. 

This paper is organized as follows. Section 2 reviews the architecture of DCFMN 
which is the basic concept of this new classifier system. Section 3 describes the 
genetic algorithm to select optimal feature subset selection. The modified DCFMN 
(MDCFMN) is introduced in Section 4 for practical field data processing when it is 
hard to get all labeled dataset for training. Section 5 adopts iris dataset to demonstrate 
the feasibility of this new system.  

2 DCFMN Architecture and Implementation 

The neural network architecture of DCFMN is showed in Figure 1.It consists of  two 
sections in the middle layer: classifying neuron (CN)section and overlap classifying 
neuron (OLN)section. The CN neurons are designed to handle input data patterns 
which are not in the overlapped region of different classes. Otherwise, DCFMN 
utilizes OLNs to handle the problem independently by measuring the distance 
between the input sample and the data core in the hyperbox while each output of CNs 
is set to zero.  
  Each neuron in the middle layer represents a n-dimensional hyperbox .The max-min 
points of CNs and OLNs are stored in V W（ , ）and ' ', )V W（ relatively. There are two 

kinds of membership functions: CN membership function
jb and OLN membership 

function
,o qd .The activation function of the classifying neurons

jb  is given by 

( ), , , , , ,( ) min min( ( , ), ( , ))j h h i j i j i j i h i j ib X f x w c f v x cε ε= − + + −      (1)

Where ε is anti-noise coefficient, c is the distance between data core and geometrical 
center in a hyperbox, f is the ramp threshold function. 

An OLN is added to the network when there is an overlap between two hyperboxes 
of different classes and its size is equal to the overlap region.OLN produces two 
outputs, one each for the two overlapped classes. And OLN is activated only when a 
sample belongs to the overlapped region. The activation function is defined as 
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Fig. 1. Architecture of DCFMN 

Where 1,2,...,o l= is the index of OLNs, 1,2q =  indicates the two outputs for two 

classes, qy  is the data core of two corresponding hyperboxes in CNs. 

The learning algorithm consists of three steps, repeat step1 for all the training 
samples then proceed step 2 . 

Step 1: Expansion: Search for a hyperbox that can accommodate the input sample 
then expand it. The criteria that expanded hyperbox can overlap with another 
hyperbox of different classes reduce the number of hyperboxes generated through 
training procedure.  
Step 2: Overlap Test: Check whether any overlap between different classes exists. If 
isolation is true, then no OLN needs to be added to the network. Otherwise, an OLN 
neuron is created to handle the dispute in overlapped region and utilize 'V and 'W  to 
store the min and max points of OLNS. 

3 Dataset Preprocessing by Genetic Algorithm 

In this section, a genetic-algorithm-based selective method is proposed to select a 
subset of the original dataset, which first reduces the data dimension for effective 
subsequent processing. This is of high importance for reducing the time consume and 
increasing classification accuracy of field data processing.  

The performance of the selected feature subset [10] is measured by its classification 
accuracy and the number of selected feature. So in this paper, the fitness is defined as 
follow: 

2(1 ) 10fitness a b Sϕ= − × + ×       (2)
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Where ϕ indicates the classification accuracy ratio, S is the total number of feature 

selected in original dataset. a and b are two weight coefficients that adjust the 
significance of classification accuracy and the number of feature selected. In this 
paper, 0.6, 0.4a b= = .For reproduce, crossover and mutation, we choose roulette 
wheel selection method and the parameters of GA are defined as follow: 

1) Crossover probability cP  

2) Mutation probability mP =0.1 

3) Population size is 50m =  
4) Maximum iterations 200k =  

Because the dimension of a hyperbox in classifier is equal to that of input patterns. 
The reduced dimension preprocessing by GA can simplify the architecture and save 
the large amount of the time consumed by training and testing.  

4 A Modified Classifier with Adaptive Weigh Update  

In DCFMN, ( , )f r c is a two parameter ramp threshold function given by 

2

2

(1 )

1
(1 )

, 0, 0

( , ) , 0, 0

1, 0

r c

r c

e r c

f r c e r c

r

λ

λ

− × + ×

− × + ×

 > >

= > <
 >


              
(3)

Where utilizing λ to control the slope of the membership function. when λ  increases, 
the slope change more slowly. 

The improved classifying procedure is inspired by the further research on the 
parameters which are used in this threshold function and thus we name it modified  
data-core-based fuzzy min-man classifier(MDCFMN).These four parameters λ 、 

γ 、θ and c will be explained in detail in terms of their role in the membership 

function. 

1) Expansion coefficient:θ  
The expansion coefficientθ is used to control the size of hyperbox. Theoretically, 
when θ =1, the number of hyperboxes is equal to that of class nodes. In this situation, 
the calculation speed of the learning and classifying is fast at the cost of the accuracy 
of classification. In contrary, if θ is set small enough, the network will distribute each 
of input samples a hyperbox which results in consuming a large amount of calculation 
time and the large number of hyperbox does not guarantee the classification accuracy. 
In conclusion, when the network reaches its best performance, the value of θ can not 
be too large or too small in the range of 0 to1.For example, in a simulation which 
Fig.2 shows, we choose 50% of iris data set for training and the rest for testing, the 
result shows, θ =0.24 is a relatively ideal value for a higher classification accuracy in 
this case. 
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Fig. 2. Classification error Fig. 3. Membership function 

2) Sensitivity parameter γ  
Sensitivity parameter γ is designed to control the slop of the membership function. In 

FMNN, γ is a constant. In GFMN, γ is a one-dimensional vector whose length is 

equal to the number of hyperboxes. Since there is no concrete scheme for choosing 
this coefficient, it always holds constant. Fig.3 shows the function relationship 
between γ and jb .In practical, the value of γ is decided by experience or traversal 

method. When the value γ is large enough, the classification error tend to keep 

constant. 

3) Noise suppression coefficient λ  
Coefficient λ is utilized to control the consistency of the slopes on both sides, its 
operation is similar to swig the membership function holding the peak. The effect is 
showed in Fig.4 (a), when λ =1,it has no impact on the original function. 
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Fig. 4. Membership function with different λ and data core 
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The appropriate selection of coefficient λ can suppress the negative impact on 
classification brought by noise.  

4)Sample distribution coefficient c  
Sample distribution coefficient c is designed to indicate the distribution 
characteristics of samples in a hyperbox. That means c is the difference between the 
data core and the geometric center in a hyperbox, defined as 

, , , ,( ) / 2j i j i j i j ic v w y= + −  
(4)

Where 1, ,i n=  , ,j iy  is the average of the entire data in the i th dimension within 

hyperbox j .The parameter c can adjust the membership in shape due to different 

distribution of data in a hyperbox resulting in a higher accuracy in learning. 
Compared with the geometrical point of a hyperbox, the coefficient c emphasizes 

the center gravity of a hyperbox with its samples that belong to. This feature plays an 
important role in calculating the membership for a input sample. The purpose is to 
increase the membership of the input samples near the data core of the hyperbox. 
Fig.4(b) shows that when data core is equal to the geometrical center 
( 0.25V = , 0.30W = ), coefficient c has no effect on the membership function. 
Otherwise, the shape of the function can change to generate a compensation for input 
samples near the data core.  

From explanations above, we know among the four weigh coefficient,  
λ、 γ andθ are relatively independent on the input samples and generally decided 

by experience or going through the possible values. But coefficient c is close to the 
input samples and sensitive to their changes. Meanwhile, the distribution 
characteristics of input are manifested by coefficient c . So it is obviously necessary 
to update the coefficient c while processing the classification. That means after each 
of input samples is classified, recalculate the data core in the corresponding hyperbox 
to readjust its position for next classification. This method of weigh update is fairly 
effective when the training data is relatively smaller than testing data in size. This 
situation often occurs when analyzing the field data. 

Fig.5 shows the capacity of updating the coefficient c can improve the accuracy of 
classification. Through updating the data core, the membership of hyperbox1 of class 
1change from hyperbox 1a to hyperbox 1b.If utilizing a sample A of class 1 for 
testing, through updating the coefficient its membership increases from b1b to b1a,first 
smaller than b2 of class 2 then greater than it. This improvement saves sample A from 
class 2 to class 1finally making the correct classification.   

In conclusion, the classification procedure is: indentify whether the input sample 
fall in the overlap region, if the condition is true, then utilize OLN to proceed 
classification. Otherwise, CN finishes the task. One improvement compared with 
DCFMN, the classification algorithm has the capacity to update the data core in 
hyperboxes based on the classification result which has practical effective on site data 
processing. And through simulation, this enforcement has a obviously better 
performance when the size of training data is far smaller than that of testing data. The 
procedure is showed by the flowchart in Fig.6. 
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5 Experiment Results 

The two algorithms are compared both in training and testing. In Fig.7,the training 
size is 99% and in Fig.8,the training data size is 50% and use the rest for testing. The 
result in Fig.7 and Fig.8 shows MDCFMN has a better performance in learning and 
classification than FMNN.  
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This classifier’s capacity to improve classification accuracy when the size of 
training data set is relatively much smaller than that of testing set is showed in 
Fig.9.The result shows even with a small(7%)training data, MDCFMN has an 
excellent performance in classification. 
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Fig. 9. Testing result given a low-percent(7%) training data 
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Abstract. In this study, we propose the hybrid method of face recognition by 
using face region information extracted from the detected face region. In the 
preprocessing part, we propose hybrid approach based on ASM and the PCA 
algorithm. In this step, we use a CCD camera to obtain a picture frame. By us-
ing histogram equalization method, we can partially enhance the distorted im-
age influenced by natural as well as artificial illumination. AdaBoost algorithm 
is used for the detection of face image between face and non-face image area. 
ASM(Active Shape Model) to extract the face contour detection and image 
shape to produce personal profile. The proposed RBFNNs architecture consists 
of three functional modules such as the condition phase, the conclusion phase, 
and the inference phase as fuzzy rules for 'If-then' format. In the condition 
phase of fuzzy rules, input space is partitioned with fuzzy C-means clustering. 
In the conclusion phase of rules, the connection weight of RBFNNs is 
represented as three kinds of polynomials such as constant, linear, and quadrat-
ic. The essential design parameters of the networks are optimized by means of 
Differential Evolution. The proposed RBFNNs are applied to facial recognition 
system and then demonstrated from the viewpoint of output performance and 
recognition rate. 
 
Keywords: Radial Basis Function Neural Networks, Principal Component 
Analysis, Active Shape Model, Fuzzy C-means Method, Differential Evolution. 

1 Introduction 

Biometrics means technologies that identify individuals by measuring physical or 
behavioral characteristics of humans. A password or PIN(Personal Identification 
Number) type recently used by means of personal authentication requires to be 
memorized as well as to be robbed[1]. The existing face recognition algorithms 
were studied by using 2D image. Besides the face, local eye or face template 
matching-based method was used. The issues of overhead of computation time as 
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well as the amount of memory were raised due to the image data or learning. PCA 
transformation that enable to decrease processing time by reducing the 
dimensionality of the data has been proposed to solve such problem. Recently, the 
more effective application and better improvement were attempted by using ASM. 
In this study, to design face recognition system, hybrid data preprocessing methods 
and DE-based RBFNNs are used. In here, hybrid data preprocessing methods are 
related to histogram equalization, AdaBoost, PCA and ASM. This paper is organized 
as follows. Histogram equalization, AdaBoost, ASM and PCA are described by 
the preprocessing part of face recognition in section 2. Optimization technique 
and design method of a pattern classifier model for face recognition are covered 
in section 3. In section 4, we analyzed the performance of the proposed face 
recognition system by using input images data from CCD camera. Finally, the 
conclusion of the proposed system is handled in section 5. 

2 Data Preprocessing Procedure for Facial Feature Extraction 

[Step 1]. Histogram equalization 
 
[Step 1-1]. Generate a histogram. 

h(rk)=nk (1)

where rk is brightness level of the kth and nk is the number of pixels having brightness 
level of rk. 
 
[Step 1-2]. Calculate cumulative sum. 
 


=

=
k

j

j
k n

n
s

1  
  (2)

where k=1,2,...,L , sk is brightness value of output image corresponding to the 
brightness value(rk) of input images. 
 
[Step 1-3]. resulting image is generated by mapping output value depending on 

the pixels location [2]. 
 
[Step 2]. AdaBoost-based face detection 
 
[Step 3]. Face shape extraction using ASM  
 
[Step 4]. Feature extraction using PCA 
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3 Design of Pattern Classifier Using RBF Neural Networks 

3.1 Architecture of Polynomial-Based RBFNNs 

The proposed P-RBFNNs exhibits a similar topology as the one encountered in 
RBFNNs. However the functionality and the associated design process exhibit some 
evident differences. In particular, the receptive fields do not assume any explicit func-
tional form (say, Gaussian, ellipsoidal, etc.), but are directly reflective of the nature of 
the data and come as the result of fuzzy clustering.  

 

Fig. 1. Topology of P-RBFNNs showing three functional modules of condition, conclusion and 
aggregation phases 

The above structure of the classifier can be represented through a collection of 
fuzzy rules  

If x is Ai then fji(x) 
(3)

where, the family of fuzzy sets Ai is the i-cluster (membership function) of the ith 
fuzzy rule, fji(x) is a polynomial function generalizing a numeric weight used in the 
standard form of the RBFNNs, and c is the number of fuzzy rules (clusters), and 
j=1,…,s; ‘s’ is the number of output. 

3.1.1 Condition Phase of Networks   
The condition phase of P-RBFNNs is handled by means of the Fuzzy C-Means 
clustering. The FCM clustering method is used widely as a data preprocessing and 
analysis features of a given data based on the information of the identified data. In 
this paper,  the partition matrix formed by FCM is used as the fitness of receptive 
field. Consequently, we are able to handle more efficiently input data than 
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conventional RBFNNs. In this section, we briefly review the objective function-based 
fuzzy clustering with intent of highlighting it key features pertinent to this study. The 
FCM algorithm is aimed at the formation of ‘c’ fuzzy sets (relations) in Rn. The 
objective function Q guiding the clustering is expressed as a sum of the distances of 
individual data from the prototypes v1, v2, …, and vc,  
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Here, || || denotes a certain distance function; ‘m’ stands for a fuzzification factor 
(coefficient), m>1.0. N is the number of patterns (data). Consider the set X which 
consists of N patterns treated as vectors located in some n-dimensional normalized 
Euclidean space, that is, X={x1,x2,…,xN}, xk∈Rn, 1≤k≤N. The minimization of Q is 
realized in successive iterations by adjusting both the prototypes and entries of the 
partition matrix, that is min Q(U, v1, v2, …, vc). The corresponding formulas used in 
an iterative fashion read as follows 
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The properties of the optimization algorithm are well documented in the literature, cf. 
[3]. In the context of our investigations, we note that the resulting partition matrix 
produces ‘c’ fuzzy relations (multivariable fuzzy sets) with the membership functions 
u1, u2, …, uc forming the corresponding rows of the partition matrix U, that is U = 
[u1

T u2
T …. uc

T].  

3.1.2 Conclusion Phase of Networks  
Polynomial functions are dealt with in the conclusion phase. For convenience, we 
omit the suffix j from fji(x) shown in Fig. 1 and (3). Several classes of polynomials are 
worth noting 
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3.1.3 Aggregation Phase of Networks  
Let us consider the P-RBFNNs structure by considering the fuzzy partition realized in 
terms of FCM as shown in Fig. 1. The output of P-RBFNNs can be obtained by 
following a standard inference mechanism used in rule-based systems [4]. 
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Where, ui =Ai(x). All the entries sum up to 1 as indicated. gj (x) describes here the 
discriminant function for discerning j-th class. 

Based on the local polynomial-like representation, the global characteristics of the 
P-RBFNNs result through the composition of their local relationships. 

3.2 The Discriminant Function  

There are many different ways to describe pattern classifiers. One of the most useful 
ways is the one realized in terms of a set of discriminant functions gi(x), i=1,…,m 
(where m stands for the number of classes). The classifier is said to assign a input 
vector x to class ωi if 

gi(x)> gj(x)      for all j≠i.    fxax Tg =)(     (10) 

Thus, the classifiers are viewed as networks that compute m discriminant functions 
and select the category corresponding to the largest value of the discriminant. 

The final output of networks, (10), is used as a discriminant function g(x) and can 
be rewritten in a form of the linear combination.  

3.3 Differential Evolution 

In this study, the evolution strategy called Differential Evolution (DE) [5] has been 
proposed. The algorithm can be outlined as the following sequence of steps 
 
[Step 1]. Generate “NP” population in search space. 
 
[Step 2]. Perform the mutation to ge generate a mutant vector )1(mutant +tD .Perform 
crossover to obtain a trial vector for each target vector using mutant vector. Evaluate 
the trial vectors )1( +ttrialD . Until the termination criterion has been satisfied, repeat 

steps 2.  
 
In this study, mutation methods of DE/Rand/1/ β  is used and learning rate, 
momentum coefficient and fuzzification coefficient is optimized by using DE. 
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4 Applications to Face Recognition System 

Face recognition is designed by using RBFNNs algorithms. Color images of 
640×480 size are converted to gray images. The distorted images by light are 
improved by using histogram equalization. We extracted images including the face 
area to squares of N×N size. After the extraction, a personal profile consists of the 
extracted face contour and the shape obtained by ASM. Fig. 2 shows the exampl 
e of facial image dataset used for experiment. 

(a)      

(b)      

(a) Original image data, (b) Image data extracted by ASM 

Fig. 2. Example of facial image dataset used for experiment(IC&CI Lab. DB)  

In this study, we carry out two cases of experiments as follows: 

a) Case 1: Carry out using AdaBoost algorithm and histogram equalization 
without ASM from real-time images.  

b) Case 2: Carry out using AdaBoost algorithm and histogram equalization with 
ASM from real-time images. 

DB of face images consists of total 80 images which are 10 images per person from 8 
persons in IC&CI Lab in the university of suwon. DB of (b) is built up by applying 
ASM algorithm from (a) in order to compare Case 1 with Case 2. Table 1 shows 
parameters of the proposed model used in the experiment. 

The values of performance index of each experiment are calculated as recognition 
success rate. The recognition rate of all the experiments is evaluated as the number of 
recognized faces for 10 times per candidate. Also, the classifier is carried out by three 
split data sets training, validation, and testing data set. Learning rate, momentum 
coefficient and fuzzification coefficient are optimized by DE. Experimental results are 
shown in Table 2. Experimental results are described as recognition performance 
(recognition rate, the number of false recognition). 

Table 2 show experimental results of basic conditions without obstacle factors. 
When the polynomial type is linear and the number of rules is 4, we confirmed 
recognition rate of more than 90 percent in both Case 1(Without ASM) and Case 
2(With ASM). Next, the performance of face recognition is experimented with by 
applying various obstacle factors. In this study, the classifier is trained by 10 images 
used from the preceding experiment (Case 1). The recognition performance is 
evaluated by using test images that include obstacle factors. Under same experimental 
condition, the experiment including obstacle factors in carried out. In case of wearing 
a cap, Table 3 shows the experimental results for two cases of case 1 and case 2. 
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Table 1. Experiment parameters used for face recognition (IC&CI Lab. DB) 

RBFNNs 

The number of learning 100 

The number of rules [2, 5] 

Polynomial type Constant, Linear, Reduced quadratic 

Data split Training : Validation : Testing = 5 : 3 : 2 

Optimization Algorithm DE 

The number of objective function (Generations/swarms) 2000(20×100) 

Search 

space 

Learning rate [1e-8, 0.01] 

Momentum coefficient [1e-8, 0.01] 

Fuzzification coefficient [1.1, 3.0] 

Table 2. Results of IC&CI Lab. dataset (Without obstacle factors) 

sets 

Number 

Case 1 (Without ASM) Case 2 (With ASM) 

RBFNNs L-RBFNNs Q-RBFNNs RBFNNs L-RBFNNs Q-RBFNNs 

2 31.25%(55/80) 88.75%(9/80) 88.75%(9/80) 35.00%(52/80) 86.25%(11/80) 83.75%(13/80) 

3 25.00%(60/80) 92.50%(6/80) 90.00%(8/80) 30.00%(56/80) 91.25%(7/80) 90.00%(8/80) 

4 32.50%(54/80) 90.00%(8/80) 90.00%(8/80) 37.50%(50/80) 86.25%(9/80) 86.25%(9/80) 

5 41.25%(47/80) 88.75%(9/80) 87.50%(10/80) 45.00%(44/80) 86.25%(9/80) 87.50%(10/80) 

Table 3. Results of IC&CI Lab. dataset(Wearing a cap) 

Rules 

Number 

Case 1 (Without ASM) Case 2 (With ASM) 

RBFNNs L-RBFNNs Q-RBFNNs RBFNNs L-RBFNNs Q-RBFNNs 

2 18.75%(65/80) 57.50%(34/80) 45.00%(44/80) 27.50%(58/80) 67.50%(27/80) 63.75%(29/80) 

3 23.75%(61/80) 56.25%(35/80) 50.00%(40/80) 22.50%(62/80) 57.50%(34/80) 61.25%(31/80) 

4 28.75%(57/80) 51.25%(39/80) 42.50%(46/80) 31.25%(55/80) 62.50%(30/80) 58.75%(33/80) 

5 21.25%(63/80) 43.75%(45/80) 51.25%(39/80) 38.75%(49/80) 53.75%(37/80) 56.25%(35/80) 

Table 3 shows the determination of recognition performance in comparison to the 
previous experiment (Without obstacle factors). The recognition rate of Case 2 is 
better than Case 1 by using the effective facial features because the unnecessary 
image parts are removed by using ASM. Fig. 3 shows recognition performance 
between basic image and image including obstacle factors (Wearing a cap). 
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Basic image (Without obstacle factors) Wearing a cap (With obstacle factors) 

Using a  

images 
 

  
 

Recognition 

rate(%) 

Basic 2D(Case 1) Hybrid(Case 2) Basic 2D(Case 1) Hybrid(Case 2) 

92.50% 91.25% 56.25% 67.50% 

Fig. 3. Comparison of face recognition results 

5 Conclusion 

In this study, the proposed face recognition system is divided into two modules. 
In the preprocessing part, two dimensional gray images of face are obtained by 
using AdaBoost and then histogram equalization is used to improve the quality of 
image. Also, a personal profile consists of the extracted face contour and shape 
obtained by ASM. The feature points of personal profile were extracted by using 
PCA algorithm. In the classifier part, we proposed the optimized RBFNNs for 
face recognition. The membership function of the premise part is based on of FCM 
algorithm and the partition matrix of FCM is used as fitness of membership function. 
The image data obtained from CCD camera in used for preprocessing procedures 
such as image stabilizer, face detection and feature extraction. The preprocessing 
image data is recognized though RBFNNs.  
 
Acknowledgements. This work was supported by the GRRC program of Gyeonggi 
province [GRRC SUWON2011-B2, Center for U-city Security & Surveillance 
Technology] and also National Research Foundation of Korea Grant funded by the 
Korean Government (NRF-2009-0074928).  

References 

1. Chellappa, R., Wilson, C.L., Sirohey, S.: Human and Machine Recognition of Faces: A 
Survey. Proc. of IEEE 83(5), 704–740 (1995) 

2. Aiyer, A., Pyun, K., Huang, Y.Z., O’Brien, D.B., Gray, R.M.: Lloyd clustering of Gauss 
mixture models for image compression and classification. Signal Processing: Image Com-
munication 20, 459–485 (2005) 

3. Bezdek, C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum Press, 
New York (1981) 

4. Oh, S.-K., Pderycz, W., Park, B.-J.: Self-organizing neurofuzzy networks in modeling 
software data. Fuzzy Sets and Systems 145, 165–181 (2004) 

5. Storn, R.: Differential Evolution, A Simple and Efficient Heuristic Strategy for Global Op-
timization over Continuous Spaces. Journal of Global Optimization 11, 341–359 (1997) 



J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 213–220, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Design of Face Recognition Algorithm Using Hybrid  
Data Preprocessing and Polynomial-Based  

RBF Neural Networks 

Sung-Hoon Yoo1, Sung-Kwun Oh1, and Kisung Seo2 

1 Department of Electrical Engineering, The University of Suwon, San 2-2 Wau-ri, 
Bongdam-eup, Hwaseong-si, Gyeonggi-do, 445-743, South Korea 

ohsk@suwon.ac.kr 
2 Department of Electronic Engineering, Seokyeong University, Jungneung-Dong 16-1, 

Sungbuk-Gu, Seoul 136-704, South Korea 

Abstract. This study introduces a design of face recognition algorithm based on 
hybrid data preprocessing and polynomial-based RBF neural network. The 
overall face recognition system consists of two parts such as the preprocessing 
part and recognition part. The proposed polynomial-based radial basis function 
neural networks is used as an the recognition part of overall face recognition 
system, while a hybrid algorithm developed by a combination of  PCA and 
LDA is exploited to data preprocessing. The essential design parameters 
(including learning rate, momentum, fuzzification coefficient and feature 
selection) are optimized by means of the differential evolution (DE). A 
well-known dataset AT&T database is used to evaluate the performance of the 
proposed face recognition algorithm. 

Keywords: Polynomial-based Radial Basis Function Neural Networks, Principal 
Component Analysis, Linear Discriminant Analysis, Differential Evolution.  

1 Introduction 

RBF NNs exhibit some advantages including global optimal approximation and 
classification capabilities, see [1-2]. In this paper, we present a concept of the 
polynomial-based radial basis function neural networks (P-RBF NNs) based on fuzzy 
inference mechanism. The main objective of this study is to propose an efficient 
learning algorithm for the P-RB FNNs and its applications in face recognition. The 
P-RBF NNs is proposed as one of the recognition part of overall face recognition 
system that consists of two parts such as the preprocessing part and recognition part. 
In data pre-processing part, principal component analysis (PCA) [3] which it is useful 
to express some classes using reduction, since it is effective to maintain the rate of 
recognition and to reduce the amount of facial data. However, because of using the 
whole face image, it can’t guarantee the detection rate about the change of the 
viewpoint and the whole image. To compensate for the defects, many researchers 
adopt linear discriminant analysis (LDA) [4] to enhance the separation of different 
classes. In this pre-processing part of paper, we first introduce the design of hybrid 
algorithm that combines PCA with LDA,and then report  the performance of the 
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PCA and LDA fusion algorithm. In recognition part, we design a P-RBF NNs based 
on fuzzy inference mechanism. The essential design parameters (including learning 
rate, momentum, fuzzification coefficient and feature selection) are optimized by 
means of the Differential Evolution (DE) [6]. The proposed P-RBF NNs dwell upon 
structural findings about training data that are expressed in terms of partition matrix 
resulting from fuzzy clustering in this case being fuzzy C-means (FCM). The network 
is of functional nature as the weights between the hidden layer and the output are 
treated as some polynomials. The proposed P-RBF NNs are applied to AT&T 
datasets.  

2 Data Preprocessing for Extraction of Facial Features 

2.1 Principal Component Analysis 

PCA is the simplest of the true eigenvector-based multivariate analyses [3]. Generally, 
its operation can be thought of as revealing the internal structure of the data in a way 
which best explains the variance in the data. If a multivariate dataset is visualized as a 
set of coordinates in a high-dimensional data space (1 axis per variable), PCA can 
provide a lower-dimensional picture, a "shadow" of this object when viewed from its 
(in some sense) most informative viewpoint. This is done by using only the first few 
principal components so that the dimensionality of the transformed data is reduced.  

2.2 Linear Discriminant Analysis 

LDA is also closely related to principal component analysis (PCA) and factor analysis 
in that they both look for linear combinations of variables which best explain the data 
[4]. LDA explicitly attempts to model the difference between the classes of data. PCA 
on the other hand does not take into account any difference in class, and factor analysis 
builds the feature combinations based on differences rather than similarities. 
Discriminant analysis is also different from factor analysis in that it is not an 
interdependence technique 

2.3 Hybrid Approach Based on PCA and LDA  

As mentioned above, both the PCA and LDA are the classical algorithms. They are 
widely used in the field of classification and many approaches using PCA or LDA 
have been reported,respectively. Based on this observation, we expected that the 
approach combining different classifiers leads to better results.  

 
1. Compute a template for each identity in the database. 
2. Selected the average image for both PCA and LDA representations 
3. Obtained the combined distance vector by computing the mean vector 
4. Obtained the combined distance vector by appending the dPCA and dLDA vector 
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5. Distance vectors are composed by C (Number of Identities) components instead  
of N (Number of images).  

6. These vectors are combined. 

3 Architecture of Proposed Polynomial-Based RBF NNs 

The proposed P-RBF NNs exhibits a similar topology as the one encountered in RBF 
NNs. However the functionality and the associated design process exhibit some evident 
differences. In particular, the receptive fields do not assume any explicit functional 
form (say, Gaussian, ellipsoidal, etc.), but are directly reflective of the nature of the 
data and come as the result of fuzzy clustering.  

 

Fig. 1. Topology of P-RBF NNs showing three functional modules of condition, conclusion  
and aggregation phases 

The structure shown in Figure 1 can be represented through a collection of fuzzy rules  

If x is Ai then fji(x)                                (1) 

where, the family of fuzzy sets Ai is the i-cluster (membership function) of the ith fuzzy 
rule, fji(x) is a polynomial function generalizing a numeric weight used in the standard 
form of the RBF NNs, and c is the number of fuzzy rules (clusters), and j=1,…,s; ‘s’ is 
the number of output. 

3.1 Condition Phase of Networks   

The condition phase of P-RBF NNs is handled by means of the Fuzzy C-Means 
clustering. The FCM algorithm is aimed at the formation of ‘c’ fuzzy sets (relations) 
in Rn. The objective function Q guiding the clustering is expressed as a sum of the 
distances of individual data from the prototypes v1, v2, …, and vc,  
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The minimization of Q is realized in successive iterations by adjusting both the 
prototypes and entries of the partition matrix, that is min Q(U, v1, v2, …, vc). The 
corresponding formulas used in an iterative fashion read as follows 
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In the context of our investigations, we note that the resulting partition matrix produces 
‘c’ fuzzy relations (multivariable fuzzy sets) with the membership functions u1, u2, …, 
uc forming the corresponding rows of the partition matrix U, that is U = [u1

T u2
T …. 

uc
T].  

3.2 Conclusion Phase of Networks  

Polynomial functions are dealt with in the conclusion phase. For convenience, we 
omit the suffix j from fji(x) shown in Figure 1 and (1). Several classes of polynomials 
are worth noting. 
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These functions are activated by partition matrix and lead to local regression models 
located at the condition phase of the individual rules. 

3.3 Aggregation Phase of Networks  

Let us consider the P-RBF NNs structure whose fuzzy partition realized in terms of 
FCM as shown in Figure 1. The output of P-RBF NNs can be obtained by following a 
standard inference mechanism used in rule-based systems [5], 
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Where, ui =Ai(x). All the entries sum up to 1. gj (x) describes here the discriminant 
function for discerning j-th class. 

4 P-RBF NNs Classifiers: Learning Method and Its Optimized 
by DE 

4.1 The Discriminant Function  

One effective way is the one realized in terms of a set of discriminant functions gi(x), 
i=1,…,m (where m stands for the number of classes). The classifier is said to assign a 
input vector x to class ωi if 

gi(x)> gj(x)      for all j≠i                      (8)  

Thus, the classifiers are viewed as networks that compute m discriminant functions 
and select the category corresponding to the largest value of the discriminant. The 
final output of networks is used as a discriminant function g(x) and can be rewritten in 
a form of the linear combination 

fxax T)( =g                            (9) 

Where, a is a vector of coefficients of polynomial functions used in the conclusion 
phase of the rules and fx is a matrix of U and x. 

4.2 Optimization of Parameters of the P-RBF NNs with the Aid of DE 

In this paper, learning rate, momentum coefficient, fuzzification coefficient, and 
feature selection is optimized by using DE. Fig.2 shows the construction of initial 
parameter vectors. 

 

Fig. 2. The Structure of parameter vectors for optimization of P-RBF NNs 

5 Experimental Studies 

5.1 Experimental Design 

Each experiment consists of the following four steps: In the first step, we splitting of data 
into 80%-20% training and testing subsets, namely, 80% (the training dataset is divided 
into 50%-30% training and validation set) of the whole pattern are selected randomly for 
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training and the remaining pattern are used for testing purpose. In the second step, PCA 
(Case 1), and PCA and LDA fusion algorithm (Case 2) are generated inside the 
sub-images. In the third step, the classifier is designed and trained. Finally the fourth step, 
performance of the classification is evaluated. In the assessment of the performance of the 
classifier, we report the % of correctly classified patterns. The numeric values of the 
parameters of the DE used in the experiments are shown in Table 1. 

Table 1. Parameters of DE for the optimization of P-RBF NNs 

RBFNNs 

The number of learning 100 

The number of rules [2, 5] 

Polynomial type Linear, Reduced quadratic 

Data split Training : Validation : Testing = 5 : 3 : 2 

Optimization Algorithm DE 

Number of generations/ Populations 20/ 100 

 
Search 
space 

Learning rate [1e-8, 0.01] 

Momentum coefficient [1e-8, 0.01] 

Fuzzification coefficient [1.1, 3.0] 

Feature selection More than 0.5 

5.2 ORL Database 

The ORL database contains 400 face images from 40 individuals in different states. 
The total number of images for each person is 10. They vary in position, rotation, 
scale and expression.  

- The linear type of polynomial function get better performance than the reduced 
quadratic. 

- When the number of rules is increased, the performance becomes worse for testing 
data. The L-RBFNNs model obtains the best performance (Recognition rate for 
testing data: 93.65±1.78%) when the number of rules equals to 4. 

- When the number of rules is increasing, the fusion method leads to better 
performance in comparison with PCA-based method. 

- Experimental results showed that the fusion method has an improved when 
compared with PCA in term of P-RBF NNs models. 

Table 2. Classification performance on AT&T dataset using PCA method (Case 1) 

Classifier 
Model 

Number of 
Rules 

Polynomial 
Type 

Classification rate (%) 

Training Validation Testing 

DE- 
pRBFNNs 
(Case 1) 

2 
L-RBFNNs 99.25±2.78 90.25±0.80 86.57±1.18 

RQ-RBFNNs 99.11±2.02 86.84±0.83 84.13±4.84 

3 
L-RBFNNs 98.50±2.14 88.41±3.69 88.08±2.01 

RQ-RBFNNs 99.89±1.62 85.90±1.43 85.26±3.38 

4 
L-RBFNNs 97.76±4.02 91.84±1.53 86.28±2.50 

RQ-RBFNNs 98.32±3.08 84.04±0.73 82.57±4.80 

5 
L-RBFNNs 98.12±1.46 87.74±0.62 85.57±3.09 

RQ-RBFNNs 99.28±2.39 83.55±1.92 81.13±5.76 
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Table 3. Classification performance on AT&T dataset using fusion method (Case 2) 

Classifier 
Model 

Number of 
Rules 

Polynomial 
type 

Classification rate (%) 

Training Validation Testing 

DE- 
pRBFNNs 
(Case 2) 

2 
L-RBFNNs 96.63±2.53 93.96±2.27 91.65±3.78 

RQ-RBFNNs 99.08±1.85 96.25±2.46 90.69±2.99 

3 
L-RBFNNs 97.58±1.11 95.83±0.69 92.66±3.82 

RQ-RBFNNs 98.69±0.67 96.06±1.82 89.69±6.16 

4 
L-RBFNNs 99.00±0.71 95.63±1.05 93.65±1.78 

RQ-RBFNNs 98.33±2.80 96.95±0.84 88.28±2.52 

5 
L-RBFNNs 97.81±1.63 94.22±1.96 91.17±2.39 

RQ-RBFNNs 98.99±1.91 95.56±2.16 85.15±3.16 

6 Conclusions 

In this paper, we proposed the face recognition technique for image feature extraction 
and recognition. In preprocessing part, the PCA and LDA fusion algorithm has many 
advantages over conventional PCA (Eigenfaces). Since that method is based on the 
image matrix, it is simpler and more straightforward to use for feature extraction and 
better than PCA in terms of recognition rate in overall experiments. In recognition 
part, the P-RBF NNs involve a partition function formed by the FCM clustering and 
used here as an activation function of the neurons located in the hidden layer. The 
proposed model has polynomials weights. Given this, it is capable of generating more 
complex nonlinear discriminant functions. The estimation of some parameters of the 
P-RBF NNs such as the learning rate, momentum coefficient, fuzzification coefficient, 
and feature selection by means of Differential Evolution (DE) appeared to be an 
important and effective design facet. The experiments evidenced the classification 
capabilities of the P-RBF NNs. The proposed P-RBF NNs could be of interest as 
computationally effective constructs for handling high-dimensional pattern 
classification problems.  
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Abstract. Sparse representation method, especially the Two-Phase Test Sample 
Representation (TPTSR) method is regarded as a powerful algorithm for face 
recognition. The TPTSR method is a two-phase process in which finds out the 
M nearest neighbors to the testing sample in the first phase, and classifies the 
testing sample into the class with the most representative linear combination in 
the second phase. However, this method is limited by the overwhelming 
computational load, especially for a large training set and big number of 
classes. This paper studies different nearest neighbor selection approaches for 
the first phase of TPTSR in order to reduce the computational expenses of face 
recognition. Experimental results and theoretical analysis show that 
computational efficiency can be significantly increased by using relatively more 
straightforward criterions while maintaining a comparable classification 
performance with the original TPTSR method. 

Keywords: Computer vision, face recognition, pattern recognition, sparse 
representation, transform methods. 

1 Introduction 

Face recognition has been attracting many attentions in recent years, especially the 
advance in computer technology offers the space for complicated algorithms for 
pattern recognition. Methods with linear transformation, such as the Principal 
Component Analysis (PCA) [1-3], and the Linear Discriminant Analysis (LDA) [4, 
5], project the sample space into another space of much lower dimension in order to 
simplify the computation model and reduce the computation load. However, these 
approaches all have different rationales to reduce the sample dimensions. For 
example, the PCA method transforms the original sample space into a space which 
apparently shows the maximum variance of all the samples, and the LDA method 
redistributes the samples so that the distances of the centers of different classes are 
maximized. With nonlinear transformation methods being proposed, such as the 
kernel PCA [6-9] and the kernel LDA [10-12], the recognition performance has been 
considerably increased. In the transformation methods, all the training samples are 
processed to generate a transform space, and the testing samples as well as the 
training samples are then projected onto this space, each producing a representation. 
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In this transform space, the distance between representations of the testing sample and 
the training sample becomes a new metric for a classifier to apply on, instead of using 
the original sample distance.  

The conventional LDA methods usually make use of the information from the 
whole training space, however, the global information may not be so efficient when a 
classifier has limited performance. A Local LDA method was proposed to concentrate 
on local information within the training space by selecting the appropriate feature 
extraction approach for the samples in a local area in accordance with the local data 
structure [13]. By focusing on the local distribution of training data, the design and 
testing of the LDA classifier can be much more efficient than the global methods. 

In a recent effort, a Two-Phase Test Sample Representation (TPTSR) method was 
proposed for face recognition [14]. In this method, a face recognition task is divided 
into two phases. The first phase selects the M nearest neighbors for the testing sample 
by representing it with the linear combination of all the training samples, and the 
neighbors are determined by the contribution each sample makes in the 
representation. In the second phase of TPTSR, the selected M nearest neighbors from 
the first phase are processed further by linearly representing the testing sample with a 
new set of coefficients. These coefficients weights each of the M nearest neighbors in 
the linear combination, and the weighted training sample is called its contribution to 
the representation. The testing sample will be classified to the class whose training 
samples of the nearest neighbors make the greatest contribution to representing the 
testing sample. The TPTSR method increases the probability of correct classification 
by identifying the M closest candidates to the testing sample in the first phase.  

Although the TPTSR method has been proven to be very powerful in face 
recognition, the computation load for the matrix operations has considerably slowed 
down the process. Therefore, in this paper we study alternative nearest neighbor 
selection criterions for the first phase of the TPTSR method, using the two most 
popular metrics in digital image processing, the Euclidean distance and the City-block 
distance. By replacing the linear representation process in the first phase with the 
Euclidean distance or the City-block distance criterions, the computation time for the 
face recognition task can be significantly reduced while maintaining almost the same 
classification rate. 

In the next section of this paper, we will introduce the theory of the TPTSR with 
different nearest neighbor selection criterions. Section 3 presents our experimental 
results with different face image databases, and finally a conclusion will be drawn in 
Section 4 

2 Two-Phase Test Sample Representation (TPTSR) with  
M-Nearest Neighbor Selection Criterions 

In this section, the TPTSR method will be introduced with different M-nearest 
neighbor selection criterions applied to the first phase, which are the linear 
representation, Euclidean distance, and City-block distance respectively.  
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2.1 First Phase of the TPTSR with M-Nearest Neighbor Selection Criterions 

It is assumed that there are L classes and n training images, x1, x2,…, xn, and some of 
these images are from the jth class (j=1, 2,…, L) with j as the class label. In the first 
phase of the TPTSR method, all the training samples are processed and the M nearest 
neighbors of the test sample will be selected for the second phase processing. The 
three M-nearest neighbor selection criterions, the linear representation, the Euclidean 
distance, and the City-block distance are introduced as followed. 

The linear representation method for the M-nearest neighbor selection has been 
illustrated in Ref. [14]. It uses all the training samples to represent each testing object 
and by comparing the weighted distance of each of the training samples with the 
testing sample, it finds the M nearest neighbors from the training set for the second 
phase processing. Let’s firstly assume that a test image y can be written in the form of 
linear combination of all the training samples, such as, 

1 1 2 2 n ny a x a x a x= + + + ,                         (1) 

where ai (i =1, 2,…, n) is the coefficient for each training image xn. Eq.(1) can also be 
written in the form of vector operation, such as, 

y XA= ,                                     (2) 

where A = [a1 … an]
T, X = [x1 … xn]

T. x1 … xn and y are all column vectors. If X is a 
nonsingular square matrix, Eq.(2) can be solved by using A=X-1y, and in other cases, 
A can be solved by using A = (XTX + μI)-1XTy, where μ is a positive constant of very 
small value and I is the identity matrix.  

By solving Eq.(2) successfully, the testing image can be written in the form of the 
linear combination of the training set as expressed in Eq.(1). In another word,  
the testing image is essentially a weighted summation of all the training images, and 
the weighted image aixi becomes part of the testing image. In order to measure the 
distance between the training image xi and the testing image y, a distance metric is 
defined as followed, 

 
2

i i ie y a x= − ,                               (3) 

where ei is called the distance function, and it measures the deviation between the 
testing sample y and the training sample xi. Clearly, a smaller value of ei means the ith 
training sample is closer to the testing sample, and it has a better chance to be an 
intra-class member with the testing sample. Therefore, the distance function ei can be 
a criterion to select the M closest training samples that have the highest possibility to 
be in-class with the testing sample, and these training samples are referred to as the 
M-nearest neighbors of the testing sample. These M nearest neighbors are chosen to 
be processed further in the second phase of the TPTSR where the final decision will 
be made without the rest of the samples. We assume that these M nearest neighbors 
are denoted as x1 … xM, and the corresponding class labels are C = {c1 … cM}, where 
ci∈{1, 2,…, L}. In the second phase processing of TPTSR, if a sample xp’s class label 
is not an element of C, then the testing sample y will not be assigned to this class, and 
only the classes selected in C are considered. 
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The linear representation method is not the only metric for selecting the M nearest 
neighbors, nor the optimal metric. There are several popular distance metrics in 
digital image processing to measure the difference between two images suitable for 
the nearest neighbor selection, such as the Euclidean distance, City-block distance, 
Minkowski distance and et al. Without loss of generosity, if the jth element of the 
testing image y and a training image xi are y(j) and xi(j) respectively, where j ∈{1, 2,…, N}, and N is the total number of elements in each vector, the Minkowski 
distance between these two image vectors is defined as, 

[ ]{ } 1

1
( ) ( )

N pp

i i i pj
e y j x j y x

=
= − = − .              (4) 

where p∈[1,∞], and ||•||p denotes the lp norm. It is noted that, the City-block distance 
and the Euclidean distance are actually two special cases of the Minkowski distance 
when p=1 and p=2 respectively, especially the Euclidean distance is also a special 
case of the linear representation method when all the coefficients are set to unity. 
Intuitively, the performance of the linear representation method is better than any type 
of Minkowski distance or other linear representations since it is regarded as a more 
optimal solution to show the difference between two images. However, if 
computational load is taken into account as well as classification rate, the 
performance of the Euclidean distance and the City-block distance are considered to 
be more efficient in selecting the M-nearest neighbors. The computational complexity 
of all the popular distance metrics will be shown and compared, and the comparison 
of the performance for the selection criterions will be shown in the section of 
experiment. 

2.2 Second Phase of the TPTSR  

In the second phase of the TPTSR method, the M-nearest neighbors selected from the 
first phase are further processed to generate a final decision for the recognition task. It 
was defined in the first phase processing that the M nearest neighbors selected are 
denoted as x1 … xM, and again, their linear combination for the approximation of the 
testing image y is assumed to be satisfied, such as, 

1 1 ... M My b x b x= + + ,                        (5) 

where bi (i =1, 2,…, M) are the coefficients. In vector operation form, Eq.(5) can be 
written as, 

y XB=  ,                               (6) 

where B = [b1 … bM]T, and X = [x1 …xM]. In the same philosophy as above, if X is 
a nonsingular square matrix, Eq.(6) can be solved by, 

1( )B X y−=  ,                             (7) 

or otherwise, B can be solved by, 
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1( )T TB X X I X yγ −= +   ,                     (8) 

whereγis a positive small value constant, and I is the identity matrix.  
With the coefficients bi for each of the nearest neighbors obtained, the next step is 

to examine the contribution of each of the classes to the testing image in the second 
phase linear representation. We presume that the nearest neighbors xs … xt are from 
the rth class (r∈C), and the linear contribution to approximate the testing sample by 
this class is defined as, 

...r s s t tg b x b x= + + .                        (9) 

The approximation of the testing sample from the rth class samples in the M nearest 
neighbors is examined by calculating the deviation of gr from y, such as, 

2
, .r rD y g r C= − ∈                          (10) 

Clearly, a smaller value of Dr means a better approximation of the training samples 
from the rth class for the testing sample, and thus the rth class will have a higher 
possibility over other classes to be in-class. Therefore, the testing sample y is 
classified to the class with the smallest deviation Dr. 

In the second phase of the TPTSR, the solution in Eq.(7) or Eq.(8) offers an 
efficient means to find the coefficients for identifying the similarity between the 
training samples from the M nearest neighbors and the testing sample, even these 
solutions have not yet been proven to be optimal. It can be seen that, if the training 
samples from one class have great similarity with the testing sample, more training 
samples from this class would be selected into the group of M-nearest neighbors in 
the first phase of the TPTSR. In the second phase of this process, the coefficients 
obtained will help to weigh these training samples in the linear representation, so that 
the training samples from this class make a better contribution than any other classes 
in the approximation of the testing sample. As a result, the testing sample is assigned 
to this class with the maximum probability. 

3 Experimental Results 

The training sets and testing sets prepared for the experiment are from the online 
Feret [15] face image database. The Feret database provides images taken from 
different faces with different facial expressions and facial details at different times 
under different lighting conditions. There are totally 1400 face images in the Feret 
database from 200 different people (or classes), and they are all used for our 
experiment. 

The experiments in this study are applied to all the Feret database images. In 
each recognition task the training samples are prepared by selecting some of the i
mages from the database and the remaining images are taken as the testing set. If
there are n samples in one class, and s samples are selected to be the training sa
mples, then the rest of the t=n-s samples will be regarded as the testing set from 
this class. According to the combination theory, the number of possible selection 
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combinations for s samples is s
nC =n(n-1)…(n-s+1)/s(s-1)…1. In this way, there a

re s
nC possible training sets generated with s

nC corresponding testing sets, and there 

will be s
nC  training and testing tasks to carryout for one database. 

For the Feret database, four images out of seven within each class are selected 
randomly to be the training images and the rest of three images are the testing 
samples. Therefore, there will be 35 combinations of training and testing sets 
available for the experiment. Fig. 1 shows some sample images from the Feret 
database, and the images used are also resized to 80×80. 

 
Fig. 1. Part of the face images from the Feret database for testing 

In the TPTSR method, the solution of Eq.(7) or Eq.(8) is required in the second 
phase of recognition following the selection of M-nearest samples. During our 
experiment, μ in Eq.(8) is set to be 0.01 for all the M-nearest neighbor selections. 

In the second phase of the TPTSR method, the testing image is represented by the 
linear combination of the M-nearest samples as expressed in Eq.(5). If the linear 
representation gs of all the M-nearest samples from one class has the minimum 
deviation from the testing image, this image will be classified to this class. 
Consequently, the reconstruction image gs will present a similar looking face image 
(or the most similar shape among all the classes) as the testing image.  

In the testing with the original TPTSR and the TPTSR with Euclidean distance and 
City-block distance, the computational efficiency will be compared as well as the 
classification performance. Fig. 2 shows the mean error rates averaged from the 35 tests 
for different M numbers from 7 to 800 with the interval of 28 (M=7, 35, …, 800). It can 
be seen that the three nearest neighbor selection criterions have very similar mean error 
rates for M numbers over 800 in the tests. However, with a closer look we can see that 
the Euclidean distance and City-block distance criterions achieve better performance than 
the linear representation method in the nearest neighbor selection less than 200.  

Fig. 3 shows the computation time of the three selection criterions required to 
calculate testing images for different numbers of classes involved. This computation 
time only counts the first phase calculation with different selection criterions in one 
task, and the computation was carried out on a laptop computer with a CPU of Intel 
T5200 1.6 GHz and RAM of 1.5Gbyte. It is clear that, the computational load for the 
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linear representation method increases much faster than the Euclidean distance and 
city-block distance when calculating the increasing number of classes in the image 
recognition. It can be seen from Fig. 3 that, the linear representation criterion is much 
more demanding in computation time than the Euclidean distance and the City-block 
distance. The computation load for the linear representation criterion increases 
dramatically with the size of the database and the number of classes needed, since the 
matrix operations involved cannot be simplified or optimized.  

 
Fig. 2. The error rates for randomly selected training samples for different M numbers (Feret 
database) 

 
Fig. 3. The computation time of the three selection criterions required to calculate the Feret 
testing images for different numbers of classes 

4 Conclusion 

The TPTSR method increases the classification rate by dividing the recognition task into 
two steps. The first step intends to find the M most possible candidate training samples 
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from the whole training set to match with the testing input, and the second phase 
classifies the testing sample to the class with the most representative linear combination 
by the selected training samples in the first phase. However, the linear representation 
criterion for selecting the M nearest neighbors in the first phase is too computational 
demanding, especially when the training set as well as the number of classes is large. 
Therefore, more straight forward and simplified criterions for the nearest neighbor 
selection are considered, such as the Euclidean distance and the City-block distance. The 
experimental results show that the TPTSR method with the Euclidean distance and the 
City-block distance criterions can achieve almost the same classification performance as 
the linear representation; however, they are much more efficient in reducing the 
computation time, which is more suitable for real world applications.  
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Abstract. The non-classical receptive field (nCRF) is a large area outside the 
classical receptive field (CRF). Stimulating such area alone fails to elicit neural 
responses but can modulate the neural response to CRF stimulation. The 
receptive field (RF) of retinal ganglion cell (GC) also has such a property and 
can vary with the different visual stimuli. Previous nCRF models are mainly 
based on fixed RF whose dynamic characteristics are overlooked. In this paper, 
we establish a multilayer neural computation model with feedback for the basic 
structure of nCRF, and use it to simulate the mechanisms of fixation eye 
movements to ascertain the properties of the stimuli within adjacent areas. In 
our model, GC’s RF can dynamically and self-adaptively adjust its size 
according to stimulus properties. RF becomes smaller in areas where the image 
details need distinguishing and larger where the image information has no 
obvious difference. The experimental results fully reflect these dynamic 
characteristics.  

Keywords: nCRF, multiple sub-regions, self-adaptive, image processing. 

1 Introduction 

Machine vision is very important to intelligent computing systems. However, the 
principle of visual physiology has been ignored by a vast majority of machine vision 
researchers. They have proposed various algorithms from the engineering point of 
view. But there was a lack of unitive and effective machine vision algorithms to solve 
the problem of complex scenes segmentation. In contrast, the human vision system 
has a strong image processing ability. So it is entirely possible that we find some new 
breakthroughs to solve the difficulties encountered in computer vision by applying the 
theories of human vision, neuropsychology and cognitive psychology. 

In the human vision system, the retina is also known as "peripheral brain". It 
processes visual information preliminarily. The Ganglion Cell (GC) is the last place 
of retinal information processing. The Receptive Field (RF) is the basic structural and 
functional units for information processing in visual system. Since GC’s RF 
determines the processing result and response characteristic of the retinal complex 
network. RF is instructive for visual algorithm to simulate the mechanism of 
information processing in the GC. 
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Each visual neuron only elicits response to the stimulation in a specific area of the 
retina (or visual filed). The area is called as the classical receptive field (CRF) of the 
neuron. The CRF of the GC has an antagonistic center-surround structure. It is 
sensitive to brightness contrast. CRF has a spatial summation property to extract 
image boundaries. With the development of in-depth studies on human vision system, 
many researchers [1][2] found that there was still a large area outside the CRF. 
Stimulating such area alone failed to elicit neural responses but could modulate the 
neural response to CRF stimulation. The area is called as non-classical receptive field 
(nCRF). Sun Chao et al. [3] found that stimulating CRF alone could also elicit neural 
response when the nCRF received large area and appropriate stimuli. Disinhibitory 
nCRF could compensate the loss of low-frequency which was caused by the 
antagonistic center-surround mechanism of CRF. Thus it helped to transmit the 
luminance and grads of image local area. Because of the existence of nCRF, the valid 
space where neurons receive input information expands several times in size. This is 
the neural basis for retinal GC to integrate image features within larger area. 

Some models were built to stimulate disinhibitory nCRF. Li Zang et al. [4] 
proposed a function with the shape of a volcano whose center was concave. The 
model was used to simulate the spot area response curves and spatial frequency tuning 
curves of the X and Y cells. Ghosh et al. [5] proposed a linear function of three-
Gaussian and explained low-level brightness–contrast illusions. Qiu F.T. et al. [6] 
gave a model for the mechanism of mutual inhibition within disinhibitory nCRF. The 
model was used to simulate the retinal GC processing of different spatial frequency 
components of an image, as well as space-transmission characteristics of retinal GC. 
These models were established by simple reference to the mechanism of nCRF. They 
were just used in contrast enhancement, edge extraction, etc. and had no better effects 
than the traditional image processing algorithms. They had no top-down feedbacks. 
However the modulations from high-level are very important in the neurobiology, 
which has been proved by electrophysiology, anatomy and morphology.  

Research showed that ganglion RF could dynamically change its size [7]. The size 
of RF varies with the changes of brightness, background, length of time of 
stimulation, speed of moving objects and so on. For example, the RF of visual neuron 
increases its size in order to receive weak lights by spatial summation at the cost of 
reducing the spatial resolution in the dark. When distinguishing image details, the RF 
of visual neuron decreases its size so as to improve the spatial resolution capability. 

Previous nCRF models are mainly based on fixed RF, whose dynamic 
characteristics are not taken into account. If we want to implement the dynamic 
change of GC’s RF, the key is that the change must be "just right" for different image. 
Neurons in the model detect the image information properties in adjacent areas. 
Among them the similar ones should be integrated together and represented by a 
larger RF, while the dissimilar ones should be separated and represented by several 
smaller RFs. The purpose of this paper is to, based on the basic structure of nCRF, use 
the mechanism of fixation eye movements to ascertain the properties of the stimuli 
within adjacent areas and adjust the size of GC’s RF dynamically and self-adaptively 
according to the properties. RF becomes smaller in the local area where image details 
need distinguishing and larger where the image information do not have obvious 
differences. Smaller RF is used to detect the borders and details, while larger RF is 
used to transfer the regional brightness contrast of an image. 
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2 Neural Model 

2.1 Neural Circuit for Dynamically Adjusting of RF 

Based on the above neurophysiologic mechanism of retinal ganglion cell nCRF, the 
reverse control mechanism and fixation eye movement, the neural circuit showed in 
Figure 1 is designed to adjust RF dynamically. The details of retinal micronetwork are 
very complex and partly unclear. So we simplify the RF mode appropriately by 
omitting the contribution of Horizontal Cells (HC) to the formation of nCRF. 

 

Fig. 1. Neural circuit for dynamically adjusting RF 

In Figure 1, the axons of several RCs form synaptic connections with the dendrites 
of a Bipolar Cell (BC). The RCs compose the CRF center of the BC. HC connects 
many of the nearby RCs in the horizontal direction through its dendritic branches. 
Horizontal Cells also interconnect with each other. The HCs integrate the responses of 
the RFs, transfer them to the BC, and inhibit BC's CRF Center, and form BC's CRF 
Surround. BCs with antagonistic Center-Surround CRF transfer their responses into 
GC and form the GC's CRF with antagonistic Center-Surround structure. The 
Amacrine Cells (ACs) connect many of the nearby GCs in the horizontal direction 
through its extensive dendritic branches. ACs also interconnect with each other. The 
ACs integrate the responses of the BFs, transfer them to the GC, and inhibit BC's CRF 
Surround, thus forming GC's nCRF. Inner Plexiform Cell (IPC) takes feedback 
control of HC and BC and changes the size of CRF Surround and mesencephalic 
center (MC) takes feedback control of IPC and AC and changes the size of CRF 
Center through centrifugal fibers [10]. 

2.2 Multi-layer Network Model for Image Processing 

According to the above neural circuit for dynamically adjusting RF, we propose the 
multi-layer network model for processing image shown in Figure 2. 

In Figure 2, Dark Green RCs transfer their information to BC, thus forming the 
BC’s CRF Center. Red RCs transfer their information to several HCs. HC layer 
integrates information and transfers it to BC, thus forming BC’s CRF Surround. Light  
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Fig. 2. The multi-layer network model for processing image 

Green BCs transfer their information to AC. AC layer integrates information and 
transfers it to GC, thus forming GC’s disinhibitory nCRF. GC layer transfers 
intermediate processing results to MC and outputs final processing results. MC layer 
takes feedback control of IPC and AC and changes the size of CRF center. IPC layer 
takes feedback control of HC and BC and changes the size of CRF Surround. 

2.3 Design of Multiple Sub-regions of nCRF Model 

In this part, we would propose the design of the Multiple Sub-Regions of nCRF. The 
model composes three layers, including CRF Center, CRF Surround and nCRF. And 
there are some sub-region circles in each layer. 

2.3.1 Algorithm of Localization the CRF Center and CRF Surround 
The CRF Center and CRF Surround are the two layers inside the whole model. In 
Figure 3, the Classical Receptive Field (CRF) Center is O with the coordinates (x0, 
y0). And its radius is r0. The radius of sub-region circle A and B in the CRF Surround 
is r1. The distance between the two sub-region circles (A and B), which are next to 
each other, of CRF Surround is d. And Angle  is  AOB. 
According to the geometric properties, we get 

                        d 2 r r sin                             (1) 

According to the model shown in Figure 3, d should satisfy that 

                              d 2 r                                     (2) 

Then substitute Equation (2) into Equation (1), we get 

             r r r sin       2 arcsin                (3) 

Because of the economical principal and the performance of the biological system, we 
take that 

                          2 arcsin                              (4) 
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Fig. 3. The distribution of CRF Center and CRF Surround 

Obviously, if  takes a smaller value, the space between CRF Center and CRF 
Surround would definitely be smaller. But at the same time, the overlap of the sub-region 
circles, which are next to each other, in CRF Surround would also be larger. Thus, there 
are excessive sub-region circles with high density, causing a waste of resources. 

So the number of sub-region circles we take in the CRF Surround is 

                              n                                       (5) 

In this way, the coordinates of the centers of sub-region circles in CRF Surround are 

            r r  cos , r r  sin        i=1,2,…,n-1        (6) 

2.3.2  Algorithm of Localization nCRF 
When calculating the location of sub-region circles in nCRF, we use the same 
algorithm introduced above. But some modification would be done to discard some 
sub-region circles which do not meet the demands. 
 

 

Fig. 4. An Example of the distribution of nCRF, CRF Center and CRF Surround 

We take the example shown in Figure 4 to illustrate the algorithm of calculating 
the position of all the sub-region circles in nCRF. 

The basic idea of locating the sub-region circles in nCRF is similar to the algorithm 
stated above. We take sub-region circle A in CRF Surround as the center circle of the 
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sub-region circles A1, A2, A3 in nCRF. Some adjustment would be done, such as 
removal of some sub-region circles which do not meet the demands and relocation of 
some sub-region circles. Some incorrect distribution and the adjustment of the sub-
region circles are shown as follows. 

Firstly, the distance d1 between the sub-region circles in nCRF and the sub-region 
circles in CRF next to the sub-region circles’ corresponding sub-region circles in CRF 
Surround is shorter than r0+r1, that is d1<r0+r1. Or the distance d2 between the sub-
region circles in nCRF and the CRF Center is shorter than r0+r2, that is d2<r0+r2. For 
example, the sub-region circle A, in CRF Surround, is the corresponding center circle 
of sub-region circle A1, A2, A3, which are in nCRF. The sub-region circle B and C are 
next to sub-region circle A. When locating the sub-region circles in nCRF, we need to 
remove the circles which are circumscribed to A, but have entered the interior of B, C 
(sub region circles in CRF Surround) or O (the CRF Center), except the circles which 
are next to the correct ones in nCRF.  

For example, the CRF Center O(x0, y0) has a radius r0. The coordinates of the sub-
region circles B and C in CRF Surround are (x1, y1), (x2, y2) respectively. Their radii 
are all the same, i.e. r1. By the algorithm above, we preliminarily get the location of 
the sub-region circles in nCRF. We use D to represent any sub-region circle in nCRF 
with the coordinates (x, y) and radius r. Furthermore, sub-region circles in nCRF 
should satisfy the requirement that 

                   

x x y y rx x y y rx x y y r                      (7) 

Secondly, adjust the location of the wrong sub-region circles in nCRF which are just 
beside the correct ones. They are circumscribed to the corresponding sub-region circles 
in CRF Surround. But they also slightly entered the interior of the sub-region circles next 
to their corresponding circles in CRF Surround. We recalculate the location of these sub-
region circles based on the principle that they are circumscribed to the corresponding 
sub-region circles and next-to circles of corresponding sub-region circles. 

For example, the original location of A3 would let A3 slightly enter the inner side of 
sub-region circle B, which is the next-to sub-region circle of A, in CRF Surround. Then 
we give an adjustment of the location of A3 according to the principle that it is 
circumscribed to Circle A and B. The specific algorithm is shown as follows: we set the 
CRF Center as O(x0, y0) with the radius r0. The coordinates of the sub-region circles A 
and B in CRF Surround are (x1, y1), (x2, y2) respectively. Their radii are r1. The sub-
region circle A3 in nCRF has the coordinates of (x3, y3), with the radius of r2. Then we get 

                 

x x y y r rx x y y r rx x y y r r                     (8) 

We get the coordinates of A3 (x3, y3) by solving Equation 8. 
According to biological knowledge, receptive field would make some appropriate 

response to the stimulation from outside to deal with visual information better. For 
different images, the receptive fields would do some corresponding expansion and 
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contraction according to the color information (such as mean color, color variance, 
etc.) in the image so as to obtain the most effective image information.  

In our model, the three layers of receptive field output three parts of data respectively, 
and adjust size of themselves according to these data. When the output data of RF is 
greater than a certain threshold, it indicates that the image information the receptive field 
receives at this time is not pure enough, which means the image information here is 
relatively different. Then RF would make appropriate contraction in order to obtain more 
effective data; On the contrary, if the output data of RF is smaller than the certain 
threshold, which means the image details are little, then this layer of receptive field 
would expand appropriately to get more data, saving the cost of other receptive fields. 

The Output of the Mean Value of CRF Center: 

                     MeanGCC ∑ L ,∈                         (9) 

The Output of the Variance Value of CRF Center: VarGCC ∑ p E p  ∈     E p  ∑ L ,∈          (10) 

In Equation 9 and 10, σ represents the CRF Center; p represents the pixels in the 
CRF Center; L p x, y represent the L value of pixel p in the LAB color space; r0 

represents the radius of CRF Center. 
The Output of the Mean Value of CRF Surround: 

                      MeanGCS ∑ ∑ L ,∈
                (11) 

The Output of the Variance Value of CRF Surround: 

  VarGCS ∑ ∑ E∈     E p ∑ L ,∈    i=1, 2,…, n1    (12) 

In Equation 11 and 12, n1 represents the number of sub-region circles in CRF Surround; σ  represents the sub-region circle i CRF Surround; p represents the pixels in the CRF 
Surround; L p x, y represent the L value of pixel p in the LAB color space;  

The Output of the Mean Value of nCRF data: 

                     MeanGC CRF ∑ ∑ L ,∈                                 (13) 

The Output of the Variance Value of nCRF data: 

VarGC CRF ∑ ∑ E∈
     E p ∑ L ,∈     i=1, 2,…, n2    (14) 

In Equation 13 and 14, n2 represents the number of sub-region circles in nCRF; σ  
represents the sub-region circle i in nCRF; p represents the pixels in the nCRF, L p x, y  represents the L value of pixel p in the LAB color space.  

2.3.3  Mechanism of Dynamic Change of All the RFs in the GC Array 
Figure 5 shows the algorithm of the dynamic change of all the RFs in the GC array. 
At first we set a GC Array on the image, then get one RF in the array and analyze the 
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image information this RF covers. If the output of the color variance is bigger than an 
established threshold and the RF expanded last time, then we take the current status of 
the RF as its final status. Otherwise if the RF contracted last time, then let it continue 
to contract. If the output of the color variance is smaller than an established threshold 
and the RF contracted last time, then we take the current status of the RF as its final 
status. Otherwise if the RF expanded last time, then let it continue to expand. After 
this RF’s status has been set, we check whether all the RFs in the array have been 
analyzed. If not, we get another RF. If so, we shake the GC array, which resembles 
the movement of the eyes, to get more information in the image. 

 

Fig. 5. The flowchart of the algorithm of dynamic RFs 

4   Experimental Results 

In this part, we would display some experimental results of our work. The correctness 
of our mechanism and the performance of the algorithm we propose would be shown. 

4.1  Dynamic Adjustment of RFs 

The purpose of this experiment is to show the self-adaptive changing process of RF. 
Figure 6 shows the dynamic adjustment of RFs. The left image in Figure 6 is with some 
original RF and the right one shows the procedure of the self-adaptive change of RF. The 
red RF means that the RF has reached its final status and would not change any more; the 
dotted-line circles show the changing process of the RFs. It can be found that the larger  
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will accordingly weaken the RF responses in order to detect the difference of the 
image inside and outside the RF. In large-area integration, this dynamic characteristic 
of nCRF provides necessary condition for visual system detecting figure-ground in 
many stimulus conditions. Our current research shows the dynamic characteristic that 
RF varies with different stimuli. 

The real effect of nCRF is newly thought as increasing the encoding efficiency and 
lowering the redundancy of cells. Visual system can be regarded as a system of 
information processing and encoding according to information theory. If visual 
system takes adaptation to natural stimulus as its evolutional goal, it can certainly 
employ the most effective encoding method for natural images. Since natural images 
have high relativity, the visual information inputting to RCs is largely redundant [8]. 
In order to effectively encode visual input information, the visual processing system 
should have such a processing unit that mainly reduce redundant visual input 
information and increase transfer efficiency. Vinje and Gallant [9] found that the 
modulation of nCRF increases the selectivity of the responses of V1 neurons in and 
the sparsity of the response distribution of groups of neurons. The narrow effective 
bandwidth of the response curve of single neuron does not decrease the amount of 
information. Therefore, they thought that the modulation of nCRF help improve the 
encoding efficiency of visual information. For this purpose, two measures should be 
taken: first, increase the encoding efficiency of single cell and fully utilized the 
dynamic characteristics of the cell itself; and we have realized this; second, reduce as 
much as possibly the redundancy in cells possibly and use as few cells as possible to 
transfer information, which remains the principal problem for our future work. 
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Abstract. Applying an edge detector to an image, in the ideal case, may obtain a 
set of connected curves which indicate the boundaries of objects. Actually edges 
in an image are a collection of pixels which are recognized as an edge in surface 
orientation. This paper proposes a new edge detect algorithm which uses PSO 
(Particle Swarm Optimization) for detection of best fitness curves in an image 
that represent boundaries of objects. To improve the speed of edge use the PSO 
on the pixels whose gradient grate than the threshold. Use image with simple 
geometric objects, with impulse noise levels and the image have complex texture 
to assess the system. Use this algorithm on the images with high noise levels to 
detect edge is more accurately than existing edge detector. 

Keywords: Particle Swarm Optimization, Edge detection, Gradient. 

1 Introduction 

Edge detection is an important part in image processing and computer vision. And it is 
the basis of image segmentation, feature extraction and object detection. Thus, 
applying an edge detector to an image may reduce the amount of data to be processed 
and remove information that may be regarded as less important. If the edge detection is 
successful, the after task of interpreting the information contents in the original image 
may be substantially simplified. Unfortunately, however, it is not always possible to 
obtain such ideal edges from images of moderate complexity. Edges extracted from 
images are often blocked-up by fragmentation, meaning that the edge curves are not 
connected, missing edge segments and false edges not corresponding to the real 
interesting part in the image.  

There have been many edge detection operators that are widely used to detect edge, 
such as Sobel and canny operator. These algorithms and operators are used on the 
particular pixels and its neighbors. They achieved very good results when applying to 
detect edge in the noise free image or with some preprocessing methods for removing 
noisy factors. However, when apply these operators in the image with complicated 
object containing noises or complex texture the algorithm cannot effectively detect an 
accurate boundary. For these limitations, some methods based on artificial intelligence 
(AI) can be used in the edge detect algorithm. 

Artificial intelligence has been applied to many areas of computer vision and had 
some success. The typical use is in the areas of computer vision include segmentation,  
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feature manipulation, object detection, classification and image enhancement. The 
classic methods such as decision trees [1], neural networks [2], genetic algorithm [3] 
and support vector machines [4]. Particle Swarm Optimization (PSO) is an artificial 
intelligence algorithm introduced by Kennedy and Eberhart in 1995 [5], PSO is a 
population-based evolutionary algorithm for problem solving based on 
social-psychological principles. In the [6] [7], the PSO is just used as a method to 
optimize the parameters of gradient operator. There is no full use of the advantage of 
PSO that effectively dispose a large number of data. In this paper, we propose the edge 
detect algorithm based on PSO is make use of this strong point. Hence it could provide 
a great potential to edge detection where many pixel positions need to be found. We 
would like the proposed algorithm to have a good performance not only when detecting 
simple and regular edges but also in detecting complex edges on noisy images or 
images with complex textures. This approach will be examined and compared with the 
common operators Sobel and canny edge detectors on three image sets of varying 
difficulty.  

This paper contents five parts. The second part provides some background, 
including a brief introduction of edge detection algorithms, and the followed by a 
definition of PSO algorithm, then the discussion of Gradient Magnitude. The new edge 
detection based on PSO is introduced in the third section. In the fourth part, we have 
some experiment setup and results. The last part gives the conclusions and some future 
research directions. 

2 Background 

2.1 Edge Detection Approaches 

There are many edge detection techniques and each of them has its own strength and 
weakness. Sometimes it takes experiment to determine what the best edge detection 
technique to use. A popular edge detection algorithm is the homogeneity operator 
which subtracts each eight surrounding pixels from the center pixel of a 3×3 window as 
in Fig. 1. 

 

Fig. 1. Homogeneity operator 
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Edge detection is the process of identifying and locating sharp discontinuities in an 
image. These discontinuities indicate the changes in pixel intensity which characterizes 
the boundaries of object in an image. Traditional edge detection operators are 
convolving the image with a filter operator. For just consider the local characteristics in 
the image rather than the entirety, these operators are sensitive to the noise and cannot 
adapt to complex texture. Variables involved in the edge detection operator include 
edge orientation, noisy environment and edge structure. 

The gradient magnitude of an image is widely used in the image edge detection. 
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So the gradient magnitude of pixel ).( jiP  is: 

22)),(( ffjiPgrad yx Δ+Δ=  . (3)

In this paper, the pixel which has a nonzero gradient magnitude as a candidate pixel of 
the edge curve. By this method, we can improve the speed of process. 

2.2 Particle Swarm Optimization 

Particle swarm optimization (PSO) is a universal global optimization, inspired by the 
social behavior of animals and other biological populations. Recently, PSO has been 
noted by researchers because of ease of its implementation, fewer operations in 
comparison to other heuristic algorithms, and high speed of global convergence [8]. 

In the PSO there is a population of m particles that “fly” through an n-dimensional 

search space. The position of the thi particle is represented as the vector 

),...,,( 21 iniii XXXX = and is changed according to its own experience and that of its 

neighbors. Let )(tXi denote the position of particle iP at time t. Then iX is changed at 

each iteration of PSO by adding a velocity )(tVi . )(tVi is calculated as the formula: 

)()()1( tVtXtX iii +=+  . (4)

The velocity is updated based on three components: current motion, particle memory 
influence, and swarm influence: 
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))(())(()()1( 2211 tXXRandCtXXRandCtVtV igbestiipbestii i
−+−+=+ ω  . (5)

1Rand and 2Rand are random variables between 0 and 1; ω is inertia weight which 

controls the impact of the previous velocity; 1C (self confidence) and 2C (population 

confidence) are learning factors that represent the attraction of a particle toward either 

its own success and that of its neighbors. pbestX  is the best position of thi so far;  

igbestX denotes the best position of population so far. 

3 Edge Detection Based on PSO 

In order to obtain the boundaries of object we must detect the edge in an image. This 
paper takes edge in the image as a series of curves which are the collection of pixels. 
Take the pixel has nonzero gradient as candidate of the initial position of particle. Via 
PSO algorithm to optimization the collection pixel of curves passed through the 
candidate pixels. After the optimization we obtain the fitness curves which indicate the 
edge and mark these curves in image. This section presents three points: How to 
encoding particle; how to define the fitness function to evaluate the particle in the PSO 
algorithm; how to judge the fitness curve is the edge, in other words, when the PSO 
optimization is end. At the end is the algorithm proposed in this paper. 

3.1 Particle Encoding 

The particle encoding in the PSO is inspired by the chain code in the [9]. Chain codes 
are used to represent a boundary by a connected sequence of straight-line segments of 
specified length and direction. The direction of each segment is coded by using a 
numbering scheme such as the one shown in Fig2.  

Each cell of each particle is a integer arranged from 1 to 8 which is represent the 
move direction from one pixel to one of neighbor pixel. Therefore, a particle in the 
population is coded as max21 ,...,, ddd , max is the maximum number of pixels on a 

curve. id is a number between 1 and 8. If the number of pixels on a curve is less than 

the dimension of a particle, the first cell of the remaining cells will be set to zero. 

 

Fig. 2. Number scheme used to encode 
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3.2 Define the Fitness Function of Curve in the PSO Technique 

The pixels on one edge in an image always have the similar or same intensity. This 
paper uses the two factors of a curve: homogeneity and uniformity [10]. On the other 
hand, the strength of curve is measured by the gradient magnitude. 

(1) Homogeneity on a curve to descript the homogeneity of the pixels 
This factor is the average of homogeneity of the pixels on a curve, the homogeneity of 
each pixel is calculated by the equal (1). 
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(2) The uniformity represents the intensity similarity of these pixels on curve 
The pixels on a curve have the similar intensity, so we propose a description to measure 
the similarity that is proper to all the curves, as the defined: 
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(3) Average gradient magnitude is represents the strength of curve 
If the curve indicates an edge, its average gradient magnitude will be larger than the 
threshold. The average gradient magnitude is defined as: 
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iG  is the gradient magnitude of thi pixel on the curve C, calculated by (3). 

(4) Construct the objective function of PSO algorithm 
In this paper we constructed an objective function which is defined with homogeneity, 
uniformity and average gradient magnitude. 
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The goal of PSO algorithm is to find the best curve which has the biggest Cf and it’s 

cG  larger than the threshold. 

(5) The edge detection algorithm based on PSO 
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Table 1. Algorithm 

Algorithm. PSO-based edge detection algorithm
1: Calculate the gradient picture g of an image; Find all the pixel whose gradient is nonzero 
and make a sort a; 
2: Use the PSO on pixel which has the biggest gradient in matrix a and get a fitness curve C;  
3: Judge the curve C whether it is an edge through the cG threshold and Lmin , if it is the 

edge, then mark this curve; 
4: If the curve C in the 3 is the edge, wipe of the gradient of pixel in the g which around the 
edge, make a new sort a, if the pixel, which has the biggest gradient in new matrix a, is not 
marked as an edge, then repeat the step 2 and 3and 4. Stop when the biggest gradient is 
smaller than the threshold. 

4 Experiments 

Experiments are designed to examine the performance of the proposed method in edge 
detection. 

4.1 Simple Object Shape 

As the Fig3 (a), it is an image with a simple shape. Fig3 (b) use the Sobel operator and 
Fig3 (c) use canny operator to detect the edge, clearly, their performance are not well. 
Fig3 (d) is used the new edge detection algorithm based on PSO, which can perform 
well when used on the original image, the edge detect result is accurately. 

  

(a) (b) (c) (d) 

Fig. 3. Image with simple shape: (a) Original image. (b) Sobel operator. (c) Canny operator. (d) 
Algorithm proposed in this paper. 

4.2 Noisy Image Has Simple Object Shape 

At first use the middle filter to remove the noise, then use the Sobel and canny operator 
on the image cannot get the real edge. The algorithm proposed in this paper without any 
preprocessing to remove noise is to find the best curve that represent the edge rather 
than the false edge, so it detect the edge accurately as well as refrain from the noise. We 
can see the result in the Fig4 (d). 
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(a) (b) (c) (d) 

Fig. 4. Image with simple shape: (a) Original image. (b) Sobel operator. (c) Canny operator. (d) 
Algorithm proposed in this paper. 

4.3 Noisy Image Has Complex Texture  

Use the algorithm proposed in this paper on the image with complex texture and 
compared with the Sobel and canny operator. As shows in the Fig5, use the Lena image 
with Gaussian noise to test. At first use the middle filter to move the noisy, then use the 
Sobeland canny operator on the image. As the result in the Fig5 (d), our new algorithm 
performs well under the condition without processing to remove noise.  

  

(a) (b) (c) (d) 

Fig. 5. Image with simple shape: (a) Original image. (b) Sobel operator. (c) Canny operator. (d) 
Algorithm proposed in this paper. 

The results of three experiments suggest that the new edge detection algorithm can 
find the best fitting curve on edges of an image. So the algorithm based on the PSO 
detect edges are more similar to real edge and more accurate, and this edge detect 
algorithm needn’t the preprocessing such as smoothing, filter and enhancement, which 
are needed in the Sobel and canny operator.  

5 Conclusion 

To obtain the goal this paper imports the particle and three factors of curve. After that 
the objective function of Particle Swarm Optimization is constructed to find the best 
curve fitting the edge. Through the experiment compared with Sobel and canny 
operator, the new edge detection algorithm has a good performance not only in the 
image with simple shape, but also in the image with noise and complex texture. The 
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important advantage of the new algorithm of edge detection is there is no need the 
smoothing and remove noise etc processing can detect the right edge. The other is use 
the PSO algorithm on the pixel in the image except whose gradient is nonzero and these 
pixels which are around the curve we have found rather than on the all pixels in the 
image, this process can improve the speed and the accurate.  

In the future investigation, the task to shorten the time of the algorithm and detect 
edge in the image with more complexity with noise is another goal. There will be some 
new ways to overcome these limitations. 
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Abstract. Traffic sign recognition is one of the hot issues on the modern driv-
ing assistance. In recent years, the method using Bag-of-Word (BOW) model for
image recognition has gained its popularity upon its simplicity and efficiency.
The conventional approach based on BOW requires nonlinear classifiers to get a
good image recognition accuracy. Instead, a method called Locality-constrained
Linear Coding(LLC) presents an effective strategy for coding, and only with a
simple linear classifier could achieve a good effect. LLC uses uniform sampling
for feature extraction, but allowing for features of traffic signs, the central vision
information of the image is more important than the surroundings. Fortunately,
log-polar mapping to preprocess image samples before coding is helpful for traf-
fic sign recognition. In this paper, a combination method of log-polar mapping
and LLC algorithm is presented to achieve a high image classification perfor-
mance up to 97.3141% on speed limit sign in the GTSRB dataset.

Keywords: Speed limit sign recognition, sparse coding, log-polar mapping, GT-
SRB dataset.

1 Introduction

Improving traffic safety is one of the important goals of Intelligent Transportation Sys-
tems. A popular way that traffic safety can be improved is by deploying an on-board
camera-based driver alert system against approaching traffic signs such as stop sign,
speed limit sign, etc. The tasks of speed limit signs are notifying drivers about the
present speed limit as giving an alert if the car is driven faster than the speed limit[1].
Several cars manufacturers have adopted Advance Driver Assisting System which in-
cludes traffic signs recognition. For instance in year 2008, Mobileye partnered with
Continental AG launched three features in BMW 7 series, namely the lane depar-
ture warning, speed limit information based on traffic sign detection and intelligent
headlight control (http://mobileye.com/technology/applications/traffic-sign-detection/).
However, speed limit signs recognition in uncontrolled environment is still an open
problem.

Traffic sign recognition usually starts with detection, rectification, and then recog-
nition and tracking. Since in this paper we focus on speed limit sign recognition, we
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will not give more discussions about the others. Research on traffic sign recognition
has started since the last century. An old survey can be found in [7], which was modi-
fied for the last time on 16, May 1999. Since a wide variety of traffic sign recognition
techniques have been proposed in the literature during the past decade, please refer
to Refs.[8][6][3] and the references therein for recent advances in this area. However,
recognition on speed limit signs is still a challenging task. There are a number of diffi-
culties that need to be processed, listed in Fig.1.

Fig. 1. Some representative difficult speed limit signs. All sample images are borrowed from
GTSRB dataset.

To solve the speed limit sign recognition problem, we first need to give an effective
representation approach for traffic signs. For image representation, the Bag-of-Word
(BOW) model has gained its popularity in visual recognition thanks to its simplicity
and efficiency[2][4]. It normally works as follows: A set of local patches for images are
extracted and represented by local descriptors. These descriptors are processed, for ex-
ample, by clustering, to form a collection of visual words, which in turn forms a visual
codebook. By assigning each local descriptor to the closest visual word, a histogram
indicating the number of occurrence of each visual word is created to characterize an
image. Usually, a sufficiently large-sized codebook (for example, up to thousands of
visual words) has to be used to ensure good approximation and satisfactory recogni-
tion performance. While vector quantization has been applied widely to generate fea-
tures for visual recognition problems, much recent work has focused on more powerful
methods. In particular, sparse coding has emerged as a strong alternative to traditional
vector quantization approaches and has been shown to achieve consistently higher per-
formance on benchmark datasets. Empirical studies show that mapping the data into
a significantly higher dimensional space with sparse coding can lead to superior clas-
sification performance. Both approaches can be split into a training phase, where the
system learns a dictionary of basis functions, and an encoding phase, where the dictio-
nary is used to extract features from new inputs. To the best of the authors’ knowledge,
those approaches have not been used for traffic sign recognition problems.

In this paper we deal with the problem of the speed limit sign recognition by means
of compact codebook and locality-constrained linear coding. The main contribution
of this work is that a non-uniform quantization approach which is based on log-polar
mapping is used. By using log-polar mapping of the traffic sign image, rotated and
scaled patterns are converted into shifted patterns in the new space on which we extract
the local descriptor for learning the features. The whole framework of our method is
shown in Fig.2.
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Fig. 2. Algorithm framework. All sample images are borrowed from GTSRB dataset.

2 Log-Polar Mapping

Log-polar mapping is a well-known space-variant geometrical image transformation
scheme used in computer vision inspired by the process of optical nerves visual image
projection in the cerebellar cortex in humans. It attempts to emulate the topological
reorganization of visual information from the retina to the visual cortex of primates[9].

Let us consider the complex retinal and cortical (log-polar) planes, represented by
the variables z = a+ jb (a and b are the spatial coordinates in the image domain), and
w = ξ + jη , respectively ( j is the complex imaginary unit). The complex log-polar
mapping is:

w = log(z) (1)

and the log-polar coordinates ξ (eccentricity) and η (angle) are given by:

ξ = log(|z|) = log
√

a2 + b2,

η = arg(z) = atan2(b,a),
(2)

where atan2(b,a) denotes the two-argument arctangent function that considers the sign
of a and b in order to determine the quadrant of the resulting angle. After this mapping,
the radial lines in the cartesian domain are mapped into vertical lines in the cortical
space, and concentric circles are mapped into horizontal lines in the cortical space (see
Fig.3 for an example). Rotations are therefore converted into cyclic translation along
the η axis, while scalings are converted into translation along the ξ axis.

The radially logarithmic sampling entails that a higher resolution is devoted to the
center of the scene (fovea area) which, in turn, means that foveal information is
represented by a big number of pixels in the log-polar image. In addition, the corti-
cal image(also called log-polar image) preserves oriented angles between curves and
neighborhood relationships, almost everywhere, with respect to the retinal image.

Additionally, log-polar mapping provides an invariant representation of the traffic
sign images, because rotations and scaling of the input images are transformed into
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Fig. 3. Cartesian domain with the superposition of the log-polar receptive fields (left) and cortical
domain (right). The blue and the pink areas represent two receptive field at different angular and
radial positions (thus with different size) that are mapped in the two corresponding cortical pixels.

Fig. 4. Top: Retinal images on the log-polar mapping. Bottom: The corresponding log-polar im-
ages. The rotated (right) and scaled (middle) correspond to approximate translations in the log-
polar domain, in the angular and radial directions, respectively, as shown with the arrows. All
sample images on the top line are borrowed from GTSRB dataset.

translations, thus preserving their shape (see Fig.4 for an example). This geometric
property, also known as edge or shape invariance, is particularly helpful for rotation-
and scale-invariant traffic sign recognition. For more details about log-polar mapping,
please refer to Ref.[9].

3 Traffic Sign Representation

Here we consider the SIFT local descriptors which was proposed by Ref.[5] and is very
popular in visual recognition. when extracting SIFT features, the 16× 16 pixel patches
are densely sampled from each image on a grid with step-size 8 pixels. The images
were all preprocessed into gray scale. The obtained local SIFT descriptors are 128-
dimensional vectors. Notice that an extra step termed log-polar mapping is introduced
before SIFT feature extraction.

Let X be a set of local SIFT descriptors extracted from an image in a d-dimensional
feature space, i.e., X = [x1,x2, · · · ,xM] ∈ R

d×M . Let C = [c1,c2, · · · ,cM] ∈ R
K×M be
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the result of applying the some coding approach (which will be introduced in the next
subsection) to the descriptor set X, assuming the codebook B ∈R

d×K to be pre-learned
and fixed. To consider the spatial layout, we consider R spatial scales of the traffic
sign image. In each scale r, the image is divided into 2r−1 ×2r−1 non-overlapped cells.
Then we totally get ∑R

r=1 22(r−1) sub-region, which may be overlapped since they are
distributed in different scales. We denote the matrix Xr

c ∈ R
d×Mr

c be the set of local
descriptors in the the c−th spatial cell on the r−th scale, where Mr

c is the number of the
local descriptors in this sub-region. Correspondingly, we denote the coding matrix of Xr

c
as Cr

c ∈R
K×Mr

c . Notice that Xr
c and Cr

c are in fact sub-matrices of X and C, respectively.
Since the numbers of the local descriptors in each sub-region are different, we need

some operator to pool all codes in this sub-region into one single vector ur
c ∈ R

K . We
denote this operation as

ur
c = P(Cr

c), (3)

where the pooling function P is defined on each column of Cr
c. Each column of ur

c cor-
responds to the responses of all the local descriptors in the specific sub-region. There-
fore, different pooling functions construct different image statistics. In this work, we
select the max pooling operator which has been widely used in neural network algo-
rithms and is also shown to be biological plausible. In addition, max pooling is invariant
to translations of the local descriptors. This results in

ur
c(i) = max{|Cr

c(i,1)|, |Cr
c(i,2)|, · · · , |Cr

c(i,M
r
c)|}, (4)

where ur
c(i) is the i-th element of ur

c, and Cr
c(i, j) is the matrix element at i-th row and

jth -column of Cr
c.

After this step, we get ∑R
r=1 22(r−1) K-dimensional vectors. This final feature vector

is obtained by concatenation operation. This can be represented as

f =
R⋃

r=1

{ur}=
R⋃

r=1

{
22(r−1)⋃

c=1

ur
c}, (5)

where
⋃{·} denotes the vector concatenation operator. This procedure is illustrated in

Fig.5.
What remains when a traffic sign representation is chosen is a method to code the

local descriptors, i.e., how to get the code C from X. The next section will review
three popular representative coding schemes. All of these approaches depends on a pre-
designed codebook B ∈ R

d×K . Here we consider applying a standard K-means cluster-
ing algorithm to produce K cluster centers {bi}K

i=1, which forms the so-called codebook

B = [b1,b2, · · · ,bK ].

After getting the feature f, we introduce a simple implementation of linear SVMs that
was used in our experiments. Given the training data {(fi,yi)}n

i=1,yi ∈ Y = {1, ...,L}, a
linear SVM aims to learn L linear functions {wwwᵀ

c f | c ∈Y}, such that, for a test datum z,
its class label is predicted by

y = max
c∈Y

wwwᵀ
c f (6)
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Fig. 5. Flowchart of the illustration architecture of the image representation approach with spatial
pyramid structure for pooling features for image classification

We take a one-against-all strategy to train L binary linear SVMs, each solving the fol-
lowing unconstraint convex optimization problem

min
wwwc

{J(wwwc) =‖ wwwc ‖2 +C
n

∑
i=1

(wwwc;yc

i , fi)} (7)

where yc
i = 1 if yi = c, otherwise yc

i =−1, and 
(wwwc;yc
i , fi) is a hinge loss function. The

standard hinge loss function is not differentiable everywhere, which hampers the use
of gradient-based optimization methods. Here we adopt a differentiable quadratic hinge
loss,


(wwwc;yc
i , fi) = [max(0,wwwᵀ

c f · yc
i − 1)]2 (8)

such that the training can be easily done with simple gradient-based optimization
methods.

In all the experiments in this paper, we adopt the linear SVM classifier for training
and testing samples features, in place of complicated nonlinear classifiers in traditional
approaches based on bag-of-features. The linear SVM presents a good simple but ef-
fective performance without a large number of parameters to adjust. In our method, we
only need to set the value of the error penalty factor C parameter(See Section 5).

4 Coding Approach

A popular method for coding is the vector quantization (VQ) method, which solves the
following constrained least square fitting problem:

min
C

M

∑
i=1

‖xi −Bci‖2
2 s.t. ||ci||0 = 1, ||ci||1 = 1,ci � 0,∀i, (9)

where C = [c1,c2, · · · ,cM] is the set of codes for X. The cardinality constraint ||ci||0 = 1
means that there will be only one non-zero element in each code ci, corresponding to
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the quantization id of xi. The non-negative, 
1 constraint ||ci||1 = 1, ci � 0 means that
the coding weight for xi is 1. In practice, the single non-zero element can be found by
searching the nearest neighbor.

VQ provides effective way to treat an image as a collection of local descriptors,
quantizes them into discrete “visual words”, and then computes a compact histogram
representation for traffic sign image classification. One disadvantage of the VQ is that
it introduces significant quantization errors since only one element of the codebook is
selected to represent the descriptor. To remedy this, one usually has to design nonlinear
SVM as the classifier which try to compensate the quantization errors. However, using
nonlinear kernels, the SVM has to pay a high training cost, including computation and
storage. This means that it is difficult to scale up the algorithm to the case where M is
more than tens of thousands.

To decrease the quantization error, Ref.[11] proposed to use the sparse coding(SC)
to select several most significant elements of the codebook to represent the descriptor.
This can be realized by solving the following optimization problem:

min
C

M

∑
i=1

||xi −Bci||22 +λ ||ci||1, (10)

where the first term is the reconstruction error and the second term is sparsity regular-
ization. This sparsity prior allows the learned representation to capture salient patterns
of local descriptors and the sparse coding can achieve much less quantization error than
VQ.

Very recently, Ref.[10] pointed out that the sparse coding approach proposed by
Ref.[11] neglected the relationship among codebook elements. Since locality is more
essential than sparsity[12], Ref.[10] proposed a locality-constrained linear coding(LLC)
approach. LLC incorporates locality constraint instead of the sparsity constraint in
Eq.(10), which leads to several favorable properties. Specifically, the LLC code uses
the following criteria:

min
C

M

∑
i=1

||xi −Bci||22 +λ ||di � ci||22 s.t. 1T ci = 1,∀i, (11)

where � denotes the element-wise multiplication, and di ∈ R
K is the locality adaptor

that gives different freedom for each basis vector proportional to its similarity to the
input descriptor xi. Specifically,

di = exp(
dist(xi,B)

σ
) (12)

where dist(xi,B) = [dist(xi,b1), · · · ,dist(xi,bK)]
T , and dist(xi,b j) is the Euclidean dis-

tance between xi and b j . σ is used for adjusting the weight decay speed for the locality
adaptor. The constraint 111T ci = 1 follows the shift-invariant requirements of the LLC
code.

To solve (11), the parameters λ and σ should be determined, which is nontrivial task
in practice. Noticing that LLC solution only has a few significant values, the authors
of Ref.[10] develop an faster approximation of LLC to speedup the encoding process.
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Instead of solving (11), they simply use the k (k< d <K) nearest neighbors of xi as the
local bases B̃i, and solve a much smaller linear system to get the codes. Though the fast
LLC achieves significant success in many benchmarks, we find it admits the following
disadvantages:

5 Experimental Results

The proposed algorithms were tested with the speed limit signs which contains 12780
training images and 4170 testing images borrowed from the GTSRB dataset, totally
eight classes(the number of images in each class is shown in Fig.7). In our experiment,
a codebook with 3072 bases has been trained as the most appropriate though numerous
experiments, and we use 4×4, 2×2, 1×1 sub-regions in the three-level Gaussian pyra-
mid. In all the experiment, the image samples were resized to be the same as 60×60
pixels with preserved aspect ratio.

Compared with the original BOW and LLC algorithm, our method using log-polar
mapping takes a great advantage on classification accuracy as shown in Fig.6(a). In
this experiment, the classification accuracy increases on the whole as the number of
nearest neighbors increases gradually. Here we set it to range from 5 to 30. In our all
experiments, if not specified differently, the C parameter for the linear SVM is set to 10,
and the 3072 bases codebook is used by default. The highest classification accuracy on
the validation using LLC alone could reach 95.5635% with 30-nearest neighbors, while
our method with the log-polar mapping could achieve 97.3141% while using 25-nearest
neighbors method, winning a margin of about two percent. However, as we know, when
the number of nearest neighbors is too large, there is no significance for coding. If we
set it as 5-NN, the method using the single LLC only gets 92.9017%, while our result
gets 96.3070%, winning a remarkable margin of 3.4%.

In addition, our approach based on BOW has the same effect as shown in Fig.6(c).
Here we illustrate with setting the number of nearest neighbors as 5. In our evaluation,
the method with BOW coding method could achieve 83.2134% only, however, after
preprocessing samples using the log-polar mapping, it rises up to 92.0384% almost
catching up with the method based on LLC which has an accuracy of 92.9017%. It just
demonstrates the effectiveness of our method. Yet, on the other hand, the comparison
of method based on BOW and LLC in turn highlights the advantage of LLC over BOW
method.

Fig.6(b) shows the performance under various C parameters for the linear SVM clas-
sifier. According to our results from experiments, we can make a conclusion that both
approaches with log-polar process and the ones without log-polar achieve a better image
classification performance under C is taken as 1 or 10 than other values.

The best classification accuracy of each class using our method is shown in Fig.7.
Apart from that, the average processing time for our approach in log-polar mapping

from a raw image input is only 0.014 second. The average time for generating the
final representation from a log-polar image is 0.122 second. The average time for SVM
training the model and predicting the labels of all the testing samples is 20.845 seconds
in total.
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Fig. 6. Results of our experiment using log-polar mapping

Fig. 7. The performance of our proposed method in each class

6 Conclusion

The promising recognition approach presented in this paper combines log-polar trans-
formation and a simple but efficient image representation method called LLC. With
this effective approach, we get our best recognition result as 97.3141%, which is more
dominant than many other methods.

Our classification recognition approach would not only apply to speed limit signs,
but also to other categories of traffic signs, as well as other kinds of target. Thus, our
major work in future will face issues of the following listed: First, introducing this ap-
proach into the entire field of traffic signs even into the whole transportation systems;
Second, besides SVM (Support Vectors Machine), other available classification meth-
ods for automatic target recognition can be used; And finally, putting this technique into
practical application for detection and recognition systems is under way.
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Abstract. A new method of medical image fusion is proposed in this paper, 
which is based on human visual models and IHS color space. Retina-inspired 
difference of Gaussian model is adopted to enhance the spatial information of 
anatomical images. Also, 2D Log-Gabor model of primary visual cortex is used 
to enhance the spectrum information of functional images. The statistical 
analyses tools such as average gradient and entropy are demonstrated that the 
proposed algorithm does considerably increase spatial information content and 
reduce the color distortion compared to the counterpart fusion methods. In the 
proposed fused images the color information is least distorted, the spatial details 
are as clear as the original anatomical images, and the integration of color and 
spatial features was normal. 
 
Keywords: image fusion, visual models, IHS color space, difference of 
Gaussian model, 2D Log-Gabor model. 

1 Introduction 

Medical imaging is divided into structural and functional systems. MRI (Magnetic 
Resonance Imaging) and CT (Computed Tomography) provide high-resolution 
images with structural and anatomical information. PET (Positron Emission 
Tomography) and SPECT (Single-Photon Emission Computed Tomography) images 
provide functional information with low spatial resolution. Combining anatomical and 
fictional datasets provide much more qualitative detection and quantitative 
determination in this area. Image fusion is the process of integrating information from 
two or more images of an object into a single image that is more informative and 
appropriate for visual perception or computer analysis. The purpose of image fusion is 
to decrease ambiguity and minimize redundancy in the output while maximizing the 
relative information specific to an application [1]. 

There are many algorithms for spatially enhancement of low-resolution images by 
combining high and low resolution data [2-11]. Some widely performed in the remote 
sensing community are IHS (intensity-hue-saturation) technique [2], PCA (principal 
component analyses) technique [3], and the Brovey transform technique [4], wavelet 
transform technique [5], discrete Walsh transform technique[6]. Normally, the 
objective of these procedures is to create a composite image of enhanced 
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interpretability, but, those methods can distort the spectral characteristics of the 
multispectral images and the analysis becomes difficult [7]. It is desirable that 
procedure for merging high-resolution panchromatic data with low-resolution 
multispectral data should preserve the original spectral characteristics of the later as 
much as possible. The procedure should be optimal in the sense that only the 
additional spatial information available in higher resolution data is imported into the 
multispectral bands. Recently, the RIM (Retina-Inspired Model) has been used for 
merging multiresolution images [8-11]. Ghassemian H et al. [10] presents a retina 
based multi-resolution data fusion procedure, allowing the use of high-resolution 
panchromatic image while conserving the spectral properties of the original low-
resolution multispectral images. Daneshvar S et al. proposed a fusion process, which 
preserves the original functional characteristic and adds spatial characteristics to the 
image with no spatial distortion [11]. 

In this paper, to avoid the weak points of the IHS fusion technique [2] and those of 
retina-inspired technique [10,11], an IHS and visual models integrated fusion 
approach is proposed. Retina-inspired DoG (Difference of Guassian) model is 
adopted to enhance the contour of the high resolution images and primary visual 
cortex model. 2D Log-Gabor is used to improve the spectrum information of the 
original low-resolution multispectral images. Adopting these two models make the 
proposed algorithm preserve more spatial feature and more functional information 
content respectively. Statistical analysis methods in terms of average gradient and 
entropy show that the proposed algorithm significantly improves the fusion quality.  

2 Visual Models and IHS Fusion Technique 

2.1 Retina-Inspired Model: Difference of Gaussian Model 

Fig.1 depicts retinal layers and major cell types inspired by the retinal model. The 
main cell types include: photoreceptors, horizontal cells, bipolar cells, amacrine cells 
and ganglion cells. The photonic visual perception begins with the scene captured by 
cone and rod photoreceptors. The retina cells are connected to each other in order to 
form two cell layers: the outer plexiform layer (OPL) and the inner plexiform layer 
(IPL) [12]. 

 

Fig. 1. Biologic architecture of the retina [12] 
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In a simplified model, the retina can be seen as performing a discrete convolution 
of the input image with retina filter kernel. In other words, the retina filter kernels 
have a center-surround organization, where its general model is a Difference of 
Gaussian (DoG). It consists of two Gaussians with different variances and in general 
can be written as equation of (1) and (2) 

1( , ) ( , ; ) ( , ; )r r h hh x y G x y G x yα σ α σ= −      (1)

2 2

22

1 ( )
( , ) exp

22

x y
G x y

σπσ
− +=  ,   (2)

where rα and hα are weights of center and surround inputs (both set to 1.0,). Both 

( , ; )rG x y σ and ( , ; )hG x y σ are spatially low pass filters. This depicts the filtering 

process which is taking place by the photoreceptor cells (the center signal) and the by 
the horizontal cells (the surround signal), the surround signal respectively. The 
bandwidth of low pass filter ( , ; )rG x y σ is less than ( , ; )hG x y σ , meaning r hσ σ< , in 

this paper, 2h rσ σ= .It corresponds to the biological fact that horizontal cells develop 

their signals with more synapse and more cellular integration than do the receptors. 
Possessed gray image 1 '( , )f x y can be described by (3), which is the convolution result 

of gray image 1( , )f x y and Difference of Gaussian operator 1( , )h x y . 

1 1 1'( , ) ( , ) ( , ) ( , )f x y Ga x y f x y h x y= = ⊗   (3)

2.2 Primary Visual Cortex Modeling: 2D Log-Gabor Model 

Signals filtered by the retina are received by the Lateral Geniculate Necleus (LGN) 
and transmitted to the primary visual cortex area 17 called V1. Gabor functions are 
highly jointly localized in position, orientation and spatial frequency. Neuroscience 
studies have shown that the receptive fields of simple cells of the Primary Visual 
Cortex (V1) of primates can be modeled by Gabor functions. Nevertheless, classical 
Gabor filters have not zero mean. They are then affected by Direct-current 
Component (DC). For those reasons log-Gabor filters are used in the present 
implementation instead of Gabor filters. The log-Gabor filters lack DC components 
and can yield a fairly uniform coverage of the frequency domain in an octave scale 
multi-resolution scheme [13]. The log-Gabor filters are defined in the log-polar 
coordinates of the Fourier domain as Gaussians shifted from the origin 

2 2
0 0

2 2 2
0

ln( / ) ( )
( , ) exp exp

2ln( / ) 2f

f f
h f

f θ

θ θθ
σ σ

   − − − = ×   
    

 ,  (4)

where ( , )f θ are the log-polar coordinates (in log2 scale, indicating the filters are 

organized in octave scales), 0f is the centered frequency, 0θ is the orientation of the 

filter, fσ  is the frequency bandwidth of frequency, θσ is the bandwidth of direction. 
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It can be seen that the real part of 2D Log-Gabor filter is even symmetric filter, while 
the imaginary part is odd symmetry filter. 

'
2 2 2( , ) ( , ) ( , )f x y h f f x yθ= ⊗    (5)

2.3 IHS Fusion Technique 

IHS space is a commonly used perceptual color space. I means the intensity of the 
color light; H means color tone, which is based on optical wavelength and used to 
distinguish the different color characteristics; S means saturation, which reflects the 
shades of color. The IHS transform converts a multi-spectral image with red, green 
and blue channels to intensity, hue and saturation independent components. From 
RGB space to IHS space, the transformation is as (6), where 1V and 2V are the 

transitional values in this equation. 1 2 2
2 1 1 2tan ( ),H V V S V V−= = + . 

1

2

1 3 1 3 1 3

1 6 1 6 2 6

1 6 2 6 0

I R

V G

BV

    
    = − −    
    −     

    (6)

The inverse transform, from IHS to RGB color space, is as (7), where 

1 2cos , sinV S H V S H= × = × . 

1

2

1 0.204124 0.612372

1 0.204124 0.612372

1 0.408248 0

R I

G V

B V

−     
     = − −     
          

  (7)

The fundamentals of IHS fusion are: (1) aligning the input multi-spectral images to 
the high-resolution images; (2) transforming the input multi-spectral from RGB to 
IHS color space; (3) substituting the intensity component with the high-resolution 
image; (4) transforming the new substituted IHS components into RGB color space. 
This process leads to a fused and enhanced spectral image [2].  

3 The Proposed Method 

Based on IHS image fusion technique [2], the proposed method adopts two visual 
models (one is retina-based Difference of Gaussian model, the other is 2D Log-Gabor 
of primary visual cortex) to process MRI gray images and PET spectrum images 
respectively. To attain a smooth combination of spectral and spatial features, the 
proposed method employs the IHS transformation to integrate the PET color 
information with MRI spatial detail information which is Fig.2. This fusion process 
generates a new high resolution color image, which contains both the spatial detail of 
MRI source image and the color detail of PET source images simultaneously. 
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According to Fig.2, firstly, the retina-inspired difference of Gaussian model 
described in section 2.1 is used to deal with MRI gray images. The contour of image 
is enhanced by convolution with DoG operator in (1) to make full use of spatial 
information of high-resolution images. So, DoG filter can be seen as a spatial feature 
extraction filter. Secondly, the PET image is transformed into IHS color space by (6). 
The PET image should be aligned to MRI image in advance. Thirdly, the primary 
visual cortex model of 2D Log-Gabor described in 2.2 is adapted to process the PET-
intensity component. Different frequency and direction scales of 2D Log-Gabor 
operator of (5) are used to convolute with PET-intensity component to select the best 
frequency and direction. 2D Log-Gabor filter is considered as a spectrum feature 
extraction filter to fully use color information of low-resolution spectrum images. 
Then, a new intensity image ( , )newI x y is obtained by combining the new MRI 

intensity and PET-intensity using (8), where 1( , )h x y is the DoG operator in 

(1), 2 ( , )h x y is the 2D Log-Gabor operator in (5), 1( , )I x y is the gray high-resolution 

MRI image, 2 ( , )I x y is PET intensity component image, ⊗ is convolution. Ultimately, 

this process is completed by inverse IHS transform of the new intensity and old hue 
and saturation components back in RGB space. 

1 1 2 2( , ) ( , ) ( , ) ( , ) ( , )newI x y h x y I x y h x y I x y= ⊗ + ⊗       (8)
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Fig. 2. The diagram of proposed method in this paper 
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4 Experimental Results and Discussions 

The test images include color PET images and high resolution MRI images of normal 
brain. The spatial resolution of MRI images and PET images are 256×256. All 
images have been downloaded from the Harvard university site ( 
http://www.med.harvard.edu/AANLIB/cases/caseNA/pb9.htm ). In this paper, all 
images are already aligned, only considering image fusion part.  

Fig.3 shows the PET and MRI original images and the results of different parts of 
proposed method. The parameters are set as: 1.0r hα α= = , 1rσ = , 2hσ = , 

32f = , / 4θ π= . 

 
 (a)           (b)           (c) 

 
 (d)           (e)           (f) 

Fig. 3. The results of different parts of proposed method.(a) original MRI image; (b) original 
PET image; (c) MRI image convolution result with DoG operator; (d) the intensity of IHS 
transformation of PET image; (e) the intensity component of PET image convolution result 
with 2D Log-Gabor operator; (f) the image fusion result. 

Four head PET and MRI (MR-T1) images are selected to give the fusion results. The 
IHS transform [2], the retina-inspired fusion transform [11] and the proposed method are 
employed to fuse the image datasets separately and the results are displayed in Fig.4. 

 

 

 

 
(a)          (b)          (c)          (d)          (e) 

Fig. 4. The MRI and PET fusion result. (a) MRI original images; (b)PET original images; (c) 
image fusion method based on IHS color space[2]; (d) The method proposed in paper[11];(e) 
The proposed method in this paper. 
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A suitable fusion method should preserve the spectral characteristics of the source 
multispectral image and the high spatial resolution characteristics of the source high-
resolution image. In this paper, two evaluation criteria (average gradient and entropy) 
are used for quantitative assessment of the fusion performance. 

For the spatial quality, we use average gradient to calculate the performance of the 
fused image. The average gradient of each band of the fused image is calculated as 
(9), the mean value ( ) / 3R G BAvg Avg Avg Avg= + + . The average gradient reflects the 

clarification of the fused image, which can be used to measure the spatial resolution 
of the fused image. A larger average gradient shows a higher spatial resolution. The 
average gradients of obtained by different fusion are shown in Table 1. The four 
images come from Fig.4. The results show that the average gradient of the proposed 
method is maximal among the three methods. The proposed method can preserve high 
spatial resolution characteristics of the source high-resolution image. 

22
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Table 1. The average gradients of the fused images 

Images Method in paper [2] Method in paper [11] Proposed method 

Img 1 0.070274 0.072548 0.074740 

Img 2 0.056803 0.058782 0.060386 
Img 3 0.055124 0.057505 0.058254 
Img 4 0.051082 0.052967 0.054203 
mean 0.058321 0.060451 0.061896 

Entropy is another measure of information quantity. The entropy of each band of 
fused image kH can be calculated as (10), N is the gray scales, in this paper, N=256, 

( )k iP x is the probability of ix . The average value of red, green and 

blue ( ) / 3R G BH H H H= + + . The larger value of image entropy means more 

abundant image detail information and a higher overall image quality. Table 2 shows 
the entropy of the eight fused image by different fusion algorithms. Among the three 
methods, the entropy of the proposed method is the highest, which demonstrate it 
contains most detail information. 

2
1

( ) log ( )
N

k k i k i
i

H P x P x
=

=    , ,k R G B=            
(10)
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Table 2. The entropy of the fused images 

Images Method in paper [2] Method in paper [11] Proposed method 

Img 1  3.3306 3.3465 3.4117 
Img 2  3.1489 3.1509 3.2092 
Img 3  2.9420 2.9444 2.9977 

Img 4  2.4528 2.4804 2.5233 
mean 2.9686 2.9806 3.0355 

5 Conclusion 

This paper presents a medical image fusion method based on visual models and IHS 
color space. The spatial features were extracted from high-resolution panchromatic 
image, added to the spectral features of multispectral images. Two visual models are 
adopted to enhance the information of source images on the basis of IHS technique. 
One is retina-inspired DoG model, which is used to enhance the contour of CT/MRI 
high-resolution panchromatic image. The other is primary visual cortex 2D Log-
Gabor model, which is adopted to improve the information of PET low-resolution 
multispectral image. A quantitative comparison used to evaluate the spectral and 
spatial features performance of the proposed method with the IHS technique method 
in paper [2] and RIM technique method in[11]. The statistical analyses tools such as 
average gradient and entropy are demonstrated that the proposed algorithm does 
considerably increase spatial information content and reduce the color distortion 
compared to the counterpart fusion methods. It can perform in any aspect ratio 
between pixels of images and does not require resampling process.  
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Abstract. In this paper, a new method to detect rivers in high resolution remote 
sensing images based on corner feature and Support Vector Machine (SVM) is 
presented. It introduces corner feature into river detection for the first time. 
First, we detect corners in sample images and test images, and extract image 
corner feature with all the corners detected above. Then the corner feature and 
other feature of sample images, for example texture feature and entropy feature, 
are input into SVM for training. At last we obtain the water decision function, 
with which we classify each pixel into river region or background region. This 
method comprehensively utilizes the corner, entropy and texture feature of 
remote sensing images. Experimental results show that this method 
performances well in river automatic detection of remote sensing images.  
 
Keywords: River Detection, Feature Extraction, Corner Feature, SVM. 

1 Introduction 

In recent years, with the development of remote sensing technology and computer 
technology, remote sensing image processing technology has developed greatly. Its 
application field ranges from maintaining geographical databases, assessing the extent 
of damages to military intelligence. Geographical objects detection, such as rivers, 
bridges, big buildings, or roads in remote sensing images plays an important role in 
these applications. 

Among all geographical objects in remote sensing images, river is a typical and 
important target. What is more, the detection of many other significant artificial 
objects, such as bridge, dam, port and great boat, depends on the precise detection of 
river. Therefore, the automatic detection of river is a meaningful and hot task. It is of 
great significance not only for civilian but for military application. 

Many methods for river detection have been proposed in recent years. We briefly 
describe a few methods proposed here. Cheng [1] used tree wavelet to obtain the 
texture feature from the sample image, and detect river regions with Fuzzy Weighted 
Support Vector Machine. Yu [2] proposed a river detection method utilized the 
correlation, entropy, contrast and homogeneity. Chen [3] adopted mean value and 
variance of gray levels as a feature to detect river target. Zhang [4] proposed a method 
of river detection in SAR images, which recognize river by using threshold and post-
processing. 
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Although, so many algorithms have been proposed, these methods tend to be 
suitable only without the interference of river-like regions, such as small ponds and 
farmlands. In order to enhance the river target detection accuracy and efficiency, this 
paper adopts a novel comprehensive detection method based on corner feature and 
SVM. 

2 Feature Extraction 

Based on a large number of observations, we can see that river targets in high 
resolution remote sensing images have the following characteristics: (1) the gray 
value of river region is generally low, with small fluctuations, and has connectivity. 
(2) the background (background refers to all the other regions except rivers in an 
image), on the other hand, has different gray and shape characteristics with the river 
target: due to the exist of cities, farmland, forests, ponds and other types of nature and 
artificial objects in it, the gray value of background is usually with great fluctuation, 
and the background region does not have connectivity. 

Since the remote sensing image is one kind of complex images, it is difficult to 
accurately extract the target by using only one feature information. The combination 
of various feature information is more effective for extracting targets. So, we 
comprehensively adopt corner feature, entropy feature and texture feature for this 
task. 

2.1 Corner Feature Extraction 

Through the above analysis and comparation, we can see that because of the simple of 
river region, there are scarcely any line segments, straight lines, curve lines or any 
other geometric figures in the river region. However, due to the complexity of itself, 
the background region contains a large number of irregular geometrical figures, for 
example lines, curves, rectangles, triangles, circles and so on. This is to say there must 
be lots of points where two edges intersect or brightness changes greatly or the 
curvature is locally maximal. All these points can be detected as corners. So we can 
come to the conclusion that the background region is rich in corner information, while 
the river region is poor in corner information. Therefore, we can take advantage of 
this fact for the segmentation and detection of river target. 

Corners in images represent a lot of useful information, and play an important role 
in describing object features. Corner detection is an approach used to extract certain 
kinds of features and infer the contents of an image. It is frequently used in object 
recognition, motion detection, video tracking, image mosaicing, and so on. 

Before using a detector for corner detection, we need to enhance the images firstly. 
The enhancement process could highlight some detail information. Therefore, the 
detection process could detect more useful corners. Our corner detection method is 
based on the work described in [5] and [6]. This is an improved multi-scale corner 
detector with the dynamic region of support. 
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After corner detection, we got a large number of corners for each image, but these 
corners alone cannot form an effective feature space for river detection. We must 
carry on some effective analysis and processing on them. In this paper, we adopt 
normal distribution function for this task. 

This algorithm is based on an assumption that if one pixel is close to a corner, then 
it may belong to the background region, and this possibility increase greatly with the 
reduction of the distance between the pixel and the corner. When one pixel is close to 
more than one corner, these corners will all contribute to this pixel’s background-
belonging possibility. After we calculate all the corners’ contributions to every pixel 
in an image, we can obtain one corner-information map, which shows each pixel’s 
possibility of whether it belongs to river region or background region. To obtain this 
corner-information map, we must have a criterion to value the background-belonging 
possibility. After a lot of observations and experiments, we find out that the 
background-belonging possibility is approximately normally distributed. This is the 
reason why we adopt normal distribution to value this possibility. 

So specifically, we suppose f  is one pixel in one image, c  is a corner in the 
same image, and d  is the distance between this pixel and this corner. We can use the 
following equation to calculate this pixel’s background-belonging possibility 
contributed by this corner: 
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And we can calculate one pixel’s integrated background-belonging possibility 
(contributed by all the corners nearby) by using the following equation: 
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where n  is the number of corners close to this pixel. maxP  is an normalized 

parameter. It makes sure that IfP )(  is less than 1. 

As we can see, if one corner is too far from a pixel, the value of cfP )(  is close to 

zero. This means the contribution of this corner to the background-belonging 
possibility of this pixel is negligible. Therefore, we can reduce Eq. (2) in this way: we 
set one threshold value T  for d , and any corner with a value d  larger than T  will 
be neglected when calculating IfP )( . So we can obtain the following equation: 
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where m  is the number of corners, whose value d  is not larger than T . 
This equation for reduction will greatly reduce the computing effort and improve 

the computing efficiency compared with Eq. (2). 
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Fig. 1. Is the functional relationship between cfP )(  and d  

We can obtain the corner-information map of one image by calculating the 
integrated background-belonging possibility of each pixel in it. In this way, each pixel 
in the image has a feature describe its corner feature information. 

(a) (b) 

Fig. 2. (a) is the original image. (b) is the corner-information map of (a). 

2.2 Local Entropy Feature Extraction 

Local entropy reflects the discrete degree of images: generally, the image gray is 
relatively uniform in the areas where local entropy is large; while the image gray is of 
large dispersion in the regions where local entropy is small, so we can recognize the 
river target according to the local entropy of an image [7] [8] . 

),( yxf  is supposed to be the gray of pixel ),( yx  in one image. For one image 
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where ijp is the gray distribution of this image. fH is the entropy of this image. 

If NM ×  is a local window in one image, then fH  is the local entropy of this 

image. From the above definition, we can see that, 1<<fH . Therefore, we can adopt 

Taylor Expansion for eliminating high order terms. And we can obtain the 
approximate equation as follows: 
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In the extraction of local entropy feature, we ergodic the original image with a nn ×  
template, and calculate the local entropy under each template with Eq. (6). 

2.3 Texture Feature Extraction 

Texture feature describes the homogeneous, meticulous and rough of images. As 
discussed before, the river region is poor in texture information, while the background 
region is rich in texture information. So, we can distinguish the river region from the 
background region with their texture feature. 

Our texture detection method is based on the work described in [1]. First, we 
decompose each image with tree wavelet for two times. In this way, we obtain sixteen 
medium-frequency feature images. We choose four images with relatively larger 
energy from these sixteen feature images. Then we calculate the average value of 
these four images, and obtain a new feature image. At last, we ergodic this new 
feature image with a nn ×  template, and calculate the value of energy under each 
template with the following equation. In this way, each pixel in the original image has 
a feature reflect its texture feature. 
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3 River Detection with SVM 

The object detection for remote sensing images is traditionally handled as a 2-
classification problem. In this paper, river target detection is to classify an image into 
two parts: the river-region and the background-region. There are several machine 
learning methods for the 2-classification problem. Among these methods, SVM has 
lots of advantages: First, SVM make use of the structure risk minimization principle, 
which brings on good generalization ability for classifier. Second, for SVM, there are 
only a small number of tunable parameters and training amounts to solving a convex 
quadratic programming problem hence giving solutions that are global, and usually 
unique [9] [10]. Therefore, we adopt SVM for river target detection in this paper. 
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After the former feature extraction processing, for each pixel in one image, there is 
a three-dimensional characteristic vector. The characteristic vector describes the 
corner feature, local entropy feature and texture feature of this pixel. 

In order to classify each pixel into river-region or background-region, we first train 
the SVM classifier with river samples and background samples. This generates a 
decision function for river classification. Then we classify every pixel in the test 
image with the above decision function. 

4 Experimental Results 

In order to validate the effectiveness of the proposed method, we illustrate our method 
with three high resolution remote sensing images, and compare it with the other two 
methods in [1] and [2]. The resolution of each image is 1m, and the main backgrounds 
are city, farmlands, and ponds. 

As we can see in Fig. 3, our method successfully reduce the effects of small man-
made lake, large building (gym in Fig. 3) compared with the other two methods with 
the main background of city. Fig. 4 and Fig. 5 shows that our method can effetely 
distinguish river target from farmlands and ponds, while the other two methods 
misclassify lots of them. And these backgrounds in the experimental images cover 
most situations in practical application. 

(a) (b) 

 
(c) (d) 

Fig. 3. (a) is the original image with a main background of a city. (b) is the result of our 
method. (c) is the result of the method in [1]. (d) is the result of the method in [2]. 
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(a) (b) 

 
(c) (d) 

Fig. 4. (a) is the original image with a main background of farmlands. (b) is the result of our 
method. (c) is the result of the method in [1]. (d) is the result of the method in [2]. 

(a) (b) 

 
(c) (d) 

Fig. 5. (a) is the original image with a main background of ponds. (b) is the result of our 
method. (c) is the result of the method in [1]. (d) is the result of the method in [2]. 

Experimental results show that both the false-alarm rate and missing-alarm rate of 
this algorithm are excellent, and it can successfully segments images that contain 
some river-like regions, such as small ponds, man-made lake, and farmlands. 
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5 Conclusion 

In this paper, a novel river detection method for high resolution remote sensing image 
based on corner feature and SVM is presented. The proposed method 
comprehensively utilizes the corner feature, entropy feature and texture feature in 
remote sensing images. The main novelty of our method is that we adopt corner 
feature in river detection for the first time. We demonstrate the performance of the 
proposed method using different images. Experiment results show that the proposed 
method can effetely detect river target in remote sensing images. We apply this 
method to high resolution remote sensing image; however, it can be also readily 
employed in other kind of image, for example SAR image. Many related work remain 
to be investigated. In the future, we will emphasize on reducing its calculation amount 
and improving its calculation speed. 
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Abstract. Non-negative matrix factorization (NMF) is an efficient local feature 
extraction algorithm of natural images. To extract well features of natural im-
ages, some sparse variants of NMF, such as sparse NMF (SNMF), local NMF 
(LNMF), and NMF with sparseness constraints (NMFSC), have been explored. 
Here, used face images and palmprint images as test images, and considered 
different number of feature basis dimension, the validity of feature extraction 
using SNMF, LNMF and NMFSC is testified.  Experimental results demon-
strate that the level of feature extraction of LNMF is the best, and that of 
NMFSC is the worse, which also provides some guidance to use different NMF 
based algorithm in image processing task, and our task in this paper behave cer-
tain theory research meaning and application in practice. 
 
Keywords: Non-negative matrix factorization (NMF), Local NMF (LNMF), 
Sparse NMF (SNMF), NMF with sparseness constraints (NMFSC), Local fea-
ture bases, Image feature extraction.  

1 Introduction 

In recent years, non-negative matrix factorization (NMF) has been proven to be a 
useful tool for the analysis of non-negative multivariate data [1-2]. NMF aims to ex-
tract hidden patterns from a series of high-dimensional vectors automatically, and has 
been successfully applied for dimensional reduction, image feature extraction, image 
fusion, etc., This algorithm’s codes naturally favor sparse, a parts-based representa-
tion of the data [3]. However, it has been shown that NMF may give holistic represen-
tation instead of part-based representation [1-3]. Hence many efforts have been done 
to improve the sparseness of NMF in order to identify more localized features, which 
are building parts for the whole representation. Here several sparse variants of NMF, 
including sparse NMF (SNMF) [4], Local NMF (LNMF) [3], non-negative sparse 
coding (NNSC) [5], and NMF with sparseness constraints (NMFSC) [5-6] are  
introduced. The above-mentioned several NMF based algorithms are all subject to 
sparseness constraints and are all efficient in natural image processing. Here, used 
face images and palmprint images as test images, and considered different number of 
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feature basis dimension, the property of image feature extraction by using several 
sparse variants of NMF is discussed. Further, utilized features extracted by different 
NMF based algorithm, the image reconstruction works are explored.  The experimen-
tal results demonstrate the level of feature extraction of LNMF is the best, and that of 
NMFSC is the worse, which also provides certain guidance to use different NMF 
based algorithm in image processing task, and our task in this paper behave certain 
theory research meaning and application in practice. 

This paper is organized as follows: Section 2 discusses briefly the SNMF algo-
rithm. Section 3 describes the LNMF algorithm. Section 4 probes into NMFSC algo-
rithm. Section 5 is devoted to the experimental results of extracting natural image 
feature using different sparse variants of NMF under different number of feature basis 
dimensions. Section 5 gives some conclusions. 

2 The SNMF Algorithm 

Given a non-negative matrix V  of the size n m×  , NMF algorithms seek to find 
non-negative feature  basis matrix W with the size of n r×  and non-negative coef-
ficient matrix H  with the size of r m× such that V WH≈ . Parameter r is the 
number of feature vectors and it is usually chosen such that min( , )r m n<< . To ob-

tain more meaningful partial representation, the energy of each basic NMF (denoted 
by  BNMF) basis is restricted to the most significant components only, thus, SNMF 
algorithm was proposed. Replaced the least squares error with generalized Kullback-
Leibler (DKL) divergence, the objective function of SNMF is defined as follows [5]: 

where 0β >  is a constant, ,  , 0V W H ≥ . Using the following update rules, the LNMF 
algorithm is minimized: 

( ) ( )1kj ik ijkj ij
i

WHW VHH β= +  . (3)

3 The LNMF Algorithm 

LMNF was proposed by Li et al. [3], and it aimed at learning localized, part-based 
features in W for a factorizationV WH≈ . In simple terms, it imposes the sparseness 
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constraints on coefficient matrix H and locally constraints on feature basis matrix 
W , namely, the following three additional constraints on the BNMF basis were im-
posed in the object function of BNMF [1-2]. (1) Maximum sparsity in H . Matrix H  
should contain as many zero components as possible. The constraint in H is imposed 
as 2

1 minn
iji w= = . (2) Maximum expressiveness of W . This constraint of W  further 

enhances the maximum sparsity in H . This idea makes only those components, 
which carry much information about the training examples, be retained well. The total 
activity of all examples on the component iw  is 2r

ijj h . The total activity on all the 

learned components is 2
1 1

n r
iji j h= =  . The maximum expressiveness of W is imposed 

as defined as ( ) maxT
i ii

HH = . (3) Maximum orthogonality of W . Different bases 

should be as orthogonal as possible, so as to minimize redundancy between different 
bases. This can be imposed by ( ) minT

i j ij
WW≠ = , and combined this constraint 

with (1), the constraint condition of f ( ) minT
ij ij

WW∀ = . This incorporation of the 

above constraints leads the following constrained divergence as the objective function 
for LNMF [3]: 

where , 0α β >  are some constants. Using the following update rules, the LNMF 
algorithm is minimized .  
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4 The NMFSC Algorithm 

The object function of NMFSC is written as follows [6]: 

For a random vector, the sparseness measure based on the relationship between the 
1L  norm and 2L  norm, which is added in Eqn. (7), is determined by  
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where n  is the dimensionality of x . wS  and hS are defined the sparseness meas-
ure ofW and H , and they are in [0, 1], and it is easy to verify that the larger wS and 

hS , the more sparse W and H . The detail of NMFSC is described as three cases 
[7]:  

(1) If sparseness measure constraints on W apply wS , then project each column of 
W  to be non-negative, have unchanged 2L  norm, but 1L  norm set to achieve de-
sired sparseness. The updated rules of W is deduced as follows: 

(2) if sparseness measure constraints on H apply hS , then project each row of H to 
be non-negative, have unit 2L  norm, but 1L  norm set to achieve desired sparseness. 
The updated rules of H is written as: 

where Hμ  and wμ are small positive constants. 

(3) If no sparseness measure constraints on W and H , the multiplicative rules of 
W and H are defined by the following formula : 

where the multiplicative steps are directly taken from Lee and Seung [1], and the 
implementation of NMFSC automatically adapts these parameters.  

5 Experimental Results and Analysis  

5.1 Image Feature Extraction 

All test images used in our experiment can be available on the Internet http:// 
www.cis.hut.fi/projects/ica/data/images. Firstly, 10 nature images with the size of 
256×512 pixels were randomly selected. Then, an image patch with 8×8 pixels was 
used to sample randomly from each original image 5000 times, and each image patch 
was converted into one column. Thus, the input data set X  with the size of  
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64×50000 is acquired. Considering the non-negativity, the negative elements in 
X were set to be zero. Then, using SNMF, LNMF and NMFSC, the features of natu-

ral images were extracted. Limitation of the paper’s length, here only the different 
dimensionality of feature basis, such as 36-dimension, 64-dimension, 81-dimension, 
121-dimension, were discussed in feature extraction. The feature basis images ob-
tained by different sparse variants of NMF were respectively shown in Fig. 
(1)~Fig.(3). Clearly, with the increasing of the number of feature dimension, the fea-
ture basis vectors of different NMF based algorithms behave better locality, sparsity. 
And under the same feature dimensionality, compared feature bases obtained by dif-
ferent algorithms, it was easy to see that the sparsity and locality of LNMF’s feature 
bases were hardly better than those of SNMF and NMFSC. Otherwise, in despite of 
the type of algorithms, it was found that that in test the larger the feature dimension 
was, the slower the convergence speed was. So, consider the calculated time and the 
validity of features extracted, the maximum feature basis dimensionality here was 
chosen as 121. 

 

   

(a)36-dimension (b) 64-dimension (c) 121-dimension 

Fig. 1. The different feature basis images of natural images of LNMF 

   

(a)36-dimension (b) 64-dimension (c) 121-dimension 

Fig. 2. The different feature basis images of natural images of LNMF 
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(a)36-dimension (b) 64-dimension (c) 121-dimension 

Fig. 3. The different feature basis images of natural images of LNMF 

   

(a) LNMF    (b) SNMF (c) NMFSC 

Fig. 4. The reconstruction Elaine images obtained by different NMF algorithm corresponding 
to 5000 image patches and 121-dimension of feature bases  

5.2 Image Reconstruction 

To testify the validity of features obtained by SNMF, LNMF and NMFSC, the image 
reconstruction task were discussed in this subsection. An image called Elaine with the 
size of 512×512 pixels was selected as test image. This image was also sampled ran-
domly with 8×8 pixels 50000, and the test set was the size of 64×50000 pixels and 
was non-negative. And then for any sparse variant of NMF, corresponding to the dif-
ferent feature basis dimensionality, the image reconstruction work was implemented. 
For each algorithm, the feature basis dimensionality considered was 16, 64, 81 and 
121, and the number of image  patches sampled from original Elaine image was 
5000, 10000, 30000 and 50000. When the feature dimensionality was fixed on 121, 
and considered the paper’s length, only some reconstruction images obtained by dif-
ferent NMF based algorithms, corresponding to 5000 and 50000 image patches, were 
respectively shown in Fig.(4)~Fig.(5). Here, note that for the sample pixel, we aver-
aged the sum of the values of all reconstructed pixels, and used the averaged pixel 
value as the approximation of the original pixel.  
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(a) LNMF (b) SNMF (c) NMFSC 

Fig. 5. The reconstruction Elaine images obtained by different NMF algorithm corresponding 
to 50000 image patches and 121-dimension of feature bases 

Table 1. Values of SNR obtained by different denoising methods 

Image Patches 
Basis dimensionality 

5000 10000 30000 50000 

121 
LNMF 17.280 21.427 26.679 27.892 
SNMF 13.562 16.679 23.987 26.330 

NMFSC 13.562 16.679 23.987 26.330 

81 
LNMF 13.562 16.679 23.987 26.330 
SNMF 13.562 16.679 23.987 26.330 

NMFSC 13.562 16.679 23.987 26.330 

64 
LNMF 13.562 16.672 23.987 26.330 
SNMF 13.562 16.679 23.987 26.330 

NMFSC 13.562 16.679 23.987 26.330 

36 
LNMF 13.509 16.542 23.297 25.263 
SNMF 13.517 16.559 23.316 25.252 
NMFSC 13.515 16.555 23.337 25.308 

16 
LNMF 13.453 16.398 22.621 24.275 
SNMF 13.481 16.458 22.784 24.440 

NMFSC 13.470 16.433 22.723 24.379 

 
Distinctly, corresponding to 5000 image patches, it is easy to see that Fig.(4a) has 

the best visual effect. At the same time, it can be seen that in the same dimension, the 
larger the number of image patches is, the clearer the reconstructed image is. Moreo-
ver, when the number of image patches is 50000, it is difficult to distinguish the  
efficiency of each algorithm only with naked eyes. So, the signal noise ratio (SNR) 
criterion was used to measure the equality of reconstruction results. The calculated 
SNR values were listed in Table 1. Clearly, when the dimensionality is less than 64-
dimension, the SNR values of each algorithm are more or less the same, which indi-
cates that the three algorithms almost make no difference. However, when the feature 
dimensionality is not smaller than 64, it clearly shows that SNMF and NMFSC have 
the same effect on feature extraction. When the dimensionality is 64 to 81, it is known 
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that LNMF has the same property as SNMF and NMFSC. But when the dimensionali-
ty is 121, LNMF’s SNR values are much larger than those obtained by SNMF and 
NMFSC. Thus, it can be concluded that when the feature dimensionality is hardly 
large, the feature extraction capability of LNMF is the best. 

6 Conclusions 

In this paper, the image feature extraction task by using LNMF, SNMF and NMFSC 
is discussed. The experimental results show that all features extracted by each algo-
rithm behave clear locality and sparseness. On the basis of feature extraction,  
considered different feature basis dimensionality and non-negative image patches, the 
image reconstruction work is implemented. According to reconstruction results, it can 
be concluded that when the feature dimensionality is smaller than 64, three NMF 
based algorithms make no difference, but when the feature dimensionality is hardly 
large, the LNMF algorithm behaves the best feature extraction capability. This pa-
per’s contribution is that some guidance to use sparse variants of NMF in image 
processing is provided. 
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Abstract. In this paper, a novel method for remote sensing image matching 
through mean-shift is proposed. First, state of the improved Mean-shift is 
reminded. Primary mean-shift algorithm is only based on color feature, but 
color feature does not apply to the remote sensing images matching. This paper 
exhibits a method to solve this problem using the gradient direction histogram 
instead of the color histogram. Secondly, Speeded-Up Robust Features (SURF) 
is applied to the fine matching. The experimental results show that the 
improved mean-shift matching algorithm, combining to the surf detector can 
realize two images matching accurately. 
 
Keywords: Feature matching, Remote sensing image, Mean-shift, Gradient 
direction histogram, SURF.  

1 Introduction 

In order to locate the ground target in real time observation, the way of Camera 
calibration is often used[1]. Plane-based (2-D) camera calibration is becoming a hot 
research topic in recent years because of its flexibility. However, at least four image 
points are needed in every view to denote the coplanar feature in the 2-D camera 
calibration. Now it is often used in target location technology is the image 
matching,using the captured image and the known image database,capturing 
characterstic points,to realise the software localization. 

The paper is organized as follows. State of the-art mean-shift is reminded in 
section 2, then, an improved algorithm based on the gradient direction histogram is 
introduced, it is applied to find the rough matching position; Section 3 introduces the 
speeded-up robust features to finish the image matching, Then, the algorithm of the 
proposed method and surf are applied to the satellite images in Section 4. Finally, 
Section 5 concludes.  

2 The Rough Matching  

In this section, we remind the Mean-shift base on the color. The presentation of such 
well known technique is intended to make an analogy with the proposed idea. 
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2.1 Mean-Shift Based on the Color Histogram  

Mean Shift is first proposed in 1975 by Fukunaga[2], and it was first used as a 
nonparametric density estimation algorithm. But it didn’t cause the attention of 
scholars until Cheng bring it into the field of machine vision in 1995[3]. Comaniciu 
and Meer[4] have applied it to the image segmentation, filtering, target tracking, and 
some useful conclusions has been obtained[5]. Mean-shift methods are as follows: 

The goal model can be described as a probability value of all Characteristic values 
in the target area, The probability density is as follows which is estimated by the 
target model:  
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and δ  is the Kronecker delta function. The probability density of the search window 
feature value is similarity. 

Using Bhattacharyya coefficient as the similarity function, that is: 
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Its value is between 0 and 1. The highest similarity between p, q is equivalent to 
maximize the Bhattacharyya coefficient ρ . Searching for the new target location in 

current frame starts at the location 0

∧
y  of the target in previous frame. Using Taylor 

expansion for Bhattacharyya coefficient around the values )( 0
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In this algorithm the current location 0

∧
y  is moved to the new location 1

∧
y  

according to the equation (5):  
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In this relation 
∧

1y is the location of ellipse center which we model as target. 

2.2 Mean-Shift Based on the Gradient Direction Histogram 

Dorin Comaniciu[6] algorithm is based on the color histogram as features to achieve 
target recognition and location, and the gray histogram of images included 
information on a single, at the same time, the color information of remote sensing 
image is not obvious, making Mean shift algorithm is difficult to apply to these 
images. In this case, the application of mean shift is limited. In the paper, using the 
gradient direction histogram as features achieves the target location. 

Gradient features describe the image edge, corner and other local regional changes 
in the information, the change of illumination is robust, widely used in the target 
feature description, image matching and target detection. To extract gradient direction 
histogram, first the color image is converted to grayscale intensity image. Then 
acquire the gradient of two images, due to the gradient direction only exists on the 
edge of the image. So this paper firstly makes use of the gradient vector flow (GVF), 
which is computed as a diffusion of the gradient vectors of a gray-level or binary edge 
map derived from the image. 

The GVF begin by defining an edge map f(x, y) derived from the image I(x, y) 
having the property that it is larger near the image edges. Using: 

),(),( yxEyxf i
ext−=  (6)

where i =1, 2, 3, or 4. The field f∇ has vectors pointing toward the edges, but it has 

a narrow capture range, in general. 
They defined the gradient vector flow (GVF) field to be the vector field 

)),(),,((),( yxvyxuyxv = that minimizes the energy functional： 

dxdyfVfvvuu yxyx

222222 )( ∇−∇++++= με  (7)

This variational formulation follows a standard principle, that makes the result 
smooth when there is no data. The follows is the comparison chart between using 
GVF and not using it. 
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 (a)                (b)                 (c)                   (d) 

Fig. 1. (a) The original gray image. (b) The edge image. (c) The edge image gradient. (d) The 
edge gradient image after GVF diffusion. From it, we can know that the gradient exists the 
place where not has the edge. 

The gradient direction histogram is obtained by computing the gradient direction in 
response to image edge contour feature[7]. In order to improve the robustness of the 
algorithm, the gradient direction histogram is used to mean shift tracking algorithm. 
The absolute value of gradient is computed with relation (8): 

22 )()(),( xfyfyxf ∂∂+∂∂=  (8)

Defining the pixel gradient direction angle： 
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yf ∂∂ , xf ∂∂  are the pixels along the Y and X direction gradient, can be obtained 

by gradient operator. Gradient orientation angle theta range is 0 ~ 2 pi. Edge 
histogram for target model is computed using equation (10): 


=

∧

−−=
n

i
ii uxbxyKCu yp

1

2
])([)()( δ  (10)

3 Speeded-Up Robust Features (SURF)  

Surf is proposed by Bay H in 2006[8]. It is a feature descriptor which is based on the 
integral image. It has the scale and rotation invariance and better reliability, partition 
and robustness, and has faster calculation speed. 

Surf uses the approximate Hessian matrix to detect the interest points, and uses 
integral image to reduce the amount of computation substantially.  

Once the integral image is calculated for the input image I, calculating the sum of 
intensities for a given pixel can be achieved by three additions. The cost of calculation 
is independent of image size, decreasing process time. 
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Surf blob detector is based on the determinant of Hessian matrix. Hessian matrix is 
used to detect location of blob like structures where determinant is maximum. For 
image point ),( yxI the Hessian Matrix is defined by equation (11): 
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),( σXLxx expresses the convolution between the two partial derivative of Gauss 

and image I. The determinant of this matrix is calculated by (12): 

2)()det( xyyyxxapprox wDDDH −=  (12)

w  is calculated using energy conversion between Gaussian kernels and it is 
approximated as 0.9 by Bay et al. 

For an interest point centered around a point ),( yxp and at scale s, the first task is 

constructing a square region of size 20s. Each region is divided into 4 x 4 square sub-
areas. Each sub area could be considered as an area with 4 components. For each sub-
area, Haar wavelet responses are computed at 5 x 5 spaced samples regularly. By 

denoting Haar wavelet responses for x and y components xd , yd , for 25 sample 

points sum of responses are calculated as: 

],,,[ = yxyx ddddV  (13)

4 Experimental Results and Analysis  

In this section, first, we make a contrast between mean-shift based on color diagram 
and mean-shift based on the gradient direction diagram on satellite images. Second, 
we make a contrast between sift and the proposed algorithm. Then, we discuss the 
advantages and drawbacks of the two methods.  

4.1 The Results of the Rough Matching 

The ability to find the approximate location is crucial for the next step of fine 
matching in very high resolution satellite images. In these examples, Three groups of 
Aerial images are used in Fig.2. a Quickbird image and two Goole images are used in 
Fig.3.Due to the uniqueness of the remote sensing image, the color feature is not 
significant, but the edge feature is apparent .The template image could not be matched 
to the correct position by the traditional mean-shift, while the gradient direction 
feature can solve the problem. 
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Fig. 2. Is Aerial images in different places 

 
  (a) Quickbird              (b) Google                   (c) Google  

Fig. 3. The up row represents the matching results of mean-shift based on color diagram. The 
down row represents the matching results of mean-shift based on the gradient direction 
diagram. Aerial image in different places. 

4.2 The Final Results 

Making a comparison between the novel method and the Sift method. In Fig.4. (a) and 
(b) are both the global matching in the Remote sensing image, and the results prove 
that the point matching based on sift is not good. Fig.5. Indicates that if using the 
improved mean-shift to the rough matching, then, the point matching is conducted on 
the rough place, the matching precision can be greatly improved. The contrast 
between Fig.4. and Fig.5. indicate that directly using the point matching can not get 
the accurate results on the images obtained from different sensors directly. 
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  (a)                                         (b) 

Fig. 4. The matching between the Goole image and the Arial image based on sift   

 

Fig. 5. The results of the novel method, it is based on the rough matching, After the improved 
mean-shift find the roughly place, the point matching can work well. 

5 Conclusion 

This paper presents a matching method based on improved mean-shift. The gradient 
direction feature is introduced into the mean-shift algorithm. And using surf algorithm 
for fine matching. The experimental results show that the novel method  not only 
avoid the limitations of the traditional color histogram but also improve the matching 
accuracy. In expectation of further endeavors, we intend to simplify the algorithm to 
further enhance the running speed. 
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Abstract. Most of the existing color image watermarking schemes were 
designed to mark the image luminance component only. Based on Quaternion 
Discrete Cosine Transform (QDCT), quaternion geometric Legendre moment 
invariants (QGLMIs) and least squares support vector machine (LS-SVM), we 
propose a robust color image watermarking in QDCT, which achieves high 
robustness and good visual quality.  

 
Keywords: Color image watermarking, geometric distortion, QDCT, QGLMIs, 
LS-SVM. 

1 Introduction 

In recent years, there is an unprecedented development in the robust image 
watermarking field [1]-[2]. However, most watermarking schemes have been 
proposed and applied for gray images. Color image is more common in our everyday 
life, and can provide more information than gray image, so it is very important to 
embed the digital watermark into color image for copyright protection. With the 
introduction of color imaging, some of early gray image watermarking techniques 
have been extended to color images. Most of the existing color image watermarking 
schemes were designed mainly to mark the image luminance component only[3]-[5], 
which have some disadvantages in varying degrees: (i) they are sensitive to color 
attacks because of ignoring the correlation between different color channels, (ii) they 
are always not robust to geometric distortions for neglecting the watermark 
desynchronization. 

According to Quaternion Discrete Cosine Transform (QDCT) and least squares 
support vector machine (LS-SVM), a robust color image watermarking in QDCT 
domain is proposed, which achieves high robustness and good visual quality. Rather 
than separating a color image into three channel images and processing them 
respectively as the traditional methods, QDCT can handle color image pixels as 
vectors and process them in a holistic manner. 
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2 Quaternion Discrete Cosine Transform of Color Images 

Quaternion Discrete Cosine Transform has been described by several authors [6]-[8], 
which satisfy the following equations, respectively: 
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Consequently, the corresponding inverse quaternion DCT is defined as follows: 

),,,(),(),( nmspNspCnmIQDCT
M

p
Q

N

s
Q

N
s

M
pQ ⋅⋅⋅−= 

−

=

−

=

1

0

1

0

μαα  (3)

where ),( spCQ
is a two-dimensional NM × quaternion matrix.  

Let ),( spA  denote the real part of color image in Quaternion Discrete Cosine 

Transform domain, ),( spC , ),( spD , and ),( spE  be the three imaginary parts of color 

image in Quaternion Discrete Cosine Transform domain: 

( ) ),(),(),(),(. spEspDspCspAspCQ kji +++=  (4)

Substitution of kji kjiQ μμμμ ++=  leads to 

( ) )),(()),(()),((, nmfDCTnmfDCTnmfDCTspA BkGjRi ⋅−⋅−⋅−= μμμ  (5)

Likewise, let ),( nmfA
 denote the real part of color image in quaternion inverse 

Discrete Cosine transform domain: 

)),(()),(()),((),( spEIDCTspDIDCTspCIDCTnmf kjiA ⋅+⋅+⋅= μμμ  (6)
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3 Quaternion Geometric Legendre Moment Invariants 

Let ( ) ( ) ( ) ( ) kji ⋅+⋅+⋅= yxfyxfyxfyxf BGRQ ,,,, represents an RGB image, the 

(p+q)th order quaternion Legendre moments of ),( yxfQ
are given by  
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where
Qμ is any unit pure quaternion, )(xPp

 is the p th-order orthonormal Legendre 

polynomial.  
We derive a set of quaternion geometric Legendre moment invariants 

(QGLMIs) t
pqQGLMI , s

pqQGLMI  and r
pqQGLMI that are invariant to translation, scale 

and rotation transform respectively. They are defined as follows: 
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where 
00QLM=Γ ,
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−
= −tanθ  , 0x and 0y are the centroids of  x- and 

y-coordinate[9].  
By combining t

pqQGLMI , s
pqQGLMI  and r

pqQGLMI that are respectively invariant 

to translation, scale and rotation transform, we can obtain our set of QGLMIs.  

4 Watermark Embedding Scheme 

Let ),( yxfQ  denote a host color image, }0,0),,({ QjPijiwW <≤<≤=  is a binary 

image to be embedded within the host image, and }1,0{),( ∈jiw  is the pixel value 

at ),( ji . 

The digital watermark embedding scheme can be summarized as follows. 

4.1 Quaternion Discrete Cosine Transform of Color Image Block 

The original color image ),( yxfQ  is divided into small color image blocks 
kB  of 

8×8 pixels }70,70),,({ ≤≤≤≤= jijibB kk
(

88,,2,1 NMk ∗=  ). The QDCT is 
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performed on the color image block
kB , and a real coefficient matrix 

kA  and three 

imaginary coefficient matrices
kC ,

kD ,
kE are obtained. (See section 2) 

4.2 Digital Watermark Embedding 

In our digital watermark embedding scheme, the block watermark embedding strategy 
is adopted. The watermark block 

kW  with 2×2 watermark 

bits }10,10),,({ ≤≤≤≤= jijiwW kk
 is embedded into the color image 

blocks
kB with 8×8 pixels by modifying the real low-frequency Quaternion Discrete 

Cosine Transform coefficients: 
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where }70,70),,({ ≤≤≤≤= jijiaA kk
 is the old real QDCT coefficients block of 

color image blocks
kB , }70,70),,({ '' ≤≤≤≤= jijiaA kk

 is the new real QDCT 

coefficients block, )(⋅round denotes round operator, Δ  is the watermark embedding 

strength. 
The watermarked color image block '

kB  (
22,,2,1 QPk ∗=  ) can be obtained by 

performing the Inverse Quaternion Discrete Cosine Transform, in which the new 
real coefficient matrix is used instead of the old real coefficient matrix. 

4.3 Obtaining the Watermarked Image 

In order to improve further the watermarking performance, we repeat 4.1-4.2 to 
embed 1**16

* −QP
NM  copies of digital watermark into other color image blocks. 

Finally, the watermarked color image 'I  can be obtained by combining the 

watermarked color image blocks. 

5 Watermark Detection Scheme 

According to Quaternion Discrete Cosine Transform (QDCT) and quaternion 
geometric Legendre moment invariants (QGLMIs), a robust color image 
watermarking detection using LS-SVM correction is proposed.  

5.1 LS-SVM Training 

In order to obtain the LS-SVM training model, we must construct the training 
images kH )1,,1,0( −= Kk  . We construct the training image samples by moving, 

rotating and scaling the watermarked color image. 
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Firstly, 6 low-order quaternion geometric Legendre moment invariants of the 
training color images are computed, which are regarded as image features for training 
(See section 3). We select 6 low-order 
QGLMIs || 13M , || 31M , || 33M , || 25M , || 43M , || 61M (we denote them as 

654321 ,,,,, ffffff ) )1,,1,0( −= Kk  to reflect the global information of digital 

image. 
Secondly, the corresponding transformation parameters kkk

y
k
x stt θ,,,  are described 

as the training objective. Here, θ,,, stt yx  represent X-direction moving distance, 

Y-direction moving distance, scaling factor, and rotation angle, respectively. 
Then, we can obtain the training samples as following 

),,,,,,,,,( 654321
kkk

y
k
x

kkkkkk
k sttffffff θ=Ω )1,,1,0( −= Kk   (12)

For the linear transformation like rotation, scaling, and translation, there is no 
coupling among the 4 outputs, so we adopt the MIMO system constructed by 4 LS-
SVM parallel structures which is with 4 inputs, and the LS-SVM model can be 
obtained by training. 

5.2 Geometric Correction of Watermarked Color Image 

The process of correcting watermarked image based on LS-SVM is as follows. 

Step 1: Compute 6 low-order QGLMIs of the watermarked color image *I : || *
13M , 

|| *
31M , || *

33M , || *
25M , || *

43M , || *
61M  and let them be the input vectors. 

Step 2: The actual output **** ,,, θstt yx
 (geometric transformation parameters) is 

predicted by using the well trained LS-SVM model. 
Step 3: Correct the geometric distortions of watermarked color image *I  (that is 

inverse transformation such as rotation angle, translation parameters etc.) by using the 
obtained geometric transformation parameters **** ,,, θstt yx

 so that we can get the 

corrected watermarked image Î . 

5.3 Watermark Extraction 

The watermark extraction procedure in the proposed scheme neither needs the 
original color image nor any other side information.  

The watermark block 
kŴ with 2×2 watermark bits are extracted from the real 

coefficient matrix 
kÂ of the watermarked color image blocks 

kB̂  as follow 
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The digital watermark
kŴ  can be obtained by the watermark block combination and 

the optimal digital watermark *W can be obtained according to the majority rule. 

6 Simulation Results 

We test the proposed color image watermarking scheme on the popular 
512×512×24bit color test images and a 64×64 binary image is used as the digital 
watermark. The number of training samples is K =250, the watermark embedding 
strength is Δ =40 and the radius-based function (RBF) is selected as the LS-SVM 
kernel function. Also, the experimental results are compared with schemes in [10][3].  

a b c d e f g h i j k l m
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Fig. 1. The watermark detection results for common image processing operations compared 
with scheme[10][3](Lena): (a) Gaussian filtering (3×3), (b) Average filtering, (c) Salt and 
peppers noise (0.01), (d) Random Noise (10), (e) Sharpening, (f) Histogram equalization, (g) 
Blurring, (h) light increasing(30), (i) light lowering(30), (j) contrast increasing(35), (k) contrast 
lowering(35), (l) JPEG70, (m) JPEG50.  
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Fig. 2. The watermark detection results for geometric distortions compared with 
scheme[10][3](Lena): (a) Rotation (

5 ), (b) Rotation (
45 ), (c) Rotation (

70 ), (d) Scaling (1.2), (e) 
Scaling (1.5), (f) Scaling (2.0), (g) Translation (H 20,V 20), (h) Translation (H 15,V 5), (i) 
Translation (H 0,V 50), (j) Length-width ratio change (1.1,1.0), (k) Length-width ratio change 
(1.2,1.0), (l) Center-Cropping 10%, (m) Center-Cropping 20%, (n) Cropping 10%, (o) Cropping 
20%, (p) Cropping 30%. 
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7 Conclusion 

In this paper, we have proposed a blind color watermarking method in QDCT domain.  
Drawbacks of the proposed color image watermarking scheme are related to the 
computation time for LS-SVM training and QGLMIs computation. Future work will 
focus on eliminating these drawbacks. In addition, to extend the proposed idea to 
color video watermarking is another future work. 
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Abstract. In this paper, we utilize the physiological mechanism of non-classical 
receptive field and design a hierarchical network model for image 
representation based on neurobiology. It is different from the contour detection, 
edge detection, and other practices using the classical receptive fields, 
simulating the non-classical receptive fields physiological mechanism which 
can be dynamically adjusted according to stimulation for image local 
segmentation and compression based on image neighborhood region similarity, 
thus to realize the inner image representation in neural representation level and 
convenient for extract the semanteme further.  

 
Keywords: neural model, non-classical receptive fields, image representation. 

1 Introduction 

Biological visual system is very worthy of stimulation. Simulating biological visual 
system needs to address three fundamental issues: first, which features to 
automatically choose for representation; second, what to use to achieve 
representation; third, can biological nervous systems achieve this task? Computer 
vision is to use the variety of imaging system to replace the visual organ as an input 
sensitive means, and replace the brain with the computer to complete the processing 
and interpretation tasks. Its final research goal is to make the computer can do as 
human beings through visual to observe and understand the world, and thus has self-
adaption ability. Human visual ability is very powerful, it gives the function to detect 
various objects, and nearly half of the area in the human cortex is involved in the 
analysis of the visual world. The success of visual process, requiring to locate  
the reflected light from distant objects under the suitable environment; identifying the 
some shape characteristics of objects based on size, shape, color and experience; 
detecting the movement of objects; identifying the objects according to the experience 
on the illumination’s range [1]. Therefore, it is possible to find a new breakthrough 
for the current work by means of the neurobiology’s characteristics and cognitive 
psychology’s result in computer vision research. 

                                                           
* Corresponding author. 
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Visual system begins with the eyes, the retina at the back of the eye, the retina is 
also known as “Peripheral Brain” [2]. Visual signal form the input information in 
photoreceptor, it is converted into the electrical signal, transfer to the ganglion cell 
(GC) by retinal neurons loop to form the action potentials, and then further transfer to 
the visual cortex through the optic nerve.  

The only output way is action potentials of millions of ganglion cells from retina to 
the other parts of brain, while the receptive field of ganglion cell is important basic 
structure and function units, therefore, studying  and simulating the working 
mechanism of receptive field of ganglion cell has important significance for computer 
vision research. 

2 Neural Mechanism of Non-classical Receptive Field 

In the visual system, a single ganglion cell at any level or hierarchy has a certain 
representative region in the retina, and is defined as the receptive field, the majority of 
ganglion cells have concentric receptive field structure that is centre-periphery 
antagonistic, it is known as the classical receptive field. In the traditional image 
recognition process, we are all use the double structure of concentric circles to extract 
the image edge points, which also constitute the neurophysiology implement basis 
that the computer how to extract shape information on space object. But this simply 
methods of extract the image edge points are not show the image features well. So far, 
the computer can not identify the objects from the various background quickly as 
same as the human brain, while the human brain was able to do so easily. The 
traditional classical receptive field can not explain how the human brain process  
the wide range of complex image information. In addition, in accordance with the 
characteristics of visual perception, the image that we see is not purely the shape 
which is composed by a single border or outline, the process of object edge is only the 
most basic part. The most important function of visual is to perceive the object’s light, 
shape, depth and curvature of surface from the brightness gradient change slowly. 
These parameters play an important role in represent and perceive objects accurately. 

Since 1960s, many researchers have already found a large range of area that 
beyond the classical receptive field. In this region, light spot stimuli can not directly 
cause a reaction of the cell, but they can facilitate, inhibit or disinhibit the behavior of 
the cell [3], it is called as non-classical receptive fields. Li ChaoYi et al. have studied 
the method to determine the responses integrated nature of the non-classical receptive 
fields’ area using cat retina ganglion cells inhibiting properties and found that the area 
of non-classical receptive field is up to 15 degrees, so we called this area as the 
Disinhibit Region(DIR) again. Activities in the region can inhibit the antagonistic 
effect and compensates the loss caused by the classical receptive field center-
periphery antagonism at some extent. The result shows that the original chiaroscuro 
edges have blurred [4]. In the image transmission of center and peripheral, although 
the chiaroscuros edges have been enhanced, but the antagonism between center and 
peripheral has caused the loss of large areas of chiaroscuros information as well as the 
brightness change slowly information in original image. It can compensate the loss of 
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low spatial frequency at some extent adding the role of non-classical receptive field 
and play a role in delivering the information of large areas brightness and brightness 
change slowly. The efficient space receiving information of neurons in visual cortex 
has expanded several times by non-classical receptive field, undoubtedly, it provide a 
possible neural basis for resolving the problem of retina ganglion cells integrated 
large-scale graphics features and detected the large-scale contrast of characteristics. In 
addition, a variety of tuning width in non-classical receptive field is all wider than 
classical receptive fields. It can enhance the cells selectivity for stimulus features such 
as orientation, spatial frequency and velocity and make tuning becomes acute [5]. 
Shou et al. have found that large area of appropriate visual stimulation from 
peripheral can be independently driven responses of ganglion cells in retina. This 
discovers broke the knowledge of this basic concept of neurobiology in academia for 
a few decades and made us to pay more attention to its own characteristics and 
possible functions of non-classical receptive field. Non-classical receptive field has 
become an important part of visual information processing, and plays an important 
role especially in the complex processing of visual information. 

3 The Computation Model Based on Non-classical  
Receptive Field 

3.1 The Physiology Foundation of Computation Model 

Keffer Hartline, Stephen Kuffler, a American physiologist, and Horace Barlow who 
from UK had found that the visual image is coded by the output from ganglion cells. 
Ganglion cells send action potentials, while the other cells in the retina(except for 
some amacrine cells) to stimuli is only graded changed of membrane potential. John 
Dowling and Frank Weblin, who from Harvard University, found that the response of 
ganglion cells is generated by the interaction between horizontal cells and bipolar 
cells. 

The research of neurophysiology has showed [7], the synchronization activity of 
horizontal cells within the large–scale range influenced the activity of photoreceptor 
by means of space summation and feedback approach, and then caused the response 
of non-classical receptive fields of ganglion cells in retina through the bipolar cells. 
LiChaoYi et al. have put forward the fact that a wide range of non-classical receptive 
fields of ganglion cells may be connected indirectly with off-center bipolar cells 
through amacrine cells and ganglion cells, many sub-regions of non-classical 
receptive fields may be formed by these bipolar cells receptive fields. From this we 
can concluded that amacrine cells and bipolar cells have contributed to the formation 
of non-classical receptive fields of ganglion cells in retina. The structure of receptive 
fields of ganglion cells in retina including non-classical receptive fields as shown in 
Fig.1. 

The research of neurophysiology has showed, according to different brightness, 
stimulus, background images, and velocity, the size of receptive fields can be changed 
dynamically. For example, in the dark environments, the visual neurons enlarge the 
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size of receptive field by means of reducing the spatial resolution, and accept the faint 
light through space summation. In the case of distinguish the fine structure, the 
receptive fields becomes smaller in favor of improve the ability of spatial resolution. 
Then, based on this feature, we can design such an image representation algorithm of 
non-classical receptive fields. It can be adjusted according to the nature of the 
stimulus, continuous expansion in the common or acceptable change range, drastic 
shrinking in the image border or heterogeneous region. So according to the range of 
receptive field expansion and shrinking, we can achieve the segmentation and 
integration of an image.  

 

Fig. 1. The model of receptive fields of ganglion cells 

In the real world, the image is formed by various colors, but most of the image is 
composed of by the “block” which have same feature. We can call these region as 
“block” which have same feature. We can call these regions as “block” that have 
same color and same feature in the image. For example, for a BMP image file having 
800×600 pixels, which composed of by horizontal and vertical pixels, user would 
have deal with tens of thousands of pixels while perceived it, this is a considerable 
burden. We proposed that the digital image processing should not only face a number 
of pixels, but is a number of “blocks”. The array of image was perceived by the retina 
is composed of several “blocks”, every receptive field of ganglion cell represented a 
“block”, then the number of receptive fields of ganglion cells can be completely 
represented a image. From this approach with single pixel to other approach with a 
number of “blocks”, we obtain an abstract, symbolic image representation method. 

3.2 The Realization of Computation Model 

A mathematical model is shown in Fig. 2. The model idea is as follows: if a receptive 
field of ganglion cells receives the stimulus is uniform, the receptive field will be 
expanded continuously, or otherwise the receptive field of ganglion cells will be 
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shrunk drastically. Because the non-classical receptive field is composed of many 
sub-regions, each sub-region has own unit of stimulus. We calculated the variance of 
each sub-region suffered, and judge the stimulus is whether homogeneous and 
determine expansion or shrinking of receptive field. According to the idea of model, 
when the size of receptive field is expanded continuously, the receptive field receive 
the stimulus should be uniform or homogeneous; when the size of receptive field is 
shrunk drastically, then the stimulus should be heterogeneous, it is a boundaries of 
objects probably, so segmented a several “blocks” in a image according to the 
dynamic changes of receptive field. 

 

Fig. 2. The model of dynamic adjustment of receptive field 

4 Object Fitting Model Based on Small-Size Receptive Fields 

4.1 Fitting by 2-dimensional Mixture Gaussian Model 

Based on preceding computation model, we can obtain a series of non-classical 
receptive fields with the information of their locations and sizes, and then further 
image analysis can be processed on the simulative physiology data. As we know from 
previous section, the small size of one receptive field means that image boundary 
appears on its location. And the contour of an object always has stability, so we can 
try to extract an eigen expression of it by collecting the locations of small-size 
receptive fields, treat them as sample points then fit them by specified mathematical 
model, especially a probability model. 
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Here, we use 2-dimension mixture Gaussian model, taking translation and rotation 
transformations of each Gaussian component into consideration, to fit the data. Then 
most of the edge line can be fitted as long, narrow Gaussian components. The 
representation of such model is shown as follow: 

, 12  G x, y ,  

In the formulas, g(x, y) defines a representation of one Gaussian components with a 
group of parameters x0, y0, θ, σx and σy. Among these parameters, (x0, y0) represents 
the center location of this component, θ is the rotation angle, and σx, σy represent 
variances of 2 directions, corresponding to the widths of center ellipse surrounded by 
probability contour. The sum probability G(x, y) is compounded by several 
components, each of whom has its own parameter group (x0, y0, θ, σx, σy), using 
weighted accumulation and wk is the weight of k-th component. 

Since we have a set of sample points, our goal is to estimate parameters of mixture 
Gaussian model to optimize the likelihood probability of samples. Although it’s hard 
to estimate it using maximum likelihood estimation directly when multiple 
components are concerned, expectation-maximization (EM) algorithm can be used to 

achieve our goal. Suppose  represents parameters of the j-th components during 

the t-th iteration,  represents the calculated posterior probability of parameter 

group  when the i-th sample  ,  happens and ∑ . Then the 

(t+1)-th iteration result of parameters which are deducted by maximum likelihood 
method are as follows: 

x 1 x  

y 1 y  

θ
π8  J 014 arctan 4BCJ   J 014 arctan 4BCJ π4  J 0  
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 J B2 4C2 B ∑ xi  x0 1 2 yi  y0 1 2ni 1C ∑ xi  x0 1 yi  y0 1ni 1  

σ 1 x  x cos θ y  y sin θ 2
 

σ 1 x  x sin θ y  y cos θ 2
 

When the parameters reach convergence, the training can be finished. However, there 
are still some problems during training period using EM algorithm simply. On one 
hand, the algorithm will import random to training process, thus the distribution of 
components will be nearly uniform and avoid the bad influence brought by noise or 
excessive difference on sizes of components only if the quantity of components is 
large enough. On the other hand, only when the quantity of components is small 
enough, it’s easier to give a good division of whole object and provide a better 
analysis based on it at next step. They are contradictory conditions and a balance 
should be found. 

In fact, we use a split-reduction mechanism embedded in the training algorithm to 
solve this problem. At first, a larger upper limit of quantity of components will be set 
and the EM algorithm will be processed. To get a uniform distribution more quickly, 
quantity of components will increase from one to the certain upper limit step by step, 
and each step will inherit previous training result then add one random component to 
it since it will reach convergence quickly. After this split phase, reductions will 
happen. Correlation which will be defined in next section between each component 
will be calculated and each time the pair of components with the largest correlation 
will be reduced into one component. The reduction phase decreases the quantity and 
reserve the uniform distribution at the same time. 

Currently, a group of parameters which reflects morphology features of the object 
and can be treated as control vectors is extracted from the samples of small-size 
receptive fields. Furthermore, many extended work can be done based on these 
control parameters, such as matching among different view of one object.  

4.2 Matching of an Object Based on Training Parameters 

Using the trained Gaussian components, we can do much further work. An example 
is to match the same component among different view of one object. We provide an 
algorithm to achieve this goal and to show the usage of trained Gaussian 
components. 
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Firstly, we define the correlation between two components i and j: 

correlation i, j , ,  

Then we can form a complete graph for one object’s picture. The graph’s vertices 
represent the Gaussian components and the weights of edges are assigned by 
corresponded correlation. Since we want to take the morphology structure into 
consideration while matching components, we can treat the graph as a network and 
extend Google PageRank algorithm to score the structural importance of each vertex. 
PageRank start calculation from a matrix which represents the connectivity between 
two nodes and each element is 1 or 0, and we can replace the connectivity by 
normalized correlation ranged from 0 to 1. That’s how we extend this algorithm to 
adapt to our needs. 

After getting the structural score, we consider them as a feature. Then we take 
the weight  as the second feature of the k-th component. The third feature is 
related to the shape of the projection (an ellipse) of Gaussian components in a 
plane by a contour, that is, max ,  (length of the major axis) divided by min ,  (length of the short axis). As the result, each component is 

represented by a 3-dimensional feature vector. Other features are not considered so 
if transformations or rotations of local parts happen, such as a man moving his 
arms, the feature vectors won’t change a lot. We can use the distance of two 
vectors from two different training pictures as the similarity. Certainly, a one-to-
one matching whose sum distance will be minimized can be found. The Hungarian 
method can be used to achieve it.  

In the future, a better algorithm may be produced to get more accurate result. 
Based on it large scale of samples can be trained iteratively and a prototype of one 
object, maybe a semantic network constructed by these matching correlations, will be 
extracted from the data. By then its significance will be obvious for object 
recognition. 

5 The Experimental Results 

We take the model of F117 plane and tank as the samples. The learning  
results of fitting by 2-dimensional mixture Gaussian model are as following in 
Figure 3. 
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Fig. 5. Serial numbers of components of the example to be matched 

We got 9 pairs whose first element is the serial number in the left picture of Figure 
5 and second element is the serial number of the right to show the matching result: (1, 
8), (2, 2), (3, 6), (4, 7), (5, 3), (6, 4), (7, 9), (8, 5), (9, 1). 

To conclude, we use the model of dynamic adjustment of non-classical receptive field 
to analysis an original image, then extract small-size receptive fields and train them to get 
control parameters based on 2-dimensional mixture Gaussian model. Then a lot of further 
work can be done based on them, such as the work showed previous. So we can see it is a 
meaningful work and will be the base of more applications in the future. 

Acknowledgements. This work was supported by the 973 Program (Project No. 
2010CB327900), the NSFC major project (Project No. 30990263), and the NSFC 
project (No. 6115042). 

References 

1. Bear, M.F., Connors, B.W., Paradiso, M.A.: NeuroScience: Exploring the Brain, p. 267 
(2004) 

2. Shou, T.D.: Visual information processing in the brain mechanism, pp. 115–136. Science 
and Technology Education Press, Shanghai (1997) 

3. Li, C.Y., Zhou, Y.X., Pei, X., Qiu, F.T., Tang, C.Q., Xu, X.Z.: Extensive disinhibitory 
region beyond the classical receptive field of cat retinal ganglion cells. Vision Res. 32, 
219–228 (1992) 

4. Li, W., Li, C.Y.: Integration Field Beyond The Classical Visual Receptive Field. Chinese 
Journal of Neuroscience 2(1) (1994) 

5. Desimone, R., Moran, J., Schein, S.J., Mishkin, M.: A role for the callosum in visual V$ of 
the macaque. Visual Neurosci. 10, 150–171 (1993) 

6. Sun, C., Chen, X., Huang, L., Shou, T.: Orientation bias of the extraclassical receptive field of 
the relay cells in the cat’s dorsal lateral geniculate nucleus. Neurosci. 125, 495–505 (2004) 

7. Yang, X.L., Gao, F., Wu, S.M.: Modulation of horizontal cell function by GABA(A) and 
GABA(C) receptors in dark- and light-adapted tiger salamander retina. Vis. Neurosci. 16, 
967–979 (1999) 

8. Kuhn, H.W.: The Hungarian method for the assignment problem. Naval Research 
Logistics Quarterly 2(1-2), 83–97 (1955) 



J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 307–315, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Coevolving between Structure and Dynamics  
of Growing Networks 

Yi Sui1,2, Fengjing Shao1,∗, Rencheng Sun1, and Shujing Li1 

1 College of Information and Engineering, Qingdao University, 266071, China 
sfj@qdu.edu.cn 

2 College of Automation and Engineering, Qingdao University, 266071, China 
freesui1984@163.com  

Abstract. Phenomenon of people with awareness of disseminating new 
information exists generally in social networks. In that case, people who have 
known the information would be likely to tell those whom haven’t known it. 
This progress could be regarded as the structure of networks coevolves with 
disseminating behavior. For investigating the interaction relationship between 
the structure and dynamics of growing networks, a model is proposed by 
depicting new information dissemination on the growing networks. At every 
step, a new node with several edges are added into the network by preferential 
rule proposed by BA model. By contrast, the range of preferential attachment of 
the new node is determined by the state of the old node which generating from 
the progress of information disseminating on the network. The analytical and 
numerical results show that the interaction between degree distribution and state 
of nodes becomes unobvious with time coevolving. Statistical property of 
propagation is affected by number of new edges adding at every step. Emerging 
of transition of density of nodes which have acquired the information implies 
that there always exists some nodes not knowing the information.  
 
Keywords: Complex Network, Information Disseminating, Model of evolving 
Network. 

1 Introduction 

Many social, biological and communication systems can be properly described as 
complex network with nodes representing individuals and links contacting among 
them[1-3]. Recent empirical studies indicate that the networks in various fields are not 
static but evolving with time[4,8,13]. For example, networks are growing with new 
nodes or edges adding, which is especially obvious in the formation of new 
knowledge or information spreading on networks[5,6]. According to this kind of 
networks, once contacting with a node with having known the information new node 
consciously attaches to other unknown ones for purpose of expanding dissemination.  

Recently, coevolving or adaptive networks[4] are proposed for purpose of 
researching the interaction between evolving of network topology and dynamic on 
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network. Works mainly focus on two parts: epidemical spreading [13,15,17] and 
opinion formation[7,9,10-12,16]. Considering people with ability to avoid contacting 
with infected ones and contact to others, Gross et al.[13] proposed a model of edges 
rewiring by adopting spatial susceptible-infected-susceptible (SIS) process on 
networks. They found that sudden discontinuous transitions appeared and a region of 
disability emerged in which both the disease-free state and the epidemic state were 
stable. The same results are also found by Zanette et al. [15,17]. Another example is 
opinion formation in populations, where disagreeing neighbors manage to convince 
each other and form conscience which results that several groups with different views. 
Holme et al.[9], also adopting by SIS model, nodes with one probability rewire their 
connections with their neighbors or keep without rewiring. By changing the parameter 
of rewiring rate a continuous phase transition emerged. Nodes with same state are 
clustering. Similar results are also studied in [7,10-12,16]. However, all of those 
studies mentioned above only focus on networks with constant numbers of nodes and 
links, which could not describe coevolving phenomenon of growing networks, e.g. 
formation of new information or knowledge spreading networks, in which the scale of 
the network is growing with occurrence of propagation. We are motivated to 
investigate coevolving phenomenon of structure of the growing network and the 
dynamics on it interplaying with each other. 

In this letter, we still adopt SIS model to simulate the process of new knowledge 
transmission, in which every node is infected (or know the information) by λ  
( 0 1λ< < ) and recovered (becomes unknown again due to losing interesting) in 
γ ( 0 1γ< < ). In every time step, a new node is added and contacts with several old 
nodes by rule of preferential attachment, representing a new person joining in and 
establishing relationship with already well connected nodes for acquiring new 
information as far as possible. The process of attachment of edges is divided into two 
steps: the first link and other links. All of them obey preferential attachment but the 
connecting area is different. The area of first edge is the whole network. Once the 
state of the end of first edge is infected, other edges are linked to those nodes outside 
of neighbor-area of the first end, i.e. the area of other edges linking are decided by 
spreading on the network. After adding new node and links propagation continues on 
the network. With analytical and numerical analysis, we find that coevolving over 
time the association between degree distribution and density of infected nodes 
becomes week. In addition that, Emerging of transition of density of infected nodes 
implies that there always exists some groups without being infected. 

2 The Model 

The state of nodes are two kinds: infected ( I ) ones and uninfected ( S ) ones.   

(1) 0t = , The network starts with a small number ( 0m ) of nodes. They are 

initialized by S  or I  randomly. At every time step, repeat the following steps: 
(2) When t T≤ , adding a new node n  with S   and attaching 0( )m m m<  edges 

with different old nodes (not considering multiple and ring edges) at every time step.  
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(3) First edge 1e  attaches to an old vertex v  in probability ( ) v
v

w
w V

k
k

k
∈

Λ =


, where  

vk  representing the degree of v  and V  set of existing nodes in the network. 

Checking the state of v , when it is S , goes to (3); otherwise goes to (4). 
(4) For each one of other 1m −  links, ( 2,..., )ie i m= , attaches to old node v′  with 

probability ( ) v
v

w
w V

k
k

k
′

′

∈

Λ =


, where Vv′∈ . Go to (5). 

(5) For each one of other 1m −  links, ( 2,..., )ie i m= , attaches to old node v′′  with 

probability ( )

v

v
v

w
w

k
k

k
′′

′′

∈Γ

Λ =


, where vv′∈Γ  and { }v vV v NΓ = − − , vN  representing 

neighbors of the first end v .  
(6) The uninfected node becomes infected with probability λ  ( 0 1λ< < ). The 

infected one forgets with probability γ ( 0 1γ< < ), becoming uninfected again. 
(7) return (2) until t T> . 

3 Model Analyses 

3.1 Degree Distribution with Mean Field Theory Analysis  

An arbitrary node v  increases its degree in following phenomenon: 

(1) When first link 1e  attaches to v  with state I , node v  increase its degree with 

rate 

v v

w
w V

dk k

dt k
∈

=


 (1)

(2) When degree of node v  increases due to ( 2,..., )ie i m= , then node v  increase its 

degree with rate 

( (1 )) ( 1)
v

v v i

i N vw w
w V w V

dk k k
m

dt k k∈ ∪
∈ ∈

= × − × −∏ 
 (2)

(3) When first link 1e  attaches to v  whose state is S , then: 

v v

w
w V

dk k
m

dt k
∈

= ×


 (3)

Assuming that density of nodes with I  state is (0 1)ρ ρ≤ ≤ , then from Eq. (1) and Eq. 
(2) and Eq. (3) the total rate at one time step, is expressed as  

( ( 1) (1 ) ) (1 )
v

v v i v v

i vw w w w
w V w V w V w V

dk k k k k
m m

dt k k k k
ρ ρ

∈Γ ∪
∈ ∈ ∈ ∈

= × + − × − × + − × ×∏   
 (3)
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When t  is enough large, 2w
w V

k mt
∈

≈ . By setting (1 )
v

i

i N v w
w V

k

k
α

∈ ∪
∈

= −∏ 
 representing rate 

of 1e  links to non-neighbors of v , Eq. (4) is simplified as 

[(1 ) (1 )]
2

v vdk k
m

dt mt
α ρ αρ ρ= − + + −  (5)

Probability density ( )p k  representing v  has a degree smaller than k is 

1 1

1
1

( )
m m

p k k

k

ω ω
ϕ

ω ωω

−

+
= =  (6)

where 1 2
1 1

(1 ) (1 )

m

m
ϕ

ω α ρ αρ ρ
= + = +

− + + −
. 

From Eq. (6) we find that degree distribution associates with numbers of new links 
m  and rate α  and the density of ρ  nodes with I state. 

3.2 Analysis of Spreading Behavior with Moment Closure Approximation 

At time step t , the whole set of nodes ( )V t  and links ( )E t  are divided into two parts 
respectively, ( ) ( ) { }oldV t V t n=   and ( ) ( ) ( )old newE t E t E t=  , where ( )oldV t  representing the 

existing nodes in network and n  representing a new node, ( )oldE t  indicating existing 

links and ( )newE t  representing new links. Numbers of state of two ends of those links 

are S and I respectively), SS(state of two ends of those links are both S), II links (state 
of two ends of those links are both I) in network at time step t are represented by 

( )SIm t , ( )SSm t , ( )IIm t ( ( ) ( ) ( ) | ( ) |SI SS II oldm t m t m t V t+ + = ). Assume ( )tρ  being the number of 

the infected at time step t, γ  and λ  stays constant. For exploring the coevolving 
interaction between topology of network and dynamics on it, we discuss ( )tρ  in 
mean field theory and ( )SSm t  and ( )IIm t  in Moment Closure Approximation 

method[8]. This leads to a system of three coupled ordinary differential equations. 
In this pair approximation, assume that | |X  is the number of nodes with X  state 

and | |XY  is the number of links with one end being X  state and another Y state. 

| |XYZ  stands for numbers of all triples composing with nodes among XYZ  state 

( , , { , }X Y Z S I∈ ). Then | |XYZ  is approximated as the product of the | |XY  and the 

probability 
| |

YZ

Y
 that a given node of type Y  has a YZ  link. 

( )( 1) ( ) ( ) ( ) | ( 1) |si
old

m tt t t m t V t
ρ λρ ρ γρ λ+ = − + + +  (7)

2 ( ) ( )( )( 1) ( ) ( ) 2 ( )| ( ) | | ( ) | ( )
SI SI

II II SI II
old old

m t m tm tm t m t m t m tV t V t t

λρ λλ γ
ρ

+ = + + + −
−

 (8)

2 ( ) ( ) (| ( ) | ( ))( 1) ( ) ( ) ( )| ( ) | ( )
SI SS old

SS SS SI
oldold

m t m t m V t tm t m t m t V tV t t

λ ργ
ρ

−+ = + − +
−

 (9)
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( 1) | | ( ) | 1old oldV t V t+ = +  (10)

| ( 1) | ( ) ( ) ( )SI II SSE t m t m t m t m+ = + + +  (11)

In Eq.(7) the second term describes recovery and the third one describes being 
infected nodes, while the fourth one shows the probability of new node been infected. 
The second term in Eq.(8) corresponds to the conversion of SI  links into II  and the 
third one represents the new infecting link while the fourth means analogous except 
that the conversion of SS  into II  as result of two S  ends both being infected in 
SIS  triples. The third term in Eq.(9) describes the conversion of II  into SI  or ii  as 
result of one or two S  end been infected in SSI  triples. While the last term means 
the excepted numbers of new links not being infected. 

4 Numerical Results 

The network starts with number of infected nodes (0) 5ρ = , (0) 0iim = , ( ) 10ssm t = , 

| (0) | 18E = , | (0) | 10eV =  , 2m = , 0.006λ =  and 0.002γ = . 

We investigate the behavior of α  in time evolution. Figure 1 (a) shows the 
dependence of factor α  on time t . We find that α  approaches a stable value with 
certain fluctuations as soon as the evolution of the network starts. Under those 
initialization above, when number of nodes comes to 1500, 1.0α ≈ . At that time, BA 
scale-free character emerges and power exponent 3ϕ =  in Eq. (6),. The reason is that 
the proportion of the set which containing a node and its neighbors is much smaller 
than the  growing scale of the network. Power exponents at time step: 100, 1000, 
10000 are shown in Figure 2 (a-c). The association between degree distribution and 
density of infected nodes is decreasing. Figure 1 (b) shows power exponents with 
time evolution which reaches constant value 3.0. 

In figure 3 (a-d), we show state of nodes coevolving with time under the 
same initialization condition mentioned above. At beginning, speed of infection 
is slower than scale size of network, which results in density of I  nodes and 
SI  links decrease greatly while SS  links rising quickly. When [47,81]t ∈ , the 
density of I  nodes and SI  links reaches to local minimum value 0.1717 and 
0.2681 respectively, while the density of SS  links rises to local maximum 
value 0.6072. Those with more neighbors are likely infected and then infect 
their neighbors with S  because of scale-free property. Then after reaching to 
local minimum value, density of I  nodes and SI  links are running up quickly 
while SS  links gets lower. With the decreasing number of S  nodes, the 
density of SI  links begins to decrease greatly after reaching at local maximum 
value. With the increasing of size of network, the density of II  links goes to 
steady state. This could be explained that at the begin the effect of knowledge 
diffusion is not obvious but with the increasing of people joining in it spreads 
quickly. 
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Fig. 1. Illustration of factor α  as a function of time t  (a) power exponent ϕ  also as a 
function of time t (b). The amplified version can be seen in the inset. The data points 

correspond to system size 42 10×  and each is obtained as an average of 100 independent runs. 
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Fig. 2. Illustration of power exponent as function of degree K  in each network size at 100(a), 
1000 (b) and 10000(c). The power exponent are respectively 3.0673, 3.0184, 3.0017 

In addition, we investigate the effect of number m of new adding links at every 
time step to find when the density of I  nodes reaching at local minimum value. The 
results are that with increasing m the time is reaching more quickly. It could be 
explained that bigger m helps accelerate the rate of size of network exceeding 
information spreading (as shown in Figure 4). It implies that with many contacts with 
others at begin helps little spreading knowledge. 

 

Fig. 3. Numerical results of the rate of infected I  nodes (a), density of II  (b), SS  (c), SI  
(d) coevolving with time T 
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Fig. 3. (continued) 

 

Fig. 4. Number of m as a function of the size of network when the density of I  nodes 
reaching at local minimum 

 
Fig. 5. The effect of rate λ  of infection on density of I  nodes in steady state 
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Fig.5. describes the effect of rate λ  of infection on density of I  nodes in steady 
state. Assuming that rate of recovery is constant 0.002γ = , we explore the density of I  
nodes by changing λ  among one hundred growing networks under the initialization 
mentioned above when time step reaching at 43 10t = × .The result is that when 

0.0005λ < , information could not spread on the whole network; when 0.0005λ > , the 
density of I  nodes at steady state increases greatly. But there still some nodes not 
being infected. 
 

5 The References Section 

In summary, we have shown a model of growing network interacting with evolving 
state of nodes under condition of information spreading on networks. By classifying 
nodes into infected ones and uninfected ones, we add a new uninfected one and 
several links into the existing network in every step. Inspiring by formation of new 
technology and knowledge, for the purpose of spreading information quickly after the 
first edge’s link ends of other edges are decided by the state of first end. With 
analytical and numerical analysis, we find that the associate between degree 
distribution and density of infected nodes is decreasing. In addition that, the 
dynamical consequences are the emergence of transition of density of infected nodes 
under special growing scale of networks and new epidemic thresholds. 
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Abstract. Due to the explosive growth of social-media applications, enabling 
event-awareness by social mining has become extremely important. The contents 
of microblogs preserve valuable information associated with past disastrous 
events and stories. To learn the experiences from past microblogs for tackling 
emerging real-world events, in this work we utilize the social-media messages to 
characterize events through their contents and spatio-temporal features for 
relatedness analysis. Several essential features of each detected event dataset 
have been extracted for event formulation by performing content analysis, spatial 
analysis, and temporal analysis. This allows our approach compare the new event 
vector with existing event vectors stored in the event-data repository for 
evaluation of event relatednesss, by means of validating spatio-temporal feature 
factors involved in the event evolution. Through the developed algorithms for 
computing event relatedness, in our system the ranking of related events can be 
computed, allowing for predicting possible evolution and impacts of the event. 
The developed system platform is able to immediately evaluate the significantly 
emergent events, in order to achieve real-time knowledge discovery of disastrous 
events. 

Keywords: Stream mining, data mining, event detection, social networks. 

1 Introduction 

With the continuous growing presence of social-media applications, there has been a 
numerous research effort on developing solution for employing social-media power in 
detecting real-world events. Among these issues, one of the most significant 
relationships between geospatial and social-media (e.g. microblogs) characteristics for 
event detection is that people who are located together close to physical location of 
some emerging event have a higher probability of finding truth about the most recent 
event development. While this pattern holds across a wide range of real-world cases 
and time periods, little attention has been paid to establish effective methods for 
evaluating event relatedness through the use of such characteristics. In fact, the 
contents of microblogs preserve valuable information associated with past disastrous 
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events and stories. To learn the experiences from past microblogging messages for 
coping with emerging real-world events, allowing make sensible decisions, the 
techniques for event evaluation are essentially required. Due to emerging real-world 
events continually evolve, it is hard to keep an overview of the structure and dynamic 
development of emerging events, and directly utilize the data of the on-going event to 
compare with the ones of past events. Novel online event detection techniques, which 
corporate streaming models with online clustering algorithms, provide feasible 
solutions to deal with the text streams (e.g. Tweets) for event mining in real time. To 
explore the spatio-temporal impacts for event estimation, in this work we developed a 
framework of event detection system on Twitter dataset, and used the social-media 
messages to characterize the collected events for relatedness analysis.  

In particular, it is worth mentioning that in previous work relatedness between two 
events is often represented by similarity between these events. In this problem 
domain, ‘relatedness’, however, is a more general concept than ‘similarity’. Similar 
events are obviously related by virtue of their similarity, but dissimilar events may 
also be implicitly related by some other hidden relationships, although these two 
terms are used sometimes interchangeably. For the applications of event analysis, 
evaluation of relatedness is more helpful than similarity, since there are quit a lot of 
implicit and useful clues with dissimilar features among various events. Thus, in this 
work we established a novel combination of several techniques for evaluating events’ 
relatedness, rather than only work on computing their similarity. 

By analyzing the contents of Twitter dataset, our work started with the formulation 
of event features. In this project, we have developed an online event detection system 
for mining Twitter streams using a density based clustering approach. Furthermore, 
we evaluate event relatedness using event clusters produced by the development 
system platform. Some essential components of the developed system framework 
have been reported in our previous work [5-7]. In this work, the results of relatedness 
measures were based upon a quantitative assessment of relatedness among events, 
which can be used to support analyzing the explicit and implicit relationships among 
events, providing insightful viewpoints for event awareness. This is a novel approach 
in this field by validating spatio-temporal feature factors involved in the event 
evolution, for contributing to relatedness evaluation of real-world events.    

2 Related Work 

The related techniques used to identify event relatedness can be categorized into two 
methods. The first one is to detect event evolution patterns, and the other one is the 
story link detection (SLD) technique. Event evolution is defined as the transitional 
development process of related events within the same topic [18]. Some researchers 
have clearly defined the features of events for mining social streams. Zhao [19] 
utilized content-based clustering, temporal intensity-based segmentation, and 
information flow pattern to define an event for identifying event in social text 
streams. Becker [1] proposed several novel techniques for identifying events and their 
associated social media documents, by combining content, temporal, and local 
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features of the document. Becker [2] utilized temporal features, social features, 
topical features, and twitter-centric features to separate event and non-event content in 
twitter messages stream, aiming to utilize these features for cluster or classify events 
in social messages streams. Leskovec [9] proposed a technique based on content and 
temporal feature for finding the relationship among users. Cunha [3] utilized hashtags 
for content evolution to analyze the relationship among users. Choudhury [4] 
combined user-based, topology-based and time features to extract the information 
diffusion, and proposed a dynamic Bayesian network based framework to predict the 
information diffusion at a future time slice in Twitter. Lin [10] proposed TIDE, a 
novel probabilistic model for the joint inference of diffusion and evolution of topics in 
social communities. They integrated the generation of text, the evolution of topics, 
and social network structure in a unified model which combine topic model and 
diffusion model for finding the topic diffusion and topic evolution in DBLP and 
Twitter. Tang [17] utilized a single-pass clustering algorithm and proposed a topic 
aspect evolution graph model to combine text information, temporal information, and 
social information for modeling the evolution relationships among events in social 
communities. Compared with their work which mainly utilized messages on given 
topics to detect information diffusion and evolution rather than event formulation and 
evaluation, our work attempts to integrate various event features and formulation 
approaches to deal with relatedness computation, allowing for combining online event 
mining and relatedness evaluation tasks. Story link detection (SLD) is one of TDT 
tasks proposed by DARPA, and is mainly used to analyze two stories. In our survey, 
story link detection techniques can be classified into two categories: one is based on 
vector-based methods and the other one is based on probabilistic-based methods. 
Vector-based methods mainly utilized tf-idf to weight and utilized similarity measure 
to judge the similarity of two stories [14-16]. Probabilistic-based methods mainly 
utilized probabilistic model to represent the relationship among words and documents, 
and utilized many kind of similarity function to measure the association among 
documents [11-13]. Story link detection mainly focused on event similarity rather 
than event evolution [17, 18], thus we don’t utilize SLD as our approach in this work.  

3 System Framework and Approaches 

3.1 System Framework 

In this section, the system framework and algorithms for mining events and 
evaluating relatedness based upon Twitter datasets is described. As shown in Fig. 1, 
in the system framework we first design a language filter to filter out non-ASCII 
messages. Then, by constructing a dynamic feature space which maintains messages 
with a sliding window model, our system starts to deal with the incoming message 
streams. New incoming messages will be reserved in memory till they are out of the 
window. In this work we utilized a dynamic term weighting scheme [5] to assign 
dynamic weights to each word. The neighborhood generation algorithm is performed 
to quickly establish relations with messages, and carry out the operation of text stream 
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clustering. In this work, we utilized a density based clustering approach as our event 
detection algorithm for system implementation [7, 8]. Therefore, the system 
constantly groups messages into topics, and the shape of clusters would change over 
time. Finally, related microblogging posts on hot-topic events can be incrementally 
clustered. Furthermore, in order to measure the relatedness among events, we extract 
essential features of each event-dataset by performing content mining, spatial 
analysis, and temporal analysis on selected event messages, as show in Fig. 1. More 
detailed description of our proposed solution has been reported in previous 
publications [7, 8]. 

 

Fig. 1. The system framework 

3.2 Online Generation of Event Clusters for Dynamic Relatedness Evaluation 

In our work, each extracted keyword in the tweet was assigned with burst weighting 
value for real-time event detection. Since the burst weighting value of each keyword 
for representing some on-going event is dynamically changed over time, the system 
will keep the maximum burst weighting value of each keyword of the event for 
establishing an event-vector representation. Once some emerging events were 
detected by our system, the event clusters and event vectors can be generated by 
formulating clustered messages by our algorithm. Also, a relatedness measure metrics 
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developed for computing event relatedness is activated for event evaluation. Several 
essential features of each detected event dataset have been extracted for event 
formulation by performing content analysis, spatial analysis, and temporal analysis 
[8]. This allows our approach compare the new event vector with existing event 
vectors stored in the event-data repository for evaluation of event relatedness. 

Subsequently, we start to perform online relatedness measures among an on-going 
event and historical event vectors. For dynamic relatedness evaluation, we composed 
a new event vector by assigning updated burst weighting value, and then employed 
cosine similarity measure to calculate the vector relatedness among on-going event 
and historical events per ten minutes. 

3.3 Characterization of Spatio-temporal Impacts of Investigated Events  

It is clear that Twitter users are distributed quite widely around the globe. Thus in this 
work, in addition to the relative concentration of users in certain cities and countries 
on event development, we also globally observe a substantial concentration of users in 
other geospatial locations based on the time-zone information of the messages for 
event analysis. Fig. 2 illustrates an example showing the geospatial distribution 
Twitter messages regarding “Virginia earthquake (August 24, 2011)” event based 
upon content-based feature extraction (i.e. location city vs. time). In this figure, we 
found that the ‘Virginia’ location keyword was initially the most frequently 
mentioned in the related messages. This implies event awareness by analyzing 
microblogging content is a sensible way. Fig. 3 illustrates an example showing the 
geospatial distribution Twitter messages regarding “Virginia earthquake (August 24, 
2011)” event based upon content-based feature extraction (i.e. location city vs. time). 
The observation in Fig. 2 and Fig. 3 implies that the development of real-world events 
and their spatio-temporal impacts can be investigated by tacking the social-media 
messages. More experiments of our relatedness evaluation model are discussed later. 

 

Fig. 2. The geospatial distribution Twitter messages regarding “Virginia earthquake (August 24, 
2011)” event based upon content-based feature extraction (i.e. location city vs. time) 
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Fig. 3. The global distribution of Twitter messages regarding “Virginia earthquake (August 24, 
2011)” event based upon time-zone features (i.e. time zone vs. time) 

4 Experimental Results 

In this work we experimented with a vast amount of Twitter data to identify  
the validity of the framework through demonstrating the events detected by our 
platform.  

4.1 Dataset Collection and Event Detection 

In the experiment, a total number of 192,541,656 Twitter posts were collected, 
dating from: January 6, 2011 to September 14, 2011. The test samples were collected 
through Twitter Stream API. After filtering out non-ASCII tweets, 102,709,809 
tweets had been utilized as our data source. We utilized the dataset collected from 
January 6, 2011 to May 31, 2011 corpus as our dataset for training, and used the 
corpus dating from June 1, 2011 to September 14, 2011 as our test data. 
Subsequently, we partitioned messages into unigrams for our experiments. 

To further describe the event formulation, an example of detected event  
(i.e., “Virginia earthquake on Aug 24, 2011”) in our system platform is illustrated 
in Fig. 4. Also, sample Twitter messages for the Virginia earthquake event is  
shown in Fig.5. Fig.4 illustrates the event evolution representation for Virginia 
earthquake (August 24, 2011) based upon different factors, including time, 
geospatial keyword, and the logarithm of the number of messages. The event 
timeline is utilized to report the tweet activity by volume. 
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(a) Event evolution representation (I) (b) Event evolution representation (II) 

Fig. 4. Event representation for Virginia earthquake (August 24, 2011) based on multi-factors: 
(a) Number of messages vs. location vs. time (b) Number of messages vs. bursty word vs. time 

 

Fig. 5. Sample Twitter-messages for Virginia earthquake (August 24, 2011) 

4.2 Ranking of Related Events (using baseline “Virginia Earthquake on August 
24, 2011” Event) 

In this experiment, we utilized the event “Virginia earthquake” as a baseline for 
identifying our framework. The event happened at 01:51, and the first post appeared at 
01:52:04. The event was detected by our system at 01:52:10. The map of the 
spatio-temporal impacts and its related-event discussion is illustrated in Fig. 6. The 
result of relatedness ranking of event was detected by our system at 01:52:10 is 
illustrate in Table 1. The resulting related events detected by our system (per ten 
minute) are illustrated in Fig 7. 

4.3 Results and Discussion (Ranking of Event Relatedness) 

We utilized Virginia earthquake event (August 24, 2011 and original event ID is 1173) 
as our baseline to testify our framework, as shown in Table 1. In our system, the 
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Virginia earthquake was detected at 01:52:10 on Aug 2. This event was compared with 
the collection of formulated events per ten minute. Also, the map illustrating the 
spatio-temporal impacts on the Virginia earthquake (August 24, 2011) event and its 
related-event discussion is shown in Fig 7. In Table 1, the most related event compared 
with baseline event is Christchurch earthquake. This is perhaps because those two 
earthquakes occurred in city and both had aftershocks.  

 

 
Fig. 6. The map of the spatio-temporal impacts on the Virginia earthquake (August 24, 2011) 
event and its related-event discussion 

Table 1. Relatedness ranking of events with a baseline event “Virginia earthquake” (Event ID: 
1173, Aug 24, 2011) 

Ranking of related events at 06:38:43 on Aug 25, 2011

Relatedness Event 

73.615% Event ID: #2309, Christchurch Earthquake (February 22, 2011) 

73.219% Event ID: #398, Pakistan Earthquake (January 19, 2011) 

60.748% Event ID: #4204, Philippines Earthquake (March 21, 2011) 

55.797% Event ID: #1235, Chile Earthquake (February 12, 2011) 

50.199% Event ID: #3696, Japan Earthquake (March 11, 2011) 

44.199% Event ID: #226, Haiti Earthquake (January 13, 2011) 

33.632% Event ID: #5994, Spain Earthquake (March 12, 2011) 

31.704% Event ID: #3983, Chile Earthquake (March 17, 2011) 

24.424% Event ID: #4329, Thailand Earthquake (March 24, 2011) 

0.146% Event ID: #1339, Grammy (February 14, 2011) 

0.0571% Event ID: #1021, Superbowl (February 06, 2011) 

0.04% Event ID: 5647,# Osama Bin Laden Dead (May 02, 2011) 

0.03% Event ID: 5853,# Happy mother’s day (May 08, 2011) 

0.03% Event ID: #3115, Oscar (February 28, 2011) 

0.008% Event ID: #5536, Royal Wedding (April 28, 2011) 
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Relatedness ranking result per 10 minute on Aug 25, 2011 

 

Fig. 7. Illustration of ranking of related events upon a comparison with a baseline  “Virginia 
earthquake” event at various time points (Event ID: 1173, Aug 24, 2011) 

5 Conclusion 

In order to prevent people’s lives and properties from being seriously damaged by the 
unexpected emerging events, it would be helpful to learn the patterns of event evolution 
from past experiences. In this work, we have developed an online event evaluation system 
on Twitter streams using a density based clustering approach. Once some emerging events 
were detected by our system, the event clusters and event vectors can be generated by 
formulating clustered messages by our algorithm. Also, a relatedness measure metrics 
developed for computing event relatedness is activated for event evaluation. Several 
essential features of each detected event dataset have been extracted for event formulation 
by performing content analysis, spatial analysis, and temporal analysis. This allows our 
approach compare the new event vector with existing event vectors stored in the 
event-data repository for evaluation of event relatednesss, by means of validating 
spatio-temporal feature factors involved in the event evolution. The experimental results 
show that our proposed approach has the potential for quickly finding the related events 
and carrying out event analysis on their spatio-temporal impacts. 
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Abstract. In this paper, we propose an aspect and sentiment extraction method 
based on information-theoretic Co-clustering. Unlike the existing feature based 
sentiment analysis methods, which only process the explicit associations be-
tween feature words and sentiment words. Our method considers the implicit 
associations intra evaluated features, the association intra sentiment words, and 
the associations inter evaluated features and sentiment words. At first, the 
co-occurrence relationships of feature words and sentiment words are 
represented as a feature-sentiment words matrix. And with the feature-sentiment 
words matrix, the information-theoretic Co-clustering algorithm is used to si-
multaneously cluster evaluated features and sentiment words. The clustering 
results of feature words are viewed as different aspects of the evaluated objects, 
and the clustering results of sentiment words which are associated with different 
aspects are viewed as aspect specific sentiment words. The experimental results 
demonstrate that this method can obtain good performance of aspect and senti-
ment extraction. 

Keywords: Multi-aspect sentiment analysis, online reviews, Co-clustering, 
HowNet lexicon. 

1 Introduction 

With the rapid development of Web 2.0 and E-commerce, and the improvement of free 
speech, a large volume of online reviews emerges on the Internet. Those online reviews 
include valuable sentiment and opinions about persons, events and products. Analyzing 
these online reviews will help researchers to grasp public opinions, which is very 
important to find out user’s consumption behavior, develop market strategy and ensure 
the government’s information security.  

The task of online reviews sentiment analysis or opinion mining is to automatically 
detect subjective information in online reviews; and then analyze and process it. In 
recent years, many researchers worked on sentiment analysis, and have achieved a lot 
of results. From the perspective of the processing units, some researchers focus on the 
sentiment polarity of sentiment words [1-2], which is treated as a classification of either 
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positive or negative on a review unit. Some other researchers work on the sentiment 
orientation identification of document-level [3-6]. However, for most applications, 
simply judging the sentiment orientation of the whole review text is not sufficient. Give 
a product review example, a reviewer may agree with some features of the product and 
while against it in other features. For grasping user’s sentiment more deeply, it is need 
to analyze user’s opinion on different product features with fine grain, rather than the 
sentiment orientation of the whole review level. So recently some researchers begin to 
pay their attention to finer-grained sentiment analysis [7] based on feature [8-9] or 
multi-aspect [10-11].  

In feature-level multi-aspect sentiment analysis, the key task is to detect the asso-
ciation between evaluated feature words and the corresponding sentiment words. Ex-
isting methods mainly use the explicit co-occurrence relationship between feature 
words and sentiment words, which judge the attitude towards the evaluated features by 
their nearest adjacent sentiment words [9]. However, in many cases, the co-occurrence 
relationships between some features and sentiment words might be incidental in online 
reviews and without essential semantic associations; furthermore the online reviews’ 
expression syntaxes are typically irregular, so the method of using syntax parsing is not 
only inefficient in time cost, also its accuracy is limited.  

Some TV online review sentences are shown in figure 1. From these review sen-
tences, we can find that: (1) the evaluated feature words sometimes explicitly appear in 
online review, but in many cases feature words are implicit in reviews sentences. Such 
as “三星LA32S71B液晶电视整体上给人一种稳重大方，典雅华贵的感觉” has the 
same meaning as “三星LA32S71B液晶电视外观给人一种稳重大方，典雅华贵的
感觉”, so it can be considered that the feature word “外观” is implied in the online 
review. (2) From semantic associations, the features in TV online reviews can be 
divided into different aspects such as “外观” and “结构”, and each aspect can be 
represented by some features word, such as “外观” can be represented by “凹槽,厚度,
弧线,弧形” and so on. (3) Each aspect of online reviews usually corresponds with a 
special set of sentiment words, such as “古朴,温馨,优雅,独具特色” are used to de-
scribe the aspect “外观”. So a good method of feature sentiment association detection 
should find out the explicit and implicit associations, and identify different aspects and 
aspect specific sentiment words. 

 

Fig. 1. TV online review examples 
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According to above analysis about Fig.1, we classify the associations between words 
into three types: (1) the relationship between evaluated features, (2) the relationship 
between sentiment words, (3) the relationship between evaluated features and 
sentiment words. The former two relationship types are intra relationship from single 
type homogenous data objects. According the relationship between evaluated features, 
we can divide it into different aspects. According the relationship between sentiment 
words, we can determine the sentiment word clusters which specifically describe 
different aspects. The last relationship type is inter relationship from different type 
interrelated data objects, and determine the association between aspect and the 
corresponding sentiment words of aspect.   

In this paper, we propose an aspect and sentiment extraction method based on in-
formation-theoretic Co-clustering. We simultaneously consider co-occurrence rela-
tionship between features and co-occurrence relationship between sentiment words, as 
well as co-occurrence relationship between evaluated feature and sentiment word in 
online reviews. The experimental results demonstrate that this method can obtain a 
good result of aspect and sentiment extraction. 

The remainder of the paper is organized as follows. In section 2, we introduce the 
problem formulation. Co-clustering based on information-theoretic is proposed in 
section 3. In section 3 also introduces how to calculate sentiment of two-dimensional 
blocks based on HowNet lexicon. Experiments and evaluations are reported in section 
4. We conclude the paper in section 5 with future researches. 

2 Feature and Sentiment Association Matrix Representation 

2.1 Problem Definition 

Given an online reviews collection
1 2 | |
{ , , ..., }

D
D d d d= , the corresponding vocabulary is 

1 2 | |
{ , , ..., }

V
V t t t= , where | |⋅  represents the element number of collections. Asumed 

that all the evaluated feature words denoted by
1 2 | |
{ , ,..., }

F
F f f f= , and opiion words 

denoted by
1 2 | |
{ , , ..., }

O
O o o o= , F VÌ andO VÌ . In feature-level sentiment analysis, 

the key task is to detect the associations between F andO . 

Definition 1 Aspect: Aspect refers to one side of things, which generally is described 
with one or more features. Such as the k-th aspect can be expressed as a set of feature 
words

1 2 | |
{ , , ..., }

kk k k k A
A f f f= , where

k
A FÌ , and for any two aspects 

i
A and 

j
A satis-

fy
i j
A AÇ = Æ . 

Definition 2 Aspect relevant sentiment word: if one opinion word 
i
o is used to 

evaluate some aspect
k
A , we call it as the k-aspect relevant opinion word. All the opi-

nion words relevant to k-aspect can be expressed as an opinion words set 

1 2 | |
{ , ,..., }

k k k k O
k

O o o o= , where
k
O OÌ . 
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Definition 3 Aspect specific sentiment word: if one opinion 
i
o is only to evaluate 

aspect
k
A , we call it as a k-aspect specific word. Otherwise it is called general opinion 

words. All the specific opinion words of k-aspect can be denoted 
by

1 2 | |
{ , ,..., }

kk k k k O
O o o o= ,

k k
O OÌ .  

Definition 4 Aspect and sentiment extraction: For the online reviews involved mul-
tiple aspects, the task of aspect and sentiment extraction is to discover all the aspects 
and corresponding aspect specific sentiment words of the online reviews. 

Obviously, aspect and sentiment extraction need to solve the following sub-tasks: 
(1) identify the multiple aspects of online reviews; (2) identify each aspect specific 
opinion words.  

2.2 Feature and Sentiment Association Matrix Representation 

According to the analysis of online reviews in figure 1, there existing three type asso-
ciation relationships among feature words and sentiment words，the intra relationship 
among F and O, and the inter relationship between F and O. 

If use the vector space model (VSM) to represent F and O, and use TFIDF weight to 
represent each word’s weight, then F and O can be denoted by following matrixes 

F
D and

O
D . In 

F
D and

O
D , 

, ik f
w  is the TFIDF weight of feature words 

i
f  in the 

review
k
d , and 

, jk o
w  denotes the weight of opinion words 

j
o  in the review

k
d . 

1 2 | |

1 2 | |

1 2 | |

1 2 | |

1, 1, 1,

2, 2, 2,

. . . ... .

, , ,

. . . ... .

| |, | |, | |,

...

...

...

...

F

F

F

F

f f f

f f f

F
k f k f k f

D f D f D f

w w w

w w w

w w w

w w w

é ù
ê ú
ê ú
ê ú
ê ú
ê ú
ê ú= ê ú
ê ú
ê ú
ê ú
ê ú
ê úë û

D  , 

1 2 | |

1 2 | |

1 2 | |
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1, 1, 1,

2, 2, 2,

. . . ... .

, , ,

. . . ... .
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O

O

O
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ê ú
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D  

F
D and

O
D include the co-occurrence relationship in the whole review text, so they are 

global document level association relationship. These global relationships are useful to 
cluster aspects and aspect specific sentiment words. Because sentiment expressions 
generally embed in local areas of reviews, the inter relationship between F and O is 
local. So if we view each sentence as a processing unit, and we can obtain 
co-occurrence relationship between F and O, which is expressed as following ma-
trix

FO
M : 

1 1 1 2 | | | |

2 1 2 2 | | | |

| | 1 | | 2 | | | |

, , ,

, , ,

, , ,

...

...

... ... ... ...

..

F O

F O

F F F O

f o f o f o

f o f o f o
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f o f o f o

m m m

m m m

m m m
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ê ú
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ê ú

= ê ú
ê ú
ê ú
ê ú
ê úë û

M  
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where 
ij
m  denotes the weight of feature 

i
f and opinion 

j
o co-occurrence. In this 

paper, we utilize mutual information method to calculate the weight, the calculation 
formula as shown in equation (1). 

2

( , )
log

( ) ( )
i j

ij
i j

pf f o
m

pf f pf o
=

´
                            (1) 

where ( )
i

pf f and ( )
j

pf o are the number of sentences which contain word 
i
f and word 

j
o in the dataset, ( , )

i j
pf f o is the co-occurring frequency of 

i
f and 

j
o in a sentence. In 

addition, we further define the matrix =
FO F O

⋅TM D D , 
FO
M is expressed as: 

1 1 1 2 | | | |

2 1 2 2 | | | |

| | 1 | | 2 | | | |

, , ,

, , ,

, , ,

...

...

... ... ... ...

..

F O

F O

F F F O

f o f o f o

f o f o f o

FO

f o f o f o

m m m

m m m

m m m

é ù
ê ú
ê ú
ê ú

= ê ú
ê ú
ê ú
ê ú
ê úë û

M

  

  

  

 

In
FO
M , any element 

ij
m denotes the weight of evaluated feature

i
f  and opinion 

j
o word co-occurs in reviews, this weight is document-level co-occurrence relation-

ship. In the existing methods, document-level co-occurrence relationships usually are 
ignored. In this paper, we define an association matrix 

FO
M  to combine 

FO
M  and 

FO
M  as following: 

       (1 )
FO FO FO

a a= + -M M M
，where 0 1a£ £ .                 (2) 

We utilize equation (2) to calculate association relationship between evaluated feature 
word and opinion word in document-level and in sentence-level. By Co-clustering 
association matrix

FO
M , we can get different aspect and the corresponding specific 

opinion word of each aspect. 

3 Aspect and Sentiment Extraction Based on Information 
Theoretic Co-clustering 

In this paper, we use the information theoretic Co-clustering algorithm[12] to 
simultaneously cluster both dimensions of relationship matrix 

FO
M  by analyzing the 

clear duality between rows and columns, and then based on the two-dimensional blocks 
which are the result of Co-clustering, obtain the aspects and the specific sentiment 
words of each aspect. 

According the Co-clustering principle of [12], we can view F and O  as discrete 
random variables, and let ( , )p F O denotes the m n´  relationship matrix which con-

tain all the pair wise weights between F and O . The k clusters of F are denoted 
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by 1 2
ˆ ˆ ˆ{ , ,..., }kf f f , and the l clusters of O  are represented by 1 2ˆ ˆ ˆ{ , ,..., }lo o o . If we define 

two maps FC  and OC ,  

1 2 | | 1 2
ˆ ˆ ˆ{ , ,..., } { , ,..., }:F F kC f f f f f f→  

1 2 | | 1 2ˆ ˆ ˆ:{ , ,..., } { , ,..., }O O lC o o o o o o→  

where maps FC  and OC  depended upon the entire relationship matrix ( , )p F O , the 

Co-clustering is to the process of implementing the maps ( , )F OC C .  

A fundamental quantity which measures the relationship between variables is the 
mutual information ( ; )I F O . Therefore, they evaluated the result of Co-clustering by 

the resulting loss in mutual information, ˆˆ( ; ) ( ;O)I F O I F− . 

For a given Co-clustering ( , )F OC C , the loss in mutual information denoted by 

ˆˆ( ; ) ( ; ) ( ( , ) || ( , ))I F O I F O D p F O q F O− =                     (3) 

where ( || )D ⋅ ⋅  denotes the Kullback-Leibler(KL) divergence, and ( , )q F O  is a matrix 

of the form 

ˆ ˆˆ ˆ( , ) ( , ) ( | ) ( | )q f o p f o p f f p o o=  ，{ ˆf fÎ ， ˆo oÎ }              (4) 

Therefore, the process of Co-clustering is re-computed ˆˆ( ; ) ( ;O)I F O I F− , until 

( ) ( 2)( ( , ) || ( , )) ( ( , ) || ( , ))t tD p F O q F O D p F O q F O+-  is minimum (such as 310- ), oth-

erwise return ( 2)t
F F
C C+ +=  and ( 2)t

O O
C C+ += , where t  denotes the number of itera-

tions, C +  is row (column) number in two-dimensional blocks. 
In this paper, we use the Co-clustering algorithm to co-cluster association ma-

trix
FO
M , to obtain the aspects and the specific sentiment words of each aspect. 

4 Experiments and Evaluation 

We select TV online Chinese reviews from the TanSongBo1 as our experimental 
dataset. Chinese Lexical Analysis System ICTCLAS developed by Chinese Academy 
of institute of computing technology is used for segment words and pos tagging. 
According to the needs of experiment, we build our own dictionary, and then segment 
online reviews corpus, and get each review which is represented as words with the 
corresponding word frequency.  

We select 650 online reviews as document-level sentiment analysis through manual 
analysis of all the online reviews. And then through manual analysis of selected online 
reviews described features, extracted each review sentence from review text as a 
processing unit based on the co-occurrence relationship between evaluated features and 
sentiment words in sentence-level. Based on above mentioned, we take every sentence 

                                                           
1 http://www.searchforum.org.cn/tansongbo/corpus/Elec-IV.rar 
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as a text, the whole number of sentences are 2205, and then use it as sentence-level 
association analysis. 

4.1 Features and Opinion Words Extraction 

Typically, many adjectives are used to express opinion, sentiment or attitude of 
reviewers in online reviews[13]. Therefore, most of the existing researches take 
adjectives sentiment words. In the paper of [14], they proposed that other components 
of a sentence are taken as opinion of reviewers which are unlikely to be evaluated 
features except for nouns and noun phrases. Therefore, this paper refer to the method in 
[14], utilize ICTCLAS system to extract nouns and noun phrases as candidate 
evaluated feature words. Through extracting adjectives and adverbs as sentiment 
words, we can obtain the set of sentiment words 1 2 3{ , , , ..., }nO o o o o= , where n  is the 

number of set. 
However, some the nouns or noun phrases may not be real the evaluated feature 

words. Such as “创维、三星” and so on in TV online reviews represents the person 
names, location names, manufacturers, product name nouns. Therefore, we manual 
filter out some non-evaluated features in experiment, including the person name, lo-
cation name, organization name and brand name; and then we obtain the set of eva-
luated features 1 2 3{ , , , ..., }mF w w w w= , where m denotes the number of set. 

4.2 Analysis of Co-clustering Results 

To obtain the number of aspects in the TV online reviews, we use the LDA model to 
train all the 650 online reviews at first [15]. We train the LDA model through adjusting 
different topic number. And then by manual analysis features and their corresponding 
weight in each topic, we find that when the value of topic number is set as 5, the 
experiment result can achieve higher accuracy.  

Table 1. Co-clustering results by different parametera  

α 
The accuracy of each aspect Co-cluster 

R1 (%) R2 (%) R3 (%) R4 (%) R5 (%) Accuracy (%) 

α=1.0 68.97 57.20 77.12 77.97 55.2 67.292 

α=0.8 67.74 74.11 67.72 79.79 46.15 67.102 

α=0.6 69.93 70.76 88.98 71.17 69.57 74.082 

α=0.4 60.48 60.20 69.77 75.77 64.71 66.186 

α=0.2 59.22 52.91 55.81 74.86 66.34 61.828 

α=0.0 65.58 62.10 72.36 70.95 67.49 67.696 

 
Through calculating the matrix 

FO
M and

FO
M we can obtain the matrix 

FO
M .The 

parameter a reflects the relative importance of 
FO
M and

FO
M  in the matrix 

FO
M . 

Because of arbitrary two words if ( if FÎ ) and jo ( jo OÎ ) co-occur in text, may not 
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co-occur in sentence. Therefore, we give several value of parameter a  ( [0,1]a Î ) in 

our experiments. According the clustering results of LDA model, we set the number of 
Co-clustering row clusters as 5. Table 1 shows the accuracy result of aspects by 
Co-clustering with different parametera . 

Table 1 shows that the accuracy of part with features classification is influenced by 
adjusting value of parametera , however, when 0.6a = , the accuracy of Co-clustering 
results is highest. And then through manual analysis the aspect of special features, we 
find that the association between aspects is minimum when 0.6a = . In experiment, we 
calculate the accuracy shown as equation (5). 

1

( )
( )

k

i

n i
N i

accuracy
k

=
=
å

                              (5) 

where ( )n i denotes the correct number of evaluated features in the i-th classification, 

( )N i is the number of all evaluated features, k denotes the number of row clusters. 

At the same time of aspect clustering, we can get aspect specific sentiment words by 
Co-clustering. The association set between evaluated feature clusters and sentiment 
words clusters which are shown as table 2. 

Table 2. The association set between evaluated feature clusters and sentiment words clusters 

Evaluated feature words Opinion words

 

The evaluated features in reviews are summarized to 5 aspects in table 1: aspect 1 is 
about “电视机的外观及其外观设计”; aspect 2 is about “电视机的屏幕及其技术参数”; 
aspect 3 is about “电视机表现视频影音的能力”; aspect 4 is about “电视机的性能及其具
有的相应的功能”. We add aspect 5, which is about something that is not included in 
above four classifications.  
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Furthermore, we use the K-means algorithm to cluster evaluated features in ma-

trix
F
D at first, and obtain a new relationship matrix ˆ

FO
M  between the evaluated 

features clusters and sentiment words based on the evaluated features clusters. And 

then we co-cluster the new relationship matrix ˆ
FO
M . The results about aspect identifi-

cation accuracy of LDA, Co-clustering, and k-means+Co-clustering are listed in  
Table 3. 

 

Table 3. Evaluated feature classification results of various algorithms 

algorithm accuracy（%） 

LDA 67.334 

Co-clustering 74.082 

K-means+ Co-clustering 78.198 

It is obviously that using K-means algorithm to pre-process the relationship matrix 
can get a better accuracy. The results of Co-clustering and K-means+Co-clustering are 
both better than LDA. The reason why LDA model only considers the document level 
co-occurrence relationship, however our Co-clustering methods consider document 
level and sentence level co-occurrence relationship, both intra relationship from single 
type homogeneous data objects and inter relationship from different type interrelated 
data objects.  

5 Conclusion and Future Works 

In this paper, we propose an aspect and sentiment extraction method based on infor-
mation-theoretic Co-clustering, which can identify aspects and aspect specific senti-
ment word simultaneously. Furthermore, our method considers the associations intra 
evaluated features, the association intra sentiment words, and the associations inter 
evaluated features and sentiment words. Our method also considers the association of 
document level and sentence level. The experiment results in TV online reviews show 
that our Co-clustering method can get good performance to aspect and sentiment ex-
traction task.  
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Abstract. While supervised learning algorithms hold much promise for
automatic keyphrase extraction, most of them presume that the sam-
ples are evenly distributed among different classes as well as drawn from
an identical distribution, which, however, may not be the case in the
real-world task of extracting keyphrases from documents. In this pa-
per, we propose a novel supervised keyphrase extraction approach which
deals with the problems of class-imbalanced and non-identical data dis-
tributions in automatic keyphrase extraction. Our approach is by nature
a stacking approach where meta-models are trained on balanced par-
titions of a given training set and then combined through introducing
meta-features describing particular keyphrase patterns embedded in each
document. Experimental results verify the effectiveness of our approach.

Keywords: Keyphrase Extraction, Imbalanced Classification, Non-
Identical Distribution, Stacking.

1 Introduction

Keyphrase in a document are often regarded as a high-level summary of the
document. It not only helps the readers quickly capture the main topics of a
document, but also is fundamental to a variety of natural language processing
tasks such as document retrieval [1] and content-based advertisement [2]. Since
only a minority of documents have manually assigned keyphrases, there is great
need to extract keyphrases from documents automatically. Recently, several au-
tomatic keyphrase extraction approaches have been proposed, most of them
leveraging supervised learning techniques [3] [4]. In these approaches, the task
of automatic keyphrase extraction is basically casted as a binary classification
problem where a set of documents with manually labeled keyphrases are used
as training set and a classifier is learned to distinguish keyphrases from all the
candidate phrases in a given document.

Although supervised learning approaches have achieved success in automatic
keyphrase extraction, the general assumptions made by conventional supervised

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 336–345, 2012.
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learning algorithms may not be hold in the real settings of automatic keyphrase
extraction, which will has negative influences on the model’s performance.

The first assumption is that the classes are evenly distributed in the data
space. Since the number of possible phrases in a document is proportional to the
document length while the keyphrases of a document is often less five, the more
common case is that the number of keyphrases (positive samples) is much fewer
than that of non-keyphrases (negative samples) appearing in the same document,
i.e., the curse of class-imbalance arises in the task of keyphrase extraction. Since
it has been well agreed that the effectiveness of most traditional learning al-
gorithm would be compromised by the imbalanced class distribution [5] [6], it
is necessary to explore the characteristics of imbalanced class distribution in
automatic keyphrase extraction explicitly.

The second assumption is that all the samples are identically distributed ac-
cording to a given distribution. Actually, the keyphrase patterns embedded in
different documents may also be varied. For example, some authors tend to as-
sign general scientific concepts as keyphrases of an academic paper, while others
tend to assign specific technical terms as the keyphrases; the keyphrases in multi-
theme documents are often used to express different semantic topics, while the
ones in unitary-subject documents are often focused on single topic. The ex-
traction model cannot be well generalized to a new document if its keyphrase
pattern is alien from that of the documents from which the model is learned.
Therefore, instead of using a unified extraction model for all documents, the
optimal models for different new documents should be different accounted for
the variations of embedded keyphrase patterns.

With the above concerns in mind, a novel keyphrase extraction approach is
proposed in the paper. Particularly, our approach introduces a phrase-level sam-
pling method and a document-level data partitioning method to counter the class-
imbalance and non-identical data distribution in automatic keyphrase extraction,
respectively. After a collection of meta-models are learned on each partitions,
stacking technique is employed to combine meta-models’ predictions optimally
so as to give final predictions for new documents. We evaluate our approach us-
ing a real-world dataset composed of research articles with manually assigned
keyphrases by the authors. The experimental results show that our approach is
capable of improving the accuracy of keyphrase extraction over state-of-the-art
extraction approaches, which results from the exploratory of class-imbalance and
non-identical data distribution in the task of keyphrase extraction.

2 Related Work

2.1 Keyphrase Extraction

Machine learning techniques have been widely leveraged in the task of automatic
keyphrase extraction. The task is basically casted as a classification problem.
The accuracies of extracting results rely heavily on the features describing the
saliency of candidate phrases. Traditional features includes TF×IDF, first occur-
rence of candidate phrase, part-of-speech tag pattern, length and frequency of
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candidate phrase [3] [4]. Recently, much work has been conducted on extracting
keyphrases from particular types of documents including scientific literatures [7],
social snippets [8], web pages [9] and etc. Since supervised approaches require a
set of documents with human-assigned keyphrases as training set which is often
costly to obtain, unsupervised keyphrase extraction approaches have been drawn
much attention. The basic idea of most unsupervised approaches is to leverage
graph-based ranking techniques like PageRank [10] and HITS [11] to give a rank
of all the candidate phrases. In general, the ranking scores are computed via ran-
dom walk over co-occurrence graph of a given document. Recent extensions of
unsupervised approaches mainly focus on building multiple co-occurrence graphs
to reflect the characteristics of various keyphrase extraction settings [12] [13].

2.2 Imbalanced Classification

Imbalanced class distribution has been regarded as a pervasive problem in the
machine learning literature. Recently, much work has been done on the problem.
The basic idea of imbalanced classification is to re-balance the class distribution
from various perspective. One of the straightforward but effective ways is sam-
pling. Typically, the usage of sampling on imbalanced data consists of removing
a subset of samples from the majority class and inserting additional artificial
samples in the minority class, which are referred to as under-sampling [14] and
over-sampling [15], respectively. Different from sampling methods that re-balance
distribution at data level, cost-sensitive learning methods have been utilized to
re-balance distribution at cost level. In particular, cost-sensitive learning meth-
ods use a elaborate cost matrix such that the total costs associated with mis-
classifying positive and negative samples are balanced. For example, Yang et
al. proposed three cost-sensitive boosting algorithms named AdaC1, AdaC2 and
AdaC3 [16]; Zhou et al. studied empirically the effect of sampling and threshold-
moving in training cost-sensitive neural networks [17].

2.3 Stacking

Stacking is one of ensemble methods for combining many meta-models in an at-
tempt to produce a more strong model [18]. Different from traditional ensemble
methods like bagging and boosting which use a set of fixed combination coeffi-
cients, stacking parameterizes the coefficients associated with the meta-models
as linear functions of meta-features of each new samples and employs a second-
level learning algorithm to obtain the coefficients. Experimental studies [19] on
large collections of datasets drawn from the UCI machine learning repository
have shown outperformance of stacking over state-of-the-art ensemble methods.
Stacking has been employed successfully on a wide variety of real-world tasks,
such as chemometrics [20] and spam filtering [21]. The prominent recent success
is that stacking was extensively used in the two top performers in the recent
Netflix competition [22].
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3 The Proposed Approach

3.1 Algorithm Framework

The propose keyphrase extraction approach is a two-stage process: meta-model
learning and meta-model combination. In the first stage, a collection of meta-
models, each of which could recognize keyphrases from the candidate phrases in
documents, are learned from evenly and identically distributed partitions of a
given training set. In the second stage, the predictions of meta-models are lin-
early combined for new documents by using stacking which incorporating meta-
features describing keyphrase patterns embedded in new documents. Figure 1
gives an illustration the framework of the proposed approach.

3.2 Stage I: Meta-model Learning

In order to obtain accurate meta-models from the unevenly and non-identically
distributed keyphrase extraction dataset, we introduce a document-level data
partitioning method and a phrase-level sampling method in the stage.

Step 1: Document-Level Data Partitioning
The first step of meta-model learning is to partition a given training set into doc-
ument groups such that the documents in the same group have similar keyphrase
patterns. Recall that each phrase is represented as a set of feature values in su-
pervised keyphrase extraction approaches, we describe the keyphrase pattern
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embedded in document from the perspective of distributions of feature values
across the two classes. Furthermore, documents are presumed to share similar
keyphrase patterns if the values of all the features are distributed similarly across
keyphrases and non-keyphrases.

Let X = {(x(1), y(1)), · · · , (x(m), y(m))} denote a document comprised of m
phrases, where x and y ∈ {+1,−1} are phrase and its corresponding label
(keyphrase or non-keyphrase), respectively. Let f1, · · · , fd denote d feature func-
tions, each of which maps a phrase x to its corresponding feature value fi(x) ∈ R.
Assume the values of a given feature function fj (j = 1, · · · , d) on keyphrases
and non-keyphrases in a document X are F+

j (X) = {fj(x(i)) | y(i) = +1; i =

1, · · · ,m} and F−
j (X) = {fj(x(i)) | y(i) = −1; i = 1, · · · ,m}, we make use of the

Hellinger distance between F+
j (X) and F−

j (X) to quantitatively describe the
keyphrase pattern embedded in the document w.r.t. the j -th feature.

Simply speaking, Hellinger distance is a measure to quantify the similarity
between two probability distributions, which can be calculated as follows:

H(P,Q) =

√∫
Ω

(√
p(x) −

√
q(x)

)2

dx

where p(x) and q(x) are the densities of two probability distributions P and Q,
respectively.

In the paper, we simply assume all the feature functions take values in count-
able spaces, thus we discretize all the possible values of feature function fj into
tj bins Bj1, · · · , Bjtj . Then, the Hellinger distance between F+

j (X) and F−
j (X)

can be calculated as:

Hj(X) � H(F+
j (X), F−

j (X)) =

√√√√ tj∑
l=1

(√
P (+ | fj(x) ∈ Bl)

P (+)
−

√
P (− | fj(x) ∈ Bl)

P (−)

)2

(1)

where,

P (+ | fj(x) ∈ Bl) =

∑m
i=1 I(y

(i) = +1 ∧ fj(x(i)) ∈ Bl)∑m
i=1 I(fj(x

(i)) ∈ Bl)

P (+) =
1

m

m∑
i=1

I(y(i) = +1)

and so do the calculations of P (− | fj(x) ∈ Bl) and P (−).
As each document X is represented as a d -dimension vector

(H1(X), · · · , Hd(X)), partitioning of training set can be casted as a doc-
ument clustering problem. Our approach employs the k -means algorithm to
produce clusters. In each of them, the documents can be considered to share
similar keyphrase patterns.
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Step 2: Phrase-Level Sampling
Although keyphrases are distributed more uniformly within a partition than
within the whole dataset, they are still rare compared to non-keyphrases in
each partition. In order to deal with the imbalance problems, we resample the
keyphrases and non-keyphrases to generate a balanced partition referred to as
“synthetic document”. The positive samples in the “synthetic document” are
the keyphrases appear in all the documents in the partition, while the negative
samples are a subset of non-keyphrase from the partition which are randomly
selected through under-sampling. The under-sampling process is conduct con-
trolled by a sampling rate α defined as the ratio of the number of sampled
non-keyphrases to keyphrases.

After the “synthetic documents” are generated, a collection of meta-models
are learned on each “synthetic documents” for further combination. In the paper,
SVM is employed to learning the meta-models.

3.3 Stage II: Meta-model Combination

Intuitively, the optimal extraction model for a new document could be selected
from the meta-models according to the similarity of keyphrase patterns between
the new and the training documents. However, by considering the potential lack
of representative keyphrase patterns in training set and the theoretical soundness
of ensemble learning like stacking, we believe model combination rather than
model selection would give a more stable and accurate extracting results.

Just as the data partitioning step in stage I, the Hellinger distances w.r.t. each
phrase features calculated in (1) are utilized as the meta-features of documents
to describe the embedded keyphrase patterns. Let g1, · · · , gk denote the k meta-
models learned in stage I, we seek a stacked prediction function h of the form:

h(x) =

k∑
r=1

wr(X)gr(x)

where x is a phrase appearing in document X , the combination weights wr(X)
take the form of linear functions of meta-features of X , i.e.,

wr(X) =

d∑
j=1

vrjHj(X)

Then, seeking for the optimal weights vrj (r = 1, · · · , k; j = 1, · · · , d) can be
formulated as the following convex optimization problem:

min
v

1

|S ′|
∑
X∈S′

1

|X |
∑

(x,y)∈X

⎡⎣1− y k∑
r=1

d∑
j=1

vrjHj(X)gr(x)

⎤⎦
+

+ λ‖v‖2 (2)

where S ′ = {X1, · · · , Xn′} is a given training set. Note that the training set here
is usually not the same as the one used for meta-model learning. In our exper-
iment, the given training set is divided into two parts, one for model learning
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and another for model combination. The first term of the object of the OP is
the empirical loss calculated using the so called “hinge function” and the second
term is the regularizer in terms of L2-norm which is used to prevent overfitting.
λ is used to control the tradeoff between the two terms.

In order to solve the OP which is not differentiable everywhere, we smooth
the hinge loss in (2) by manual setting the righthand derivative as 0 at the hinge
point. Stochastic gradient descent is then employed to solve the smoothed OP
in our approach.

Table 1. Feature vector of each phrase

Type of features Description

Phrase Length The number of words in a phrase
Part of Speech Tag Whether the phrase starting with, ending with or containing

a noun, adjective or verb;
Part-of-speech tag sequence patterns of phrase.

TF-IDF TF, IDF and TF×IDF of phrases.
Suffix Sequence The sequence of the suffixes (-ment, -ion and etc.) of phrase.
Acronym Form Whether the phrase being an acronym.
Occurrence Number of the words between the start of the document

and the first appearance of the phrase, normalized by the
document length.
Whether the phrase appearing in a specific logical section.

PageRank Values PageRank value of phrase;
The average/minimum/maximum of PageRank values of the
words in a phrase.

4 Experiments

4.1 Dataset

To avoid manually annotation of keyphrases which is often laborious and erro-
neous, we constructed an evaluation dataset using research articles with author
provided keyphrases. Specifically, we collected the full-text papers published in
the proceedings of two conferences, namely ACM SIGIR and SIGKDD from 2006
to 2010. After removing the papers without author provided keyphrases, there
are totally 3,461 keyphrases appear in 997 papers in our evaluation dataset. For
each paper, tokenization, pos tagging, stemming and chunking were performed
using NLTK (Natural Language Toolkit)1. We observed that the keyphrases
make up only 0.31% of the total 1,131,045 phrases in the dataset, which prac-
tically confirms that there exists the problem of extreme class-imbalance in the
task of supervised keyphrase extraction.

1 www.nltk.org

www.nltk.org
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4.2 Features

For each candidate phrase in documents, we generate a feature vector, as de-
scribed in Table 1.

4.3 Baselines

In order to verify the advantages of imbalanced classification in keyphrase ex-
traction, two state-of-the-art supervised and unsupervised keyphrase extraction
approaches namely Kea [3] and TextRank [10] are selected as the baselines. Be-
sides, several traditional over-sampling and under-sampling methods are utilized
on the imbalanced dataset of keyphrase extraction. SVM is then employed to
learn the classifiers on the sampled dataset. All the baselines with the corre-
sponding parameter settings are shown in Table 2.

Table 2. Baselines and parameter settings

Methods Parameter Setting

Kea — —
TextRank Damping factor 0.15
SMOTE [15] Amount of synthetic samples 2000%, 20000%
EasyEnsemble [14] Number of negative subset 10
Rand-Under-Sample Sampling rate 5, 10, 50, 100

4.4 Experimental Results

For our approach, 10-fold cross validation is used to obtain the final evaluation
results. Particularly, the dataset is randomly partitioned into ten parts. Of the
ten parts, five parts are used to learn meta-models and three parts are used to
seek combination weights. Each of the remaining two parts is used for parameter
tuning and model testing, respectively. In the experiment, the parameters are set
as follows: number of meta-models k = 9, non-keyphrase sampling rate α = 9,
tradeoff factor in (2) λ = 0.0890. For all the approaches, the results averaged
over the ten folds are reported.

Table 3 shows the performances of our approach and all the baselines in
terms of Precision, Recall and F1-score. We can see that our approach makes a
great improvement over baselines. Compared with the sampling based methods,
the state-of-the-art keyphrase extraction approaches Kea and TextRank perform
poorly on the highly imbalanced dataset. Specifically, Kea is failed to give a non-
trivial classifier because all the phrases are classified as non-keyphrase. Among
the sampling based methods, under-sampling methods generally perform better.
This phenomenon may due to the fact that, for highly imbalanced and large scale
dataset, over-sampling tends to introduce unnecessary noises while creating arti-
ficial minority class samples. Moreover, the training process of SMOTE(20000%)
is much lower that of other methods in the experiment.
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Table 3. Comparison of our approach with the baselines

Methods Precision Recall F1-score

Our Approach 0.2808 0.4791 0.3541
Kea NIL 0.0000 NIL
TextRank 0.0251 0.1915 0.0444
SMOTE(2000%) 0.2544 0.3030 0.2766
SMOTE(20000%) 0.2714 0.2991 0.2846
EasyEnsemble 0.2771 0.3930 0.3250
Rand-Under-Sample(5) 0.2701 0.2987 0.2837
Rand-Under-Sample(10) 0.2790 0.3260 0.3007
Rand-Under-Sample(50) 0.2681 0.2663 0.2672
Rand-Under-Sample(100) 0.1410 0.1769 0.1569

5 Conclusion

This paper has addressed the problem of automatic keyphrase extraction in a
real-world setting that the keyphrase candidates are unevenly and non-identically
distributed. Unlike most of the conventional keyphrase extraction approaches
which learn a unified model for all documents, the proposed approach employs
stacking to give an optimal combination of meta-models for a given new docu-
ment. Evaluation have shown that the proposed approach is capable of dealing
with the class-imbalanced and non-identical distribution and thus outperforms
a set of state-of-the-art keyphrase extraction approaches.
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Abstract. Based on the artificial neural network and means of classification, this 
paper puts forward the Fisher-RBF Data Fusion Model. Abandon redundant and 
invalid data and decrease dimensionality of feature space to attain the goal of 
increasing the data fusion efficiency. In the simulation, the experiment of the 
network intrusion detection is conducted by using KDDCUP’99_10percent data 
set as the data source. The result of simulation experiment shows that on a fairly 
large scale, Fisher-RBF model can increase detection rate and discrimination 
rate, and decrease missing-report rate and misstatement rate. 

Keywords: Data fusion, Fisher Scores, RBF Nerve Network, Network Intrusion 
detection. 

1 Introduction 

In general, data fusion is a method to make more complete and coherent information 
based on the analyzing and processing to large number data obtained from the multi 
sensors in the environment so as to improve the capability of exact detection and de-
cision [1, 2]. Briefly, the goal of data fusion is to obtain more useful information than 
any other single-sensor data through the handling of the data [3, 4]. 

It is estimated that over 500,000 pieces of information can be produced by the IDS 
in a 100MB-link each day. To everyone’s imagination, information produced each 
day is countless on a larger-scale and higher-bandwidth network. With so much  
and mutual-interrupted information, data fusion is critical in identifying the real 
reason. 

Based on the characteristics of network security events and RBF neural network, 
this paper puts forward Fisher-RBF data fusion model by grading the data property 
obtained from the sensors to abandon redundant data and reduce the dimensionality 
of feature space. The analysis and simulation show that Fisher-RBF model can 
increase detection rate, discrimination rate and lower missing-report rate and miss-
tatement rate. 
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In Fig. 2, the output value a of nerve cell is enlarging with the decreasing of the vector 
distance n between sample and clustering center. If w in (1) is regarded as the clus-
tering center, when the input sample vector x is within certain range (threshold value b
) near the clustering center w , the neuron transfer function can reach a big effect.  
The threshold value b is to regulate the coverage of the clustering center w . The bigger 
the b value, the smoother the output curves of the transfer function. The change of the 
input sample does not influence obviously the result. Conversely, the influence is great. 

2.2 Fisher Scores 

In classified problems, the Fisher Scores is an extracting approach of sequential cha-
racteristics[11]. The core is to map a changeable length to a fixed n-dimensional space 
so as to decrease the dimension, and gives Fisher score according to the characteristics 
of the sample distance to differentiate different samples within the largest limit[12]. 

In the two-category problem, suppose the sample category

1 1 2 2{( , ),( , ), ,( , )N NX x y x y x y=  , ( 1,2, , ) d
ix i N R= ∈ . Here, d is the dimension of original 

information characteristics, { 1, 1}iy ∈ + − is the category symbol, N is the total 
amount of samples. 

Let 1X be the set of positive category sample, 2X be the negative one, 1N  and 2N  
are respective sum of members of 1X and 2X . Let bS be the samples distance of the 
different categories. Let wS  be the samples distance of the same category. 

The definition of the computing method of Fisher Scores is: 

/b wF S S=  (2)

Definition 1: 2 2
1 2( ) ( )bS m m m m= − + −  

Here: 1 2, ,m m m  are respective medium values of samples of positive, negative and 
total category, namely: 
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Suppose, 1 2wS S S= + ,here:
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2 2
1 2,σ σ are respective variances of samples of positive and negative categories. 

As a result, Fisher score can be written as: 

1 2
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To further define Fisher Score of rth characteristics: 

2 2
2 2

, ,
1 1

/ ( ) /r b w i r r i r
i i

F S S m m σ
= =

= = −   (5)

Here, 
, ,i r rm m are respective typical values of ith sample of the rth characteristics of all 

samples, 
2
,i rσ is the variance of the rth characteristics in ith samples. The bigger the 

Fisher Score, the farther the distance of the discrimination of the characteristics, and the 

bigger contribution to the classification. Therefore, to choose several characteristics 

with bigger Fisher Score constructs characteristic subsets as a training sample can 

diminish effectively data dimension. 
This approach can be used in multi-classified problem easily. 

3 Network Security Detection Based on Fisher-RBF Data Fusion 

3.1 Network Intrusion and Detection 

According to the statistics, network attack methods known go beyond 2000, which are 
roughly classified as four types: DOS (Denial of Service), R2L (Unauthorized Access 
from a Remote Machine), U2R (Unauthorized Access to Local Super User Root Pri-
vileges and Probing (Surveillance and Other Probing), etc. 

Definition 2: The detection rate is the proportion of abnormal samples detected nor-
mally to the quantity of abnormal samples. 

1 1

/ ( )
n n

i i i
i i

DR TP TP FP
= =

= +   (6)

Definition 3: The missing-report rate is the proportion of the quantity of abnormal 
samples judged as normal to the quantity of abnormal samples. 

1 1

/ ( )
n n

i i i
i i

FPR FP TP FP
= =

= +   (7)

Definition 4: The discrimination rate is the proportion of the samples quantity detected 
correctly (normal and abnormal) to all samples. 

1

( ) /
n n

i i i
i n i

AR TP TN N
= =

= +   (8)

Definition 5: The misstatement rate is the proportion of the quantity of the normal 
samples judged as abnormal to the total normal samples. 
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1 1

/ ( )
n n

i i i
i i

FNR FN FP TN
= =

= +   (9)

Among which, N is the total quantity of samples. iTP  is ith type abnormal sample 
identified correctly. iFN is the normal sample judged as ith abnormal. iTN is the 
correct identified normal samples. iFP is ith abnormal sample judged as normal. 
Typical intrusion detection model is illustrated in Fig.3. 

Fig. 3. Intrusion detection Model 

3.2 Fisher-RBF Data Fusion 

After the original data packet is disassembled, the dimensions of data space may be 

very high, and much redundant and irrelevant information exist. By using Fisher 

Score, the quantity of characteristics and the dimensions of data space can be de-

creased. The Fisher-RBF data fusion method is as the following: 

1) Divide original data into training-sample set and test-sample set at random; 

2) Pre-process the original data of training-sample and test-sample; 

3) Compute Fisher Score of each characteristics property and arrange the order; 

4) Pre-determine a threshold value; 

5) Set WIN=0, abandon those characteristics in which Fisher Score is lower than the 

threshold, and to construct new characteristic-property set; 

6) Train neural network by using training-sample with the decreased characteristics; 

7) Test network performance with the test-sample set; 

8) Compute the detection rate (DR) of network; 
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9) Whether DR meets the requirement, if it does, increase the threshold value. Set 

WIN=1. Turn to 5 or otherwise turn to 10; 

10) Whether WIN is 1, if it is, turn to 11 or otherwise decrease threshold and turn to 5; 

11) Stop 

The above flow chart is illustrated in Fig. 4. 

Fig. 4. Fisher-RBF Flow Chart 

In fact, any kind of neural network can be used in this model. Considering the ad-
vantage of RBF, this paper adopts RBF and supported by the simulation experiment. 

4 Simulation and Analysis 

The simulation in this paper adopts KDDCUP’99_10percent[13] dataset as data source. 
Totally, there are 494019 records.  

KDCUP’99 Dataset concludes network attack behavior and some normal behavior 
data, among which, the attack type of the network attack data concludes most attack 
behaviors of four types: Denial of Service (DOS), Unauthorized Access from a Remote 
machine (R2L), Unauthorized Access to Local Super User Root Privileges (U2R), 
Surveillance and Other Probing (Probing). Each record contains 41 characteristics 
properties. In 10percent dataset, the rate of all kinds of intrusion behavior data that data 
packet set contains is basically equal to the original data set. 

Choose 1500 data from KDDCUP’99_10 percent at random respectively to form 
X1 and X2. X1 is a training-sample set and X2 is a test-sample set. 
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During pre-processing period, char-type characteristics data in X1 and X2 are 
numbered successively. For example, the second characteristics property, “Protocol”, 
is divided into four categories: 1 is “ICMP”, 2 is “TCP”, 3 is “UDP”, and 4 is the rest 
protocols. Normalization processing is used in other numeric-type characteristics [14].  

Compute Fisher Score of each characteristics property by using training-sample 
(X1). The serial number that characteristics correspond after descending order is as the 
following: 23, 12, 32, 2, 24, 36, 6, 31, 39, 30, 26, 38, 29, 4, 34, 33, 37, 35, 25, 28, 27, 41, 
5, 3, 19, 8, 13, 22, 14, 18, 7, 11, 40, 15, 1, 17, 16, 10, 21, 9, 20. 

Choose Fisher Score of characteristics property in the middle as the initial threshold, 
that is 27th characteristics property. The threshold will be regulated according to the 
real situation detected in the following process. 

RBF has n input nodes and five output nodes. The input nodes are n-dimension 
characteristics property of sample data set. The five output-nodes are: 1-DOS, 2-R2L, 
3-U2R, 4-probing and 5-normal. 

After the detection index is set respectively as 85%, 90% and 95%, the smallest 
characteristics set obtained is illustrated as the following: 

Table 1. The Smallest Characteristics Set of Different Detection Rate with Fisher-RBF Method 

Detection Rate The Smallest Characteristics Set 

85%     23，12，32，2，24，36，6，31，39，30，26，38，29 

90%     23，12，32，2，24，36，6，31，39，30，26，38，29，4，34，33，37，35，25 

95% 
23，12，32，2，24，36，6，31，39，30，26，38，29，4，34，33，37，35，25，28，

27，41，5，3，19，8，13，22 

According to table1, construct three characteristics set respectively, that is, SET_1 
(13 properties), SET_2 (19 properties), and SET_3 (28 properties). Table2 is compared 
with the performance of the different RBFs constructed by SET_1to SET_3 and 
SET_ALL (whole characteristics, 41 properties) respectively. 

Table 2. The Comparison of RBF Performance by Using Different Characteristics Set Training 

 SET_1 SET_2 SET_3 SET_ALL 

Detection Rate 85.33% 91.27% 95.70 96.51 

Misstatement Rate 5.40% 5.20% 6.31% 11.74% 

Network Training Time 6.71s 8.38s 9.07s 13.25s 

Network Detection Time 0.1303s 0.1328s 0.1837s 0.4110s 

Table 3 is the comparison of Fisher-RBF and Fisher-BP by using the same sample. 
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Table 3. The Comparison of the Result by Using Fisher-BP and Fisher-RBF 

 Fisher-BP Fisher-RBF 

Detection Rate 90.85% 96.10% 

Misstatement Rate 6.90% 6.18% 

Network Training Time 21.14s 9.87s 

Network Detection Time 0.2416s 0.2037s 

Table 4 is the statistical result of the detection quantity of various behaviors. 

Table 4. The Detection Comparison of Fisher-RBF Aiming at Various Intruding Behaviors 

 Real Total Number Detection number Detection Rate 

Normal 287  267 93.03% 

DOS 605  582 96.20% 

U2R 121  109 90.08% 

R2L 169  158 93.49% 

Probing 318  303 95.28% 

Total 1500  1419 94.60% 

Table 2 shows that after decreasing the characteristics quantity, the detection rates 
of the difference nerve network trained by 28 characteristics and 41 characteristics is 
not obvious, but the misstatement rates of the former is far smaller than the latter, the  
time of training and detection increase obviously. Meanwhile, too few properties of 
Fisher score cannot make the detection rate rise greatly. Instead, it causes the increase 
of misstatement rate. Although more time is spent in looking for the best characteris-
tics set, the formed nerve network has good performance. Therefore, it deserves the 
time. 

Table 3 shows that RBF is better than BP in various aspects such as detection rate, 
misstatement rate, and network training and detection time. 

Table 4 shows that the detection rate to intrusion behavior of DOS and Probing is 
higher, whereas the detection rate to intrusion behavior of U2L and R2L is lower. This 
is because in the training sample, the quantity of the U2R and R2L is less than DOS and 
Probing, which not only makes the training on the U2R and R2L not enough, but also 
makes the relevant Fisher Score low, and some characteristics are not chosen into the 
training set. But in general, the detection result is notable. 
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Abstract. In this paper an optimal controller for battery management
in smart home environments is presented in order to save costs and min-
imize energy waste. The considered scenario includes a load profile that
must always be satisfied, a battery-system that is able to storage elec-
trical energy, a photovoltaic (PV) panel, and the main grid that is used
when it is necessary to satisfy the load requirements or charge the bat-
tery. The optimal controller design is based on a class of adaptive critic
designs (ACDs) called action dependent heuristic dynamic programming
(ADHDP). Results obtained with this scheme outperform the ones ob-
tained by using the particle swarm optimization (PSO) method.

1 Introduction

Renewable resources increase their importance in smart home as the price of the
fossil fuels goes up and their availability decreases. Nowadays there are many
different types of alternative resources that can be used in home or residential
environments (Photovoltaic, Eolic, Geothermic), in order to save costs and re-
duce pollution. PV systems are often used in home environments because they
have no moving parts and require a little maintenance. In this paper, the atten-
tion is focused in home environment connected to the main grid and considering
a PV and a battery system to increase the saving. The load profile must be al-
ways satisfied managing renewable energy, battery discharge and electrical grid
in order to reduce costs. Many techniques have been used to implement similar
controllers: dynamic programming is used in [1], genetic algorithm proposed in
[2]. Liu and Huang [3] proposed an ADP basic scheme using only Critic Net-
work, while in [4] a PSO method and in [5] a Mixed Integer Linear Program-
ming (MILP) procedure is chosen. In this work the optimal controller design is
based on a class of Adaptive Critic Designs (ACDs) called the Action Depen-
dant Heuristic Dynamic Programming (ADHDP). The ADHDP uses two neural
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networks, an Action Network (which provides the control signals) and a Critic
Network (which criticizes the Action Network performances). An optimal control
policy is evolved by the action network over a period of time using the feedback
signals provided by the critic network. The goal of the control policy is to mini-
mize the energy cost imported from the grid managing the battery actions and
knowing the forecasted renewable resources, load profile and energy price. Sec-
tion 2 describes the energy system in home environment, Section 3 proposes an
approach based on PSO controller. In Section 4 the optimal-control ADHDP is
shown and its results are reported in Section 5. Conclusions are explained in
Section 6.

2 Home Energy System Description

The proposed home model is composed of: main electrical grid, external PV
array, storage system and Power Management Unity (PMU) that assure the
meeting of power load. As reported in Fig. 1, PMU unit manages the energy
flows: the battery can be charged from the grid and/or from PV, moreover if
necessary it can be discharged to supply the load. If there is exceeded energy
from PV not usable from the system, then it is sold to the main grid.

Power Management Unit 

Renewable Grid Battery 

                 
LOAD 

Unidirectional 
Power 

Flow 

Bidirectional 
Power 
Flow 

Fig. 1. Power flows

The assumed battery model is the reported in Tab. 1, where η is the battery
efficiency, BL0 is the initial level of the battery, BLMAX and BLmin are the
maximum and minimum level of the battery and Chrate/Dhrate refers to the
max charge/discharge rate.

3 PSO Controller

In this section we introduce the battery management system implemented by
using a PSO method [6]. PSO is a technique inspired to certain social behav-
iors exhibited in bird and fish communities, and it is used to explore a search
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Table 1. Battery parameters

η BL0 BLMIN BLMAX Chrate/Dhrate

100% 5kW 0kW 10kW ±1kW

parameter space to find values allowing to minimize an objective function. The
PSO algorithm works by maintaining simultaneously various candidate solutions
(particles in the swarm) in the search space. An attractive feature of the PSO
approach is its simplicity as it involves only two model equations. In PSO, the
coordinates of each particle represent a possible solution associated with two
vectors, the position x and velocity v vectors in N-dimensional search space.
A swarm consists of a number i of particles “or possible solutions” that flies
through the feasible solution space to find the optimal one. Each particle up-
dates its position xi based on its own best exploration pi, best swarm overall
experience pg, and its previous velocity vector vi(t− 1) according to (1) and (2).

xi(t) = xi(t− 1) + vi(t) (1)

vi(t) = vi(t− 1)+ ρ1 ∗ rand1 ∗ (pi− xi(t− 1))+ ρ2 ∗ rand2 ∗ (pg −xi(t− 1)) (2)

The PSO algorithm can be described in general as follows:

1. For each particle, randomly initialize the position and velocity vectors with
the same size as the problem dimension.

2. Measure the fitness of each particle (pbest) and store the particle with the
best fitness (gbest) value.

3. Update velocity and position vectors according to (1) and (2) for each par-
ticle.

4. Repeat steps 2 and 3 until a termination criterion is satisfied.

Similar to the work done in [4] we introduce in (3) the utility function that must
be minimized.

y(x) =

√
[(Load(t) −Renew(t) + x) ∗ C(t)]2 + [BLMAX − (BL(t) + x)]

2
(3)

where Load(t), Renew(t), C(t), BLMAX , BL(t) are respectively the current
load, renewable energy, grid energy cost, battery capacity and battery energy
level; while x is the value of battery charge (x > 0) or discharge (x < 0).
The utility function is composed by two terms, the first one is to discharge the
battery while the second one is to charge the battery. Minimizing y(x) means
charging the battery when renewable is high and/or when cost is low, while
discharging the battery when renewable is lower than the load and/or the cost
is high. Obviously x must satisfy two constraints:

– No exceed the charge and discharge rate;
– Battery level must be always between the upper and lower bound;
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If one of these constraints are not satisfied, the obtained solution x is invalid and
must be discarded. So the function is multiplied with a penalty factor which is
set to a high value.

4 ADHDP Optimal Controller

In discrete-time nonlinear environments ACDs methods are able to optimize
over time in conditions of noise and uncertainty using neural networks. Com-
bining approximate dynamic programming and reinforcement learning, Werbos
proposed a new optimization technique [7]. The goal of this technique is to design
an optimal control policy, which can be able to minimize a given cost function.

This optimal control is obtained adapting two neural networks: the Action
Network and the Critic Network. The Action Network, taking the current state,
has to drive the system to a desired one, providing a control to the latter. The
Critic Network, knowing the state and the control provided by the Action Net-
work, has to check its performances and return to the Action Network a feedback
signal to reach the optimal state over time. This feedback is used by the Action
Network to adapt its parameters in order to improve its performances. To check
Action performances, the Critic Network approximates the Hamilton-Jacobi-
Bellman equation associated with optimal control theory. At the beginning of
this adaptive process, the control policy can not be optimal, but driven by the
Critic feedback, the performances of the Action Network improve reaching an op-
timal control policy. One of the main advantage in this method is that during the
adaptation, the networks need no information about the optimal “trajectory”,
following only the minimization of the cost function.

In this paper, an Action dependent HDP (ADHDP) model free approach is
adopted (Fig. 2) for the design of an optimal battery management controller.
The goal of the optimal controller is to manage the battery charging/discharging,
knowing forecasted data (Load, Price, Renewable Energy), in order to save costs
during an overall time-horizon. Venayagamoorthy and Welch proposes an op-
timal controller based on the same ADHDP scheme used in this paper, but
considering an isolated scenario in which the load (splitted in critical and not
critical) has to be supplied only from a PV system. Connection with main grid
and energy prize are not considered in the mentioned scheme, and the goal is to
optimize the control policy over time to ensure that the critical load demand is
met primarily and then the non-critical load demand [8,9].

The optimal controller proposed in this work uses two networks (Action and
Critic networks) as previously mentioned. The input to the Action network is
the system state, and the output u(t) is the amount of energy used to charge
or discharge the battery. This quantity is not a discrete value, used only for
describe battery behavior (Charge, Discharge, Idle) like proposed in [3], but it
is a continuous value that represents the real energy to dispatch, improving the
system accuracy. Finding continuous value it is possible to reach the optimal
control and the minimum cost.

The input of the Critic Network consists of the current system state and the
current control provided by the Action Network. In order to extend temporal
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horizon and minimize the costs in a longer period, it is possible to consider as
Critic inputs also previous states and controls. Increasing the number of past
inputs the costs are reduced but the computational complexity of the neural
network increases, because an higher number of hidden neurons is needed. In
this way, like in [8], a good trade-off is to insert only two past states and controls
in the Critic. For this reasons the Critic Network takes as inputs the state and
the control at time t, t− 1, t− 2. This information is used by network to provide
the cost function at time t, used to create the feedback signal for the Action.

Action Network Critic Network 

Storage  
System 

Load 
Renew 
Price 

x(t) 

x(t) 

u(t) 

  J(t) 

J(t-1) 

U(t) + + 

- 

Ec 

Ea 

Fig. 2. ADHDPscheme

4.1 Critic Neural Network

As previously mentioned, the inputs of the Critic Network are the system state
and the output of the Action Network in three different time-steps (t, t − 1,
t − 2). The network is composed by 15 linear neurons in input, 40 sigmoidal
hidden neurons and 1 linear in output. The used training algorithm is standard
backpropagation (BP). The output of the network is the estimated cost function
at time t, given by Bellman’s equation (4).

J(t) =

∞∑
k=i

γiU(t+ i) (4)

The discount factor γ is used for non-infinite horizon problems and can assume
continuous values in the range [0 - 1]. In this case is 0.8. The Utility Function
U(t) is very important because drives the Critic Network to improve Actions
performances. When the Utility Function is minimized, the control policy is
optimal and the cost is the lowest. In this study the proposed U(t) is in (5).

U(t) = [(Load(t)−Renew(t) + u(t)) ∗C(t)]2 (5)

The squaring of the equation is necessary in order to avoid that the Utility
Function is less than zero. According to [10] the weights refresh in the Critic
Network is given by (6),(7).
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ΔWc(t) = αcEc(t)
∂J(t)

∂Wc
(6)

Wc(t+ 1) =Wc(t) +ΔWc(t) (7)

Where αc is the learning rate, Wc are the critic weights and Ec(t) is the critic
network error given by (8).

Ec(t) = U(t) + γJ(t)− J(t− 1) (8)

4.2 Action Neural Network

The network is composed by 4 linear input neurons, 40 sigmoidal hidden neurons
and 1 linear in output. The used training algorithm is standard backpropaga-
tion (BP). The input of the Action Network is the current state of the system,
composed of four components:

– Load (Load(t));
– Renewable energy (Renew(t));
– Unitary cost of the energy (C(t));
– Battery Level (BL).

The output of the network is the control, that represents the energy quantity
charged/discharged from the battery as mentioned. The current control, u(t), is
used to change the battery level in the next state. The found Action output has
to be checked to ensure that the battery bounds (maximum discharge/charge
rate, maximum and minimum battery level) are respected for each time step.
This is obtained by forcing the control to respect that limits. Similar to (6),(7)
the weights refresh in the Action Network is given by the (9),(10).

ΔWa(t) = αaEa(t)
∂u(t)

∂Wa
(9)

Wa(t+ 1) =Wa(t) +ΔWa(t) (10)

where αa is the learning rate, Wa are the critic weights and Ea(t) is the action
network error given by (11).

Ea(t) = U(t) + γJ(t)− J(t− 1) (11)

4.3 Online Training

Here the iterative training used for both neural networks is explained step by
step and represented in the flowchart in Fig. 3.

Step1 : the Action and Critic weights can be initialized before the training in
two different ways:
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Fig. 3. Training algorithm

Step1.1 : initialize random weights for both the networks (range of values
[−1, 1])

Step1.2 : initialize weights with a pre-training made with PSO algorithm
described in Section 3.

Step2 : train Critic Network, refreshing the weights using (6),(7). Then refresh
Action Network using (9),(10).

Step3 : evaluate the system perforance computing the total cost to minimize in
the time horizon. If the cost decreases, the control policy is improving, and
the new action weights are the best; if not, revert to old action weights and
add a small random perturbation. Then restart the training from Step 2.

This training, made for a fixed number of epochs, outputs the minimum cost
and the better control found. It is possible to use different metrics to evaluate
the performances of the Action Network, and in this study is used the total cost
in dollar (12) calculated only at the time steps in which the system buy energy
from the main grid (13).

TotalCost =
∑
t

(Load(t)−Renew(t) + u(t)) ∗ C(t) (12)

when (Load(t)−Renew(t) + u(t)) > 0 (13)

5 Results

In this section the ADP simulation results are shown and compared with the
ones obtained with PSO controller. The normalized load and cost profiles, used
in the simulations, are taken from [3].
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Fig. 4. Simulations 1− 2 April 1991

The renewable profile is taken from [11] and refers to the solar radiation in
Austin (Texas, US) in the days 1−4 April 1991, considering 10m2 of photovoltaic
panels. Only few days of forecasted values are considered, because more accurate
and similar to real cases. Considering the battery model described in Tab. 1 we
present the results of three different simulations; the first one in Fig.4, is referred
only to 48 hours (1 − 2 April 1991), the second one is the next 48 hours (3− 4
April 1991). The last simulations, illustrated in Fig.5 is related to the all time
horizon considered (1− 4 April 1991). In Fig. 4 and 5 BL is the Battery Level,
Renew is the Renewable energy and Cost is grid energy unitary price.
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Fig. 5. Simulations 1− 4 April 1991
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From Fig. 4 and 5, it is possible to see that there is a big difference between
the behavior of the ADHDP controller and the PSO one. The latter charges the
battery when the price is low and when renewable is high but it discharges in
wrong time because it has not the future concept inside (it can not “see” the
future) while the former has an optimal control policy because it charges and
discharges knowing the future system states. In fact, the static PSO controller
minimize (3) step by step without a future knowledge, the ADHDP controller
instead manages a time horizon given by past inputs t, t−1, t−2. As mentioned,
increasing the number of past states as critic inputs, the ADP controller improves
its performances, but the computational complexity of the system raises. In
Tab.2 we report the cost obtained with the simulations, using (12) and (13).

Table 2. Monetary results

Horizon PSOCost ADP Cost Saving

1− 48h 6.97$ 6.49$ −6.89%

48− 96h 6.42$ 6.17$ −3.89%

1− 96h 13.74$ 12.96$ −5.68%

From Tab. 2, it is possible to see that the ADHDP controller always outper-
forms the PSO one: the saving is greater in the first time horizon (1-48h) and
decrease in the second (48-96h). This is due to the fact that in the first horizon
the renewable resources are more limited than the second one (especially in 24-
48h). In conclusion, if there is plenty of renewable energy the two methods are
quite similar in terms of money saving, while when this condition is not verified
the ADHDP gain increases with respect to PSO.

6 Conclusions

In this paper, an optimal controller, based on ADHDP, for battery management
in smart home, connected to the grid and to a photovoltaic system, has been
presented. The obtained results show that ADHDP controller has an optimal
control policy in battery management. Furthermore the ADHDP controller was
compared with PSO one, and the former outperforms the latter in term of eco-
nomic benefits and battery control policy. The proposed method representes an
interesting way to integrate economic savings and renewable energy sources in
micro-grids.
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Abstract. This paper presents a robot navigation method based on fuzzy  
inference and behavior control. Stroll, Avoiding, Goal-reaching, Escape and 
Correct behavior are defined for robot navigation. The detailed scheme for each 
behavior is described in detail. Furthermore, fuzzy rules are used to switch 
those behaviors for best robot performances in real time. Experiments about 
five navigation tasks in two different environments were conducted on pioneer 
2-DXE mobile robot. Experiment results shows that the proposed method is ro-
bust and efficiency in different environments.  

Keywords: robot navigation, behavior control, fuzzy control. 

1 Introduction 

In the literature, robot navigation methods can be divided into reactive behavior-based 
and potential field based navigation. Devid Lee presented a supervised wall following 
method for navigation [1]. Mataric M et.al defined four behaviors, such as Correct, 
Align, Avoid and Stroll behavior, and the robot selected one or more behaviors based 
on sensors reading [2]. In the literature [3], four behaviors as centering behavior, wall 
following behavior, returning behavior and dealing with perceptual aliasing were 
adopted for safe navigation. Recently, considerable work has been reported concern-
ing the application of artificial neural networks [4-7], fuzzy logic [8-10] and genetic 
algorithm [11-12] for behavior navigation. Some approaches employ the potential 
field or vector force field concepts [13] to determine robot motion. The disadvantage 
of these methods is that they require a lot of calculation and they show bad perfor-
mance in narrow aisle or corridor. The VFH [14] and VFH+ [15] methods are pro-
posed to enhance the performance of robot. The disadvantage of the VFH algorithm is 
that the polar obstacle density information lost some surrounding information, and 
robot may fail to find possible safe exit in obstacle crowded environment. Foudil.A 
presented an evolutionary algorithm for extracting the optimized IF–THEN rule [16]. 
Fuyi Xu et al described a dynamic obstacle avoidance method for preventing getting 
lost [17]. 

This paper presents a robot navigation method based on fuzzy inference and beha-
vior control. The rest of this paper is structured as follows: possible behaviors are 
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definition in section 2. Fuzzy behavior controller is described in section 3. Experi-
mental results and conclusions are presented in Section 4 and 5 respectively. 

2 Navigation Behaviors Definition 

In this paper, five typical different behaviors have been defined for robot navigation 
without collision. The condition and pattern of each behavior is described as follows. 

(1) Avoid. Upon detecting an obstacle at a moderate distance, the robot turns 
avoiding the obstacle and continues its course. 
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Where [ ]T
dd yx , is robot current direction, θ  is the angle to be turned in clockwise 

direction centered with robot, v  is the velocity of robot.  
(2) Goal Reaching. If there is no obstacle in the direction of a destination point, 

the robot goes toward it. The behavior pattern is defined as follows: 
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Where 
maxv  is the maxim velocity, 

goalV  is velocity vector from current location to 

target location, T
gg yx ],[ is target coordinate, T

cc yx ],[ is current robot coordinate. 

 

Fig. 1. Scroll condition Fig. 2. Escape condition 

(3) Stroll. If an obstacle is detected very close in the direction of movement, the 
robot stops and turns in the opposite direction. This situation happens only in extreme 
circumstances, in which the robot is very close to crashing with an obstacle. 

(4) Escape. If the robot is in Dead-Lock or Kidnapped because of crowded ob-
stacles, and no possible ways out can be founded to continue navigation, then Escape 
behavior is activated to guide robot to escape the kidnapped condition.  

(5) Correct. The robot keeps current direction and velocity until new behavior  
elicited. 
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3 Fuzzy Behavior Controller Design 

As shown in Fig.3, sensors are grouped firstly in five directions and fused with map. 
Secondly, the desired path is planned according to the destination location and robot 
map. Consequently, robot selects an optimal behavior from candidate behaviors based 
on fused information, planned reference path, and target location. 

 

Fig. 3. Fuzzy controller for behavior navigation 

3.1 Sensors Reading Grouping and Fusion 

As shown in Fig.4, 8 sonar sensors are grouped with five directions, lower-left, upper-
left, forward, upper-right and lower-right. As for the sensors reading fusion in the 
same group, the minimum value is selected for safety reason. Taking the forward 
direction for example, the fusion value 

FCD  is defined as follows: 

)5_,4_min( SonarDistSonarDistDFC =  (3)

Where 4_ SonarDist  is the 4th sonar reading and 5_ SonarDist  is the 5th sonar reading.  

  

Fig. 4. Sensors reading grouping of mobile robot 
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If sonar range is defined as [0, Rsrange], then final fusion value LD  corresponding 
to sonar reading SD and map information mD  in each direction is defined as: 

if RsrangeDD mS <),min(  then ),min( mSL DDD = ； 

  if RsrangeDD mS =),min(  then ),max( mSL DDD = . 
(4)

3.2 Input Fuzzificaiton 

As shown in Fig.3，The inputs for fuzzy navigation controller are obstacle distance 
in five direction ( L

LL
L
LR

L
UR

L
UL

L
FC DDDDD ,,,, ) and target direction 

TO . The Membership 

functions for fuzzy behavior controller are shown in Fig.5. 

 

Fig. 5. Membership functions for fuzzy behavior controller 
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3.3 Decision Conditions for Navigation Behavior 

According to the definition of navigation behavior, the decision conditions are de-
fined as follows: 

①Stroll Behavior： if 
stroll

L
FC RD ≤  Then  Active(Behavior)=Stroll. 

②Escape Behavior：if DistmiddDDDDDMax L
LL

L
LR

L
UL

L
UR

L
FC _),,,,( <  Then Active 

(Behavior) = Escape. 
③ Correct Behavior： if 

danger
L
LL

L
LR

L
UL

L
UR RDDDDMin >),,,(  and 

safe
L
FC RD ≥  and 

Trobot OO ∈  ,Then  Active（Behavior）= Correct. Where 
robotO  is robot direction, 

TO is the direction of target relevant to robot, and 
Trobot OO ∈  means that two direc-

tions are in the same direction group.  
④ Goal-Reaching Behavior：if 

danger
L
FC RD >  and 

safeT RD ≥θ  or TDistDT _≥θ . 

⑤ Avoiding Behavior：otherwise. 

3.4 Fuzzy Inference Mechanism for Robot Behavior Navigation 

(1) Goal-Reaching 

Table 1. Fuzzy rules for Goal-Reaching 

◎ Any possible effective value    × Remaining Output without change 

Rule DR DC DL TO SA V 
1 >=Small Far >=Small Z Z VFar 
2 >=Small >=small Far LS LS VFar 
3 >=Small >=small Far LB LB VFar 
4 Far >=small >=small RS RS VFar 
5 Far >=small >=small RB RB VFar 

(2) Correct 

Table 2. Fuzzy rules for Correct Behavior 

◎ Any possible effective value  × Remaining Output without change 

Rule DR DC DL TO SA V 
1 >=Small >=Middle >=Small ◎ × × 
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(3) Avoid 

Table 3. Fuzzy rules for Avoid Behaviour (TO The target direction ◎Any possible effective  
value)  

Rule DR DC DL TO SA V 
1 Far Far Danger ≤Z TRS Slow 
2 Far Far Danger >Z TRB Middle 
3 Far Middle Danger ≠RB TRS Slow 
4 Far Middle Danger RB TRB Middle 
5 Far Small Far <Z TLB Slow 
6 Far Small Far Z TLS/TRS Slow 
7 Far Small Far >Z TRB Slow 
8 Far Small Middle <Z TLB Slow 
9 Far Small Middle Z TRS Slow 
10 Far Small Middle >Z TRB Slow 
11 Far Small Small LB TRB Slow 
12 Far Small Danger LB TRB Slow 
13 Middle Far Danger ≠RB TRS Slow 
14 Middle Far Danger RB TRB Middle 
15 Middle Middle Danger ≠RB TRS Slow 
16 Middle Middle Danger RB TRB Slow 
17 Middle Small Far ≠Z TO Slow 
18 Middle Small Far Z TLS Slow 
19 Middle Small Middle ≠Z TO Slow 
20 Middle Small Middle Z TLS/TRS Slow 
21 Middle Small Small ◎ TRB Slow 
22 Middle Small Danger ◎ TRB Slow 
23 Small Far Danger ◎ TRS Slow 
24 Small Middle Danger ◎ TRS Slow 
25 Small Small Far ◎ TLB Slow 
26 Small Small Middle ◎ TLB Slow 
27 Danger Far Far <Z TLB Middle 
28 Danger Far Far ≥Z TLS Slow 
29 Danger Far Middle <Z TLB Middle 
30 Danger Far Middle ≥Z TLS Slow 
31 Danger Far Small ◎ TLS Slow 
32 Danger Middle Far LB TLB Middle 
33 Danger Middle Far ≠LB TLS Slow 
34 Danger Middle Middle <Z TLB Slow 
35 Danger Middle Middle ≥Z TLS Slow 
36 Danger Middle Small ◎ TLS Slow 
37 Danger Small Far ◎ TLB Slow 
38 Danger Small Middle ◎ TLB Slow 
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(4) Escape 
In this paper, robot maybe gets into kidnapped status because of grouping rules.  

If SmallDDDMax LRDC ≤),,(  Then Active Escape Behavior. (5)

As illustrated in Fig.6, robot is blocked by obstacles in the left, right and forward 
direction according to proposed method. However, the robot still has free way to con-
tinue moving like D4. Escape behavior is necessary to distinguish the false kidnapped 
status with the true one to improve navigation efficiency. If false kidnapped status is 
detected, Escape behavior will find free way out; otherwise, Stroll behavior is acti-
vated to escape kidnapped status.    

 

Fig. 6. False kidnapped status with possible free way(0 Free region，1 region with obstacles) 

To assure the speed and reliability, escape behavior introduces a simple and effec-
tive algorithm as follows.  

1) As shown in Fig.6, sonar sensors readings are extracted in 8 directions instead of 
grouping by their original physical distribution. 

2) Obstacle distance in each direction is computed by fusing principles. The result 
is represented as (D1, D2, D3, D4, D5, D6, D7, D8). 

3) The status of each direction is decided by following equation (6). 





≤
>

=
RsmallDif

RsmallDif
Ostatus

i

i
i ,1

,0
)(  (6)

Where status Oi represents the possibility for free way in the ith direction, zero stands 
for free, 1 stands for occupied by obstacles. 

4) Region merging. If regions with consecutive directions have same status, then 
region merging is performed in order to calculate the size of region. As shown in 
Fig.10, D1, D2 and D3 are merged into region 1 with occupied status; D3 remains 
alone as region 2; D5, D6 and D7 are merged into region 3 with occupied status; D3 
remains alone as region 4 with free status. Variable 

iZ  denotes the merged region, 

Num(i) denotes the number of sub-region, status (i) denotes the status of the ith region, 
Angle(i) denotes the angle between region central axis and robot direction.   
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5) Feasible path determination. The rules for feasible path determination are as fol-
lows: ① If status (

iZ ) =0, then the region 
iZ  is a candidate feasible way out. If no 

free region exits, the robot will activate Stroll behavior. ②If two or more candidate 
feasible path exit, the priority of candidate is calculated as follows:  

Prior(Zi)=Num(Zi)+Angle(Target)/Angle(Zi) (7)

Consequently, the maxim priority region will be selected as feasible exit for robot. 

(5) Stroll.  
Two conditions will activate the Stroll behavior. One situation is that robot is too near 
to collision with obstacles, the other situation is that robot is kidnapped and has no 
free way out. The procedure for Stroll consists of two steps: ① stop the robot and 
retreat 1 meter back along the opposite heading direction with the slow velocity; ② 
Recollect the sensor reading and map information and perform fuzzification, then 
control the robot with rules as Tab.4 to avoid the robot getting kidnapped again. 

Table 4. Fuzzy rules for Stroll behavior (TO The target direction, ◎Any possible effective 
value) 

Rule DR DL TO SA V 
1 Far Far ≠Z TO Middle 
2 Far Far Z TLS Middle 
3 Far Middle ≠Z TO Middle 
4 Far Middle Z TRS Middle 
5 Far Small ≤Z TRS middle 
6 Far Small >Z TRB middle 
7 Far Danger ≤Z TRS Slow 
8 Far Danger >Z TRB Slow 
9 Middle Far <Z TO Middle 

10 Middle Far Z TLS Middle 
11 Middle Middle ≠Z TO Slow 
12 Middle Middle Z TLS Slow 
13 Middle Small ≤Z TRS Slow 
14 Middle Small >Z TRB Slow 
15 Middle Danger ◎ TRB Slow 
16 Small Far ≤Z TLB Middle 
17 Small Far >Z TLS Middle 
18 Small Small 

Switch to Escape 
19 Small Danger 
20 Danger Far ◎ TLB Slow 
21 Danger Middle ◎ TLB Slow 
22 Danger Small 

Switch to Escape 
23 Danger Danger 
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As shown in Tab.4, Escape behavior will also be activated in some conditions. 
Those conditions corresponds to the situation that robot is kidnapped in the end of 
long narrow corridor. As a result, robot must conduct Stroll Behavior repeatedly to 
find possible way out. There are three main points in this Stroll behavior: ① robot 
steering angle is nonzero in any situation to avoid the robot getting into former status;
② if destination direction is consistent with heading direction, then the steering angle 
is TLS for robot based on left-direction first rule; ③ the velocity of robot is Slow 
given the consideration of safety in danger conditions.     

4 Experiment Results 

To verify the effectiveness and adaptability of proposed method, experiments with 
pioneer 2-DXE mobile robot were performed in two different environments. For the 
first environment map shown in Fig.7-8, Aisle and Exit were selected as targets. For 
the second environment map shown in Fig.9, Corner A was selected as target. 

 
a）Path Planned by A* Algo-
rithm   

b）tracking results of proposed 
method given the reference path

c) autonomous navigation 
path of proposed method without 
reference

Fig. 7. The navigation performance test for Aisle in the 1st environment  

  
a）Path Planned by A* Algorithm b）tracking results of proposed 

method given the reference path
c) autonomous navigation path of 
proposed method without reference 

Fig. 8. The navigation performance test for Exit in the 1st environment 
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a）Path Planned by A* Algo-
rithm 

b） tracking results of pro-
posed method given the refer-
ence  path

c) autonomous navigation path 
of proposed method without 
reference 

Fig. 9. The navigation performance test for Corner-A in the 2nd environment 

In those Figures, blue trajectory in Fig.7-9(a) is the planned path based on A* algo-
rithm; red trajectory in Fig. 7-9(b) is the tracking results of proposed method given 
the path trajectory in Fig. 7-9(a) and occupancy map; red trajectory in Fig. 7-9(c) is 
the autonomous navigation path of proposed method given only destination location 
information. Compared Fig.7-9(a) with Fig.7-9(b), experiment results shows that the 
proposed method can track the reference path with high accuracy. As for the auto-
nomous navigation performance, experiment results shown in Fig. 7-9(c) shows that 
the autonomous navigation path is quite close to the optimal A* path. In the second 
environment with closed region, robot was kidnapped because of unknown environ-
ment. Consequently, stroll behavior was activated repeatedly to escape the kidnapped 
situation. Finally, the robot reached the desired destination. Experiment results shows 
that the proposed method is robust and efficiency in different environments. 

5 Conclusions 

This paper presents a robot navigation method based on fuzzy inference and behavior 
control. The definition of navigation behaviors, fuzzy rules and realization are de-
scribed in detail. Experiments about five navigation tasks in two different environ-
ments were conducted on pioneer 2-DXE mobile robot. Experiment results shows that 
the proposed method is robust and efficiency in different environments. 
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Abstract. This paper deals with the problem of stabilizing the fuzzy intercon-
nected bilinear systems via the state-feedback controllers with actuator satura-
tion. Firstly, the nonlinear interconnected systems with the additive disturbance
inputs are represented into the bilinear interconnected systems via Taylors series
expansion and then we adopt the T-S fuzzy modeling technique to construct the
fuzzy bilinear models. Secondly, the saturated linear state-feedback controllers
for fuzzy interconnected bilinear systems are presented. An ellipsoid is the con-
tractively invariant set of the fuzzy interconnected bilinear systems. The LMI-
based conditions are proposed such that the fuzzy interconnected bilinear systems
are asymptotically stable with the H∞ performance with the ellipsoid contained
in the region of attraction. Moreover, an assigned polytopic region of the state
space, containing the equilibrium, is enclosed into the region of attraction of the
equilibrium itself. Finally, a numerical example is utilized to demonstrate the va-
lidity and effectiveness of the proposed method.

Keywords: Fuzzy Bilinear System, Robust H∞ Control, Actuator Saturation,
Large-Scale Interconnected Systems.

1 Introduction

Large-scale interconnected systems, such as electrical power systems, computer com-
munication systems, economic systems and process control systems, have attracted
great interests from many researchers in recent years. And the studies have gained
great harvest. Takagi-Sugeno (T-S) fuzzy model has become a popular and effective
approach to control complex systems, and a lot of significant results on stabilization
and H∞ control via linear matrix inequality (LMI) approach have been reported, see
[1]-[2]. Recently, there are some works about stability and stabilization of fuzzy large-
scale systems[3]-[4]. Bilinear systems have been of great interest in recent years. This
interest arises from the fact that many real-world systems can be adequately approxi-
mated by a bilinear model than a linear model [5], [6]. A variety of control designs have
been developed for bilinear systems, such as the bang-bang control, the optimal control
[7] and quadratic state feedback control[8]. Recently, the new controller is used in [9].
However, they restrict the open-loop system to be stable or neutrally stable.

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 376–385, 2012.
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Actuator saturation can severely degrade the closed-loop system performance and
sometimes even make the otherwise stable closed-loop system unstable. The analysis
and synthesis of control systems with actuator saturation nonlinearities have been re-
ceiving increasing attention recently. In [10], [11], actuator saturation is dealt with by
estimating the region of attraction of the T-S fuzzy system in the presence of actuator
saturation.

This paper deals with the problem of stabilizing the fuzzy interconnected bilinear
systems via the state-feedback controllers with actuator saturation. The innovation of
this paper can be summarized as follows: (1) the nonlinear interconnected systems with
the additive disturbance inputs are represented into the bilinear interconnected systems
via Taylors series expansion, then the T-S fuzzy bilinear models is constructed; (2) the
new LMIs-based H∞ performance conditions with the estimating region of attraction
of the fuzzy interconnected bilinear systems are derived; (3) the fuzzy bilinear systems
with actuator saturation are considered for the first time.

2 Systems Description

Consider the interconnected nonlinear system

ẋi =Fi (X (t) , ui (t) , wi (t)) = F
′
i (X (t) , ui (t)) + Eiwi (1)

where xi = [xi1, . . . , xini ]
T , Fi = [Fi1, . . . , Fini ]

T , X = [x1, . . . , xJ ].
Expanding Fi by means of the Taylor series around (X0, ui0, 0) yields

ẋi =Fi (X0, ui0, 0) +
∂Fi
∂xi

∣∣∣∣
(X0,ui0,0)

(xi − xi0) +
J∑

j=1,j �=i

∂Fi
∂xj

∣∣∣∣
(X0,ui0,0)

(xj − xj0)

+
∂Fi
∂ui

∣∣∣∣
(X0,ui0,0)

(ui − ui0) + Eiwi +
1

2

(
∂2Fi
∂xi∂ui

∣∣∣∣
(X0,ui0,0)

(xi − xi0)

(ui − ui0) + ∂2Fi
∂ui∂xi

∣∣∣∣
(X0,ui0,0)

(xi − xi0) (ui − ui0)
)

+
1

2

J∑
j=1

(
∂2Fi
∂xj∂ui

∣∣∣∣
(X0,ui0,0)

(xj − xj0) (ui − ui0)

+
∂2Fi
∂ui∂xj

∣∣∣∣
(X0,ui0,0)

(xj − xj0) (ui − ui0)
)
+ higher order terms (2)

Let xie = xi − xi0, uie = ui − ui0, note that F (X0, ui0, 0) = ẋi0, then the bilinear
model about the equilibrium(X0, ui0, 0) is obtained by neglecting higher order terms
and observing that for the equilibrium point F (X0, ui0, 0) = 0. The bilinear intercon-
nected model has the form

ẋie =Aixie +

J∑
j=1,j �=i

Aijxje +Biuie +Nixieuie +

J∑
j=1,j �=i

Nijxjeuie + Eiwi (3)
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where

Ai =
∂Fi
∂xi

∣∣∣∣
(X0,ui0,0)

, Ni =
∂2Fi
∂xi∂ui

∣∣∣∣
(X0,ui0,0)

, Aij =
∂Fi
∂xj

∣∣∣∣
(X0,ui0,0)

,

Nij =
∂2Fi
∂xj∂ui

∣∣∣∣
(X0,ui0,0)

, Bi =
∂Fi
∂ui

∣∣∣∣
(X0,ui0,0)

.

Suppose (X0, ui0, 0) = (0, 0, 0), then

ẋi =Aixi +

J∑
j=1,j �=i

Aijxj +Biui +Nixiui +

J∑
j=1,j �=i

Nijxjui + Eiwi (4)

Suppose ẋi = fi (X)+gi (X, ui)+Nixiui+
J∑

j=1,j �=i

Nijxjui+Eiwi, we wish to find

constant matricesAi, Aij andBi such that in the neighborhood of the desired operating
point (Xd, uid),

ẋi =Aixi +
J∑

j=1,j �=i

Aijxj +Biui +Nixiui +
J∑

j=1,j �=i

Nijxjui + Eiwi (5)

Let Ai = [ai1, · · · , aini ]
T
, Aij = [aij1, · · · , aijni ]

T
, Bi = [bi1, · · · , bini ]

T
, fi =[

fTi1, · · · , fTini

]T
, gi =

[
gTi1, · · · , gTini

]T
, Xd = [x1d, . . . , xJd]. At the operating point

(Xd, uid), we can write

fil (Xd) + gil (Xd, uid) ∼= aTilxid +
J∑

j=1,j �=i

aTijlxjd + b
T
iluid. (6)

Expanding the left-hand side of (6) about (Xd, uid) by Taylor series and neglecting
second- and high order terms, one can get

fil (Xd) + gil (Xd, uid) +

(
∂fil
∂xi

)T
∣∣∣∣∣
xi=xid

(xi − xid)

+

J∑
j=1,j �=i

(
∂fil
∂xj

)T
∣∣∣∣∣
xi=xid

(xj − xjd) +
(
∂gil
∂xi

)T
∣∣∣∣∣
(xid,uid)

(xi − xid)

+

J∑
j=1,j �=i

(
∂gil
∂xj

)T
∣∣∣∣∣
(xid,uid)

(xj − xjd) +
(
∂gil
∂ui

)T
∣∣∣∣∣
(xid,uid)

(ui − uid)

∼= aTilxi +
J∑

j=1,j �=i

aTijlxj + b
T
ilui.
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The objective is to find aTil , a
T
ijl and bTil such that (X (t) , ui (t)) is close to (Xd, uid) in

the neighborhood of (Xd, uid). Now, let us consider the following performance index

Ji =
1

2

(∥∥∥∥∥ ∂fil∂xi
∣∣∣∣
xi=xid

+
∂gil
∂xi

∣∣∣∣
(xid,uid)

− ail
∥∥∥∥∥
2

2

+

∥∥∥∥∥∂fil∂xj xi=xid

+
∂gil
∂xj

∣∣∣∣
(xid,uid)

− aijl
∥∥∥∥∥
2

2

+

∥∥∥∥∥ ∂gil∂ui
∣∣∣∣
(xid,uid)

− bil
∥∥∥∥∥
2

2

)
(7)

Then, we can formulate our objective as a constrained optimization problem

Min Ji

s.t.fil (Xd) + gil (Xd, uid) = a
T
ilxid +

J∑
j=1,j �=i

aTijlxjd + b
T
iluid. (8)

Let the Lagrange equation be

J̄i =
1

2

(∥∥∥∥∥ ∂fil∂xi
∣∣∣∣
xi=xid

+
∂gil
∂xi

∣∣∣∣
(xid,uid)

− ail
∥∥∥∥∥
2

2

+

∥∥∥∥∥ ∂fil∂xj
∣∣∣∣
xi=xid

+
∂gil
∂xj

∣∣∣∣
(xid,uid)

− aijl
∥∥∥∥∥
2

2

+

∥∥∥∥∥ ∂gil∂ui
∣∣∣∣
(xid,uid)

− bil
∥∥∥∥∥
2

2

)

+ λi

(
fil (Xd) + gil (Xd, uid)−

⎛⎝aTilxid + J∑
j=1,j �=i

aTijlxjd + b
T
iluid

⎞⎠)
. (9)

From the first-order conditions for the optimization problem (9), we can obtain

ail = āil + λixid, aijl = āijl + λixjd, āijl =
∂fil
∂xj

∣∣∣∣
xi=xid

+
∂gil
∂xj

∣∣∣∣
(xid,uid)

,

λi =

f̄il −
(
āTilxid + b̄

T
iluid +

J∑
j=1,j �=i

āTijlxjd

)

‖xid‖2 +
J∑

j=1,j �=i

‖xjd‖2 + ‖uid‖2
, āil =

∂fil
∂xi

∣∣∣∣
xi=xid

+
∂gil
∂xi

∣∣∣∣
(xid,uid)

,

bil = b̄il + λiuid, b̄il =
∂gil
∂ui

∣∣∣∣
(xid,uid)

, f̄il = fil (Xd) + gil (Xd, uid) .

Therefore, ail, aijl, bil can be obtained.

3 H∞ Fuzzy Control Design

In order to compensate the modeling error, suppose there is a interconnected system
composed of J subsystems Si, i = 1, · · · , J . Each rule of the subsystem Si is repre-
sented by the T-S fuzzy bilinear model as follows:
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Sli :

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

If ξi1(t) isM l
i1 and · · · and ξigi (t) isM l

igi
,

Then ẋi(t) = (Ail +ΔAil)xi(t) +
J∑

j=1,j �=i

(Aijl +ΔAijl)xj(t) + (Bil

+ΔBil)ui(t) + (Nil +ΔNil)xiui +
J∑

j=1,j �=i

(Nijl +ΔNijl)xjui + Eiwi(t)

zi(t) = Cilxi(t) +Dilwi(t), i = 1, · · · , J, l = 1, · · · , ri
(10)

where xi (t) ∈ R
ni denotes the vector of state, ui (t) ∈ R denotes the vector of control

input, zi (t) ∈ R
pi denotes the vector of output, and wi(t) denotes the vector of the

external disturbance for the subsystem Si. ξi1(t), · · · , ξigi (t) are the premise variables,
M l

igi is the fuzzy set. Ail, Bil, Ei, Cil, Dil, Nil, Nijl denote system matrices, Aijl de-
note the interconnection matrices between ith and jth subsystem of the lth rule, J is the
subsystem number of interconnected systems.ΔAil, ΔAijl , ΔBil, ΔNil, ΔNijl denote
real-valued unknown matrices representing time-varying parameter uncertainties,and
satisfy condition[

ΔAil ΔAijl ΔBil ΔNil ΔNijl

]
=MilF̄il(t)

[
FAil FAijl FBil FNil FNijl

]
where FAil, FAijl, FBil, FNil, FNijl and Mil are known real constant matrices, and
F̄il(t) is an unknown matrix function satisfying F̄T

il (t)F̄il(t) ≤ I .
If we utilize the singleton fuzzifier, product fuzzy inference and central-average de-

fuzzifier, (10) can be inferred as

ẋi(t) =

ri∑
l=1

hli(ξi(t))

(
(Ail +ΔAil)xi(t) +

J∑
j=1,j �=i

(Aijl +ΔAijl)xj(t) + (Bil+

ΔBil)ui(t) + (Nil +ΔNil)xiui +

J∑
j=1,j �=i

(Nijl +ΔNijl)xjui + Eiwi(t)

)

zi(t) =

ri∑
l=1

hli(ξi(t))
(
Cilxi(t) +Dilwi(t)

)
. (11)

Consider the actuator saturation, the fuzzy controller for the T-S fuzzy bilinear inter-
connected system (11) is formulated as follows:

ui (t) =

⎧⎪⎪⎨⎪⎪⎩
−ui0, if ui(t) < −ui0
ri∑

m=1
hmi Kimxi (t) , if − ui0 ≤ ui(t) ≤ ui0

ui0, if ui(t) > ui0

(12)

where ui0 is known positive constant.
According to the Lemma 1 of [11], let Kim, Him ∈ R1×ni be given, for xi ∈ Rni ,

if xi ∈ L
(

ri∑
m=1
hmi Him

)
, then
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ui (t) ∈ conv{
ri∑

m=1

hmi
(
GnKimxi +G

−
nHimxi

)
, n = 1, 2.}

=

2∑
n=1

ri∑
m=1

ηinh
m
i

(
GnKim +G−

nHim

)
xi (13)

where G1 = 1, G2 = 0, G−
n = 1 − Gn, n = 1, 2, 0 ≤ ηin ≤ 1,

2∑
n=1
ηin = 1. The

symmetric polyhedron L

(
ri∑

m=1
hmi Him

)
= {xi ∈ Rn, |

ri∑
m=1
hmi Himxi| ≤ ui0}.

Substituting (13) into (11), we can get the closed-loop system

ẋi(t) =

ri∑
l=1

ri∑
m=1

2∑
n=1

hlih
m
i ηin

((
Ãilmn(xi) +ΔAilmn(xi)

)

xi(t) +
J∑

j=1,j �=i

(
Âijlmn(xj) +ΔÂijlmn(xj)

)
xj(t)

)
+ Eiwi(t). (14)

where Ãilmn(xi) = Ail + (Bil +Nilxi) (GnKim +G−
nHim) , Âijlmn(xj) = Aijl +

Nijlxj (GnKim +G−
nHim) , ΔÃilmn(xi) = ΔAil + (ΔBil +ΔNilxi)

(
GnKim+

G−
nHim

)
, ΔÂijlmn(xj) = ΔAijl +ΔNijlxj (GnKim +G−

nHim) .

Definition 1. The system (14) has theH∞ performance index with the given prescribed
level of disturbance attenuation γi > 0, i = 1, · · · , J , if the following two conditions
are satisfied:

1. When wi = 0, the interconnected nonlinear system is asymptotically stable.

2. For zero initially condition,
J∑

i=1

∫∞
0
zTi (t)Qixi (t)dt≤

J∑
i=1

γ2i
∫∞
0
wT

i (t)wi(t)dt.

Definition 2. (Polytope) Given a linear space V over R and p points A(i) ∈ V, i =
1, · · · , p, a polytope of vertices A(i) is a set in the form Π = {A ∈ V : A =
p∑

i=1

λiA(i),
p∑

i=1

λi = 1, λi ≥ 0, i = 1, · · · , p}.

Lemma 1. For polytopic system ẋ(t) = A(x)x(t), A(x) ∈ conv{A(1), A(2), · · · ,
A(p)} =: Ā, t ∈ [0,+∞), where p is suitable integer number, A(.) is piecewise con-
tinuous, A(i) denotes the ith vertex of the polytope Ā, conv{.} denotes the operation
of taking the convex hull of the argument. The polytopic system is said to be stable if
there exists a positive definite matrix P such that AT (x)P + PA(x) < 0, ∀A(x) ∈ Ā,
which is equivalent to AT

(i)P + PA(i) < 0, i = 1, · · · , p.
Lemma 2. [12] Consider a polytope X̄ = conv{x(1), · · · , x(p)} = {x ∈ Rn|aTk x ≤
1, k = 1, · · · , q}, and the ellipsoid Ω = {x ∈ Rn|xTQx ≤ 1}, Q > 0.

Ω contains X̄ if and only if xT(i)Qx(i) ≤ 1, i.e.,

[
1 xT(i)
∗ Q−1

]
≥ 0, i = 1, · · · , p. There-

fore, we can get the largest polytope X̄ contained in the ellipsoid Ω.
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And, Ω is contained in X̄ if and only if max{aTk x|x ∈ Ω} ≤ 1, k = 1, · · · , q.
The condition is equivalent to aTkQ

−1ak ≤ 1, k = 1, · · · , q. Therefore, we can get the
condition that the smallest polytope X̄ contained the ellipsoid Ω.

(14) can be seen as the polytopic system. Denote the polytope X̄i = conv{x(1)i , · · · ,
x
(pi)
i } = {xi ∈ Rni |aTikxi ≤ 1, k = 1, · · · , qi}, xsi , s = 1, · · · , ri, denotes the
sth vertex of the polytope X̄i, and ellipsoid Ωi(Pi, ci) = {xi ∈ Rn|xTi Pixi ≤ ci}.
The ellipsoid is said to be contractively invariant if the Lyapunov function Vi(xi) =
xTi (t)Pixi (t) > 0, and V̇i(xi) < 0 along the trajectories of (14) ∀xi ∈ Ωi(Pi, ci).

The polytope ρiX̄i = {xi ∈ Rn|aTiki
xi ≤ ρi, ki = 1, · · · , qi} = {xi ∈ Rn|a

T
iki
xi
ρi ≤

1, ki = 1, · · · , qi}.
The ellipsoid Ωi(Pi, ci) is the contractively invariant set of the fuzzy interconnected

bilinear systems (14). The condition that guarantee he fuzzy interconnected bilinear
systems are asymptotically stable with the H∞ performance with Ωi(Pi, ci) contained
in the region of attraction can be formulated as follows:

(a) H∞ condition in definition 1, ∀xi ∈ ρiX̄i, (b) X̄i ⊂ Ωi(Pi, ci) ⊂ ρiX̄i, ρi > 1,

(c) Ωi(Pi, ci) ⊂ L
(

ri∑
m=1

hmi Him

)
, i.e., |

ri∑
m=1

hmi Himxi| ≤ ui0, ∀xi ∈ Ωi(Pi, ci).

Theorem 1. For the given constant γi > 0, εi1 > 0, εi2 > 0, the ellipsoid Ωi(Pi, ci) is
the contractively invariant set of the fuzzy interconnected bilinear systems (14), if there
exist scalars ρi > 1, ci > 0, matricesWim, H̃im and positive-define matrices Qi, P̃i,
satisfy the following LMIs (15), (16), then Ωi(Pi, ci) is the contractively invariant set
of the interconnected nonlinear system with the H∞ performance. Consequently, the
interconnected nonlinear system is asymptotically stable with the H∞ performance γi
with Ωi(Pi, ci) contained in the region of attraction, i, j = 1, · · · , J, j �= i, l,m =
1, · · · , ri.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ11 Δ12 Δ13 Qil Δ15 Δ16 Δ17

∗ Δ22 0 0 0 0 0
∗ ∗ Δ33 0 0 0 0
∗ ∗ ∗ −I 0 0 0
∗ ∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ ∗ −εi1I 0
∗ ∗ ∗ ∗ ∗ ∗ −εi2I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, ∀xi ∈ ρiX̄i (15)

[
1
(
x
(s)
(i)

)T

∗ ciQi

]
≥ 0,

[
1
aTiki

ρi ciQi

∗ ciQi

]
≥ 0,

[
u2i0 H̃im

∗ ciQi

]
≥ 0,

s = 1, · · · , pi, ki = 1, · · · , qi,m = 1, · · · , ri, x(s)i are the priori given points. (16)

where

Δ11 =
1

ρi

(
AilQi +BilGnWim +BilG

−
nHimQi

)
+

1

ρi

(
AilQi +BilGnWim +BilG

−
nHimQi

)T
+Nilx

(pi)
i GnWim,
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+
(
Nilx

(pi)
i GnWim

)T

+Nilx
(pi)
i G−

nHimQi +
(
Nilx

(pi)
i G−

nHimQi

)T

+ (J − 1)P̃i +

(
(J − 1) + εi1 +

εi1
ρ2i

)
MilM

T
i ,

Δ12 =
1

ρi
AijlQi +Nijlx

(pj)
j GnWim +Nijlx

(pj)
j G−

nHimQi,

Δ15 =
(
FAjilQi + FFjilxj

(
GnWjm +G−

nHjmQi

))T
,

Δ16 =
(
FAilQi + FBil

(
GnWim +G−

nHimQi

))T
,

Δ17 =
(
FNilx

(pi)
i

(
GnWim +G−

nHimQi

))T

, Δ13 = Ei +QiC
T
ilDil,

Δ22 =− P̃j , Qil = QiC
T
il , Δ33 = −γ2i I +DT

ilDil.

Proof: we choose the following Lyapunov function for the whole interconnected system
(14):

V (t) =

J∑
i=1

xTi (t)Pixi (t), ∀xi ∈ X̄i (17)

Computing the time derivative of V (Xt), we have

V̇ (t) +

J∑
i=1

zTi zi −
J∑

i=1

r2iw
T
i wi ≤

J∑
i=1

J∑
j=1,j �=i

ri∑
l=1

ri∑
m=1

hlih
m
i

⎡⎣ xixj
wi

⎤⎦T ⎡⎣Δ11 Δ12 Δ13

∗ Δ22 0
∗ ∗ Δ33

⎤⎦⎡⎣ xixj
wi

⎤⎦ < 0, ∀xi ∈ X̄i (18)

where

Δ11 =PiÃilmn(xi) + Ã
T
ilmn(xi)Pi + PiΔÃilmn(xi) +ΔÃ

T
ilmn(xi)Pi + C

T
ilCil

+ (J − 1)P̄i + (J − 1)PiMil(PiMil)
T

+
(
FAjil + FFjilxj

(
GnKjm +G−

nHjm

))T(
FAjil + FFjilxj

(
GnKjm +G−

nHjm

))
.

Δ12 =PiÂijlmn(xj), Δ22 = −P̄j , Δ13 = PiEi + C
T
ilDil, Δ33 = −γ2i I +DT

ilDil.

From (18), we can get ⎡⎣ Δ̂11 Δ̂12 Δ13

∗ Δ22 0
∗ ∗ Δ33

⎤⎦ < 0, ∀xi ∈ ρiX̄i (19)

Denote P−1
i = Qi,Wim = KimQi, P̃i = QiP̄iQi, premultiplying and postmulti-

plying to (19) by positive-define matrix diag[Qi, Qi, I] respectively. By using Schur
complement and Lemma 1, (15) can be equivalently obtained.
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According to Lemma 2, x̄i ⊂ Ωi(Pi, ci) ⊂ ρix̄i if and only if (x(s)(i) )
TPic

−1
i x

(s)
(i) ≤

1, s = 1, · · · , pi, a
T
iki

ρi P
−1
i ci

aiki

ρi ≤ 1, ki = 1, · · · , qi. Ωi(Pi, ci) ⊂ L
(

ri∑
m=1
hmi Him

)
if and only if

(
ri∑

m=1
hmi Him

)T

P−1
i ci

(
ri∑

m=1
hmi Him

)
≤ u2i0. Denote H̃im = HimciQi,

by using Schur complement, (16) can be equivalently obtained.
In order to obtain the least conservative estimate of the region of attraction, the robust

H∞ control problem can be formulated as the following eigenvalue problem (EVP).

max ρi, subject to (15), (16). (20)

4 Illustrative Example

Consider the nonlinear systems as follows:

ẋ11 =− x11 − x12u21 + 2x11u1 − x21 − x22u21 + 2x21u1 + w1

ẋ12 =− x12 + x11u1 − x22 + x21u1(t) + w1

z1 =x11 + w1

ẋ21 =− x21 − x22u22 + 2x21u2 − x11 − x12u22 + 2x11u2 + w2

ẋ22 =− x22 + x21u2 − x12 + x11u2 + w2

z2 =x21 + w2 (21)

It is easy to find that two equilibrium points are [x11d, u
1
1d] =

[
1 1 1

]
, [x12d, u

1
2d] =[

1 1 1
]

and [x21d, u
2
1d] =

[
0 0 0

]
, [x22d, u

2
2d] =

[
0 0 0

]
, then we can get the sys-

tem matrices. The assigned operative region x̄i expressed in terms of variations of the
state variables is x̄i

.
= [−1, 1] × [−10, 10]× [−1, 1]. We assume that the only uncer-

tainty term is ΔAil, i, l = 1, 2, and other parameters areMil = diag
[

0.1 0
]
, FAil =

diag
[

1 1
]
, F̄il(t) = diag

[
sin(t) sin(t)

]
, ui0 = 1, Ei = 1.

Solving EVP (20), then K11 =
[

1.025 −1.368
]
,K12 =

[
1.035 −1.348

]
.K21 =[

2.360 −2.005
]
,K12 =

[
2.411 −1.988

]
. For the initial condition x1(0) = [1 −

1]T , x2(0) = [1 − 1]T , and w1 (t) = 0.5 sin(2πt)e−0.5t, w2 (t) = 2 cos(2πt)e−0.5t,
choosing the Gauss membership functions, the trajectories are shown in figure 1.
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Fig. 1. The output of the system
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5 Conclusion

This paper deals with the problem of stabilizing the fuzzy interconnected bilinear sys-
tems via the state-feedback controllers with actuator saturation. The saturated linear
state-feedback controllers for fuzzy interconnected bilinear systems are presented. An
ellipsoid is the contractively invariant set of the fuzzy interconnected bilinear systems.
The LMI-based conditions are proposed such that the fuzzy interconnected bilinear sys-
tems are asymptotically stable with the H∞ performance with the ellipsoid contained
in the region of attraction. Moreover, an assigned polytopic region of the state space,
containing the equilibrium, contained in the region of attraction of the equilibrium itself.
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Abstract. In practical applications, the performance of the linearly constrained 
constant modulus algorithm (CMA) is known to degrade severely in the 
presence of even slight signal steering vector mismatches. To account for the 
mismatches, a novel robust CMA algorithm based on double constraints is 
proposed via the oblique projection of signal steering vector and the norm 
constraint of weight vector. To improve robustness, the weight vector is 
optimized to involve minimization of a constant modulus algorithm objective 
function by the Lagrange multipliers method, in which the parameters can be 
precisely derived at each iterative step. The proposed robust constrained CMA 
has a faster convergence rate, provides better robustness against the signal 
steering vector mismatches and yields improved array output performance as 
compared with the conventional constrained CMA. The numerical experiments 
have been carried out to demonstrate the superiority of the proposed algorithm 
on beampattern control and output SINR enhancement. 
 
Keywords: robust adaptive beamforming, linearly constrained CMA, signal 
steering vector mismatches, quadratic constraint. 

1 Introduction 

Adaptive beamforming finds numerous applications in areas such as radar, sonar, and 
wireless communication systems [1]-[5]. The conventional approaches to the design 
of adaptive beamforming techniques assume exact knowledge of the steering vector 
associated with the signal of interest (SOI). However, the performance of 
conventional adaptive beamforming techniques is known to degrade in the presence 
of array signal model errors which arise due to imprecisely known wavefield 
propagation conditions, imperfectly calibrated arrays, array perturbations, and 
direction pointing errors. The same happens when the number of snapshots is 
relatively small. In fact, there is a close relationship between the cases of steering 
vector errors and small-sample errors in some situations. Recently, robust adaptive 
beamforming has emerged as an efficient tool that provides solution to this mismatch 
problem. 
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There are several efficient approaches are known to provide an improved 
robustness against some types of mismatches. One of the classic techniques is the 
linearly constrained minimum variance (LCMV) beamformer [6], which provides 
robustness against uncertainty in the signal look direction. To account for the signal 
steering vector mismatches, additional linear constraints (point and derivative 
constraints) can be imposed to improve the robustness of adaptive beamforming [7]-
[8]. But, the beamformers lose degrees of freedom for interference suppression. 
Diagonal loading [9]-[10] has been a popular approach to improve the robustness 
against mismatch errors, random perturbations, and small sample support. The main 
drawback of the diagonal loading techniques is the difficulty to derive a closed-form 
expression for the diagonal loading term which relates the amount of diagonal loading 
with the upper bound of the mismatch uncertainty or the required level of robustness. 
The uncertainty constraint is imposed directly on the steering vector. The robust 
Capon beamforming proposed in [11]-[12] precisely computes the diagonal loading 
level based on ellipsoidal uncertainty set of array steering vector. Interestingly, the 
methods turn out to be equivalent and to belong to the extended class of diagonal 
loading approaches, but the corresponding amount of diagonal loading can be 
calculated precisely based on the ellipsoidal uncertainty set. An eigendecomposition 
batch algorithm is used to compute the diagonal loading level which would also hit 
the wall of computational complexity. The approach proposed in [13]-[14] 
reformulates robust adaptive beamforming as a convex second order cone 
programming (SOCP). Unfortunately, the computational burden of the SOCP 
approach seems to be cumbersome which limits the practical implementation of this 
technique. The SOCP-based method does not provide any closed-form solution, and 
does not have simple on-line implementation.  

The constrained CMA is an effective solution to the problem of interference 
capture in CMA. But in practical applications, the knowledge of the SOI steering 
vector can be imprecise, which is often the case due to differences between the 
assumed signal arrival angle and the true arrival angle or between the assumed array 
response and the true array response. Whenever this happens, the linearly constrained 
CMA may suppress the SOI as an interference, which results in significantly 
underestimated SOI power and drastically reduced array output SINR. Then, the 
performance of the constrained CMA may become worse than that of the standard 
beamformers. In this paper, to account for the mismatches, we propose a novel robust 
constrained CMA for implementing double constraints via the oblique projection of 
the signal steering vector. The norm constraint on the weight vector can improve 
robustness to the signal steering vector mismatches. These results have shown that the 
proposed algorithm provides a significantly improved robustness against the signal 
steering vector mismatches, suffers the least distortion from the directions near the 
desired steering angle, yields better signal capture performance and improves the 
mean output array SINR compared with the conventional constrained CMA. 
Simulation results validate substantial performance improvement of our proposed 
robust constrained CMA relative to the original CMA. 



388 X. Song et al. 

2 Problem Formulation 

2.1 Mathematical Model 

We assume that there are M  sensors and D  unknown sources impinging from 
directions 0 1 1{ , ,..., }Dθ θ θ − . The sensors receive the linear combination of the source 
signals in the presence of additive white Gaussian noise (AWGN). Therefore, the 
received signal vector ( )kx  is given by  

0 0( ) ( ) ( ) ( ) ( )

( ) ( )

k s k k k

k k

θ= + +
         = +   
x a i

AS n

n
     (1)

where 0( )θa  is the desired signal steering vector, ( )kS  is the vector of D  

transmitted signal, 0 1 1[ ( ), ( ),..., ( )]Dθ θ θ −=A a a a is the array manifold, ( )ki  is the 

interference components, and ( )kn  is the noise components with zero mean.  We 

write the estimated source signal as  

H( ) ( )y k k=   w x      (2)

 

where T
1[ ,..., ]Mw w=w  is the weight vector. The signal to interference plus noise 

ratio (SINR) has the following form 
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where 2
sσ  is the signal power, and i n+R  is the M M×  interference-plus-noise 

covariance matrix 

HE{( ( ) ( ))( ( ) ( )) }i n k k k k+ = + +   R i n i n  (4)

where E[ ]⋅  denotes statistical expectation.   

In the array signal processing, the objective of the beamforming is to enhance the 
desired signal, and suppress the noise and interference signals, which enhances the 
array output SINR by regulating the weight vector. 

2.2 Conventional Constrained CMA 

The CMA based on steepest descent method is a suitable algorithm for mobile 
communications because it has the great advantage of requiring no prior knowledge 
about the transmitted signal.  

The cost function of the CMA is of the form 

{ }( ) | ( ) |
qp p

kJ k E y k δ = −          (5)
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where kδ  is the amplitude of the value of the modulus of desired signal, and p  and 

q  are 1 or 2, which are correspond to different CMA. When 2p q= = , it is the 

commonly known CMA. Using a stochastic gradient of the cost function ( )J k  with 

respect to the weight vector ( )kw , the weight vector is updated by  

( 1) ( ) 2 ( ) ( 1)k k k kμς+ = − +w w x   (6)

where 

2 2
0( ) ( ( ) ) ( )k y k y y kς = −  (7)

It is well known that CMA may converge, depending on its initialization, to any of the 
transmitted signals, and usually to those that have stronger power. Recently, to 
overcome this problem, many types of the CMA adaptive array have been studied 
such as multistage CM array adaptive algorithm that has a high complexity cost. 
Another algorithm is to integrate the linearly constrained condition and CM 
algorithm, which has the rapid convergence rate and low complexity cost to improve 
the system performance [15]-[16]. 

A straightforward extension of the single signal CMA cost function would be the 
following form 

2 2 2 H

( )
min E[( ( 1) ( ) ) ] subject to ( ) 1

k
y k y k k− −     =

w
w a  (8)

Optimization technique used to find ( )kw  use Lagrange multiplier method, thus, the 
expression for ( )kw becomes 

H 1( 1) [ ( ) ( ( ))] [ ]k k kμ −+ = − +w B w g w a a a  (9)

where H 1 H[ ]−= −B I a a a a  is a projection operator and ( ( ))kg w  is an unbiased 

estimate of the gradient of the cost function. 
Note that the constrained CMA requires DOA of the desired signal. But in practical 

applications, the linearly constrained CMA is very sensitive to the signal steering 
vector mismatches, which causes the serious desired signal cancellation problem 
because some of underlying assumptions on the environment, sources, or sensor array 
can be violated and this may cause mismatches between the presumed and actual 
signal steering vectors. 

3 Robust Constrained CMA Based on Double Constraints 

To account for mismatches between the assumed array response and the true array 
response, we develop a novel robust constrained CMA by the Lagrange multiplier 
methodo and implementing the double constraints, which is robust to uncertainty in 
source DOA.  

 
 



390 X. Song et al. 

Note that the optimization problem (8) can be rewritten in the following form 

2 2 2

( )

H H 2

min E[( ( 1) ( ) ) ]     

subject to  ( ) 1, ( ) ( )

k
y k y k

k k k ξ

− −

  = ≤
w

w a w w  
  (10)

where a  is the oblique projection steering vector[17] 

( ) ( )0a i iθ θ= Aa E a  (11)

where H
( ) A A( )( ( ) ( )) ( )

i i i i i iθ θ θ θ θ+ +=a AE a a R a a R , H
A [ ]+ +=R ASA  is the pseudo-inverse 

matrix , and 1 1[ ( ),..., ( )]i Dθ θ −=A a a . 

The optimal weight vector can be found using Lagrange multiplier method by 
means of minimization of the function 

2 2 2 H
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where λ , η  are Lagrange multipliers. Taking the gradient of ( , , )H λ ηw , we obtain 

that  

( , , ) ( ) ( ) ( )L e k k kλ η λ η∗= − + +w x a w  (13)

( , , )L λ ηw is equal to zero and we can get the optimal weight vector 

opt

1
( ( ) ( ) )e k k λ

η
∗= −w x a  (14)

where 

2 2
( ) ( ( 1) ( ) ) ( )e k y k y k y k= − −  (15)

Using (13), the weight vector is updated as follows 

( 1) ( ) ( , , )

( ) ( ( ) ( ) ( ))

k k L

k e k k k

μ λ η
μ λ η∗

+ = −
               = + − −
w w w

w x a w
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Substituting (16) into the linear constraint in (10), we have 

H[ ( ) ( ( ) ( ) ( ))] 1k e k k kμ λ η∗+ − − =a w x a w  (17)
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From (17), we can obtain 

H 1 H H H1
[ ] [ ( ) ( ) ( ) ( ) 1]k e k k kλ μ μη

μ
− ∗= + − −a a a w a x a w  (18)

Using λ  obtained in (16), we can rewrite the weight vector as 

H
( 1) ( ) ( ) ( ) ( )k k k e k kμη μ ∗+ = − + + a

w Pw Pw Px
a a

  (19)

where P  is a projection operator 
H

H
= − aa

P I
a a

  (20)

Inserting (19) into the norm constraint in (10), we can get 
H 2( ( ) ( )) ( ( ) ( ))k k k kμη μη ξ− − =K Pw K Pw  (21)

where 

H
( ) ( ) ( ) ( )k k e k kμ ∗= + + a

K Pw Px
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Solve (21) to obtain the Lagrange multiplier 

H

H H
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4 Simulation Results 

In this section, we present some simulations to justify the performance of the robust 
constrained CMA. We assume a uniform linear array with 10M =  omnidirectional 
sensors spaced half a wavelength apart. For each scenario, 100 simulation runs are 
used to obtain each simulated point. In all examples, two interfering sources are 
assumed to impinge on the array from the directions of arrival (DOAs) 50−   and 
50 , respectively. We assume that both the presumed and actual signal spatial 
signatures are plane waves impinging from the DOAs 5  and 8 , respectively. This 
corresponds to a 3θΔ =   mismatch in the signal look direction. 

Example 1: Comparison of the array beampatterns 

In the example, a scenario with the signal look direction mismatch is considered. Fig. 1 
displays the beampatterns of the methods for the SNR 10dB=  for the no-mismatch  
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Fig. 1. Comparison of beampattern (no mismatch) 

case. The vertical line in the figure denotes the direction of arrival of the desired 
signal. Fig. 2 displays the beampatterns of the methods for a 3θΔ =   mismatch. The 
vertical line in the figure denotes the direction of arrival of the actual signal. From the 
example, we note that the conventional constrained CMA treats the desired signal as a 
main beam interferer and is trying to place a null on it. The proposed algorithm has 
high resolution, provides robustness against the mismatches, and outperforms the 
linearly constrained CMA in the array gain performance. 

 
Fig. 2. Comparison of beampattern (a 3 mismatch) 
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Fig. 3. Output SINR versus N (no mismatch) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Output SINR versus N (a 3 mismatch) 

Example 2: Comparison of output SINR versus N  
Fig. 3 displays the performance of methods versus the number of snapshots for 
SNR 10dB= for no-mismatch case. The performance of methods versus the number 

of snapshots for a 3θΔ =  mismatch case is shown in Fig. 4. In this example, the 
performance of constrained CMA algorithm degrades significantly. Obviously, the 
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result in Fig.4 shows that the proposed method offers about 12dB  improvement as 
compared as the linearly constrained CMA algorithm, and makes output SINR close 
to the optimal SINR due to efficient handling oblique projection constraint. As a 
result, the proposed algorithm provides excellent robustness against signal steering 
vector mismatches. Note that the proposed algorithm enjoys a significantly improved 
performance as compared with the linearly constrained CMA. 

5 Conclusion 

We propose robust constrained CMA under double constraints, which improves 
sufficient robustness to signal steering vector mismatches. It is found the proposed 
algorithm can reduce successfully the output power of internal noise, while cancelling 
the interference enough. Therefore, it provides the higher SINR than the constrained 
CMA. Moreover, the proposed algorithm is an effective solution to the problem of 
interference capture in CMA. As a result, the proposed robust constrained CMA is 
shown to consistently enjoy an improved performance as compared with the 
conventional constrained CMA. 
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Abstract. The grinding process is a typical complex nonlinear multivariable 
process with strongly coupling and large time delays. Based on the data-driven 
modeling theory, the integrated modeling and intelligent control method of 
grinding process is carried out in the paper, which includes the soft-sensor 
model of the key technology indicators (grinding granularity and mill discharge 
rate) based on wavelet neural network optimized by the improved shuffled frog 
leaping algorithm (ISFLA), the optimized set-point model utilizing case-based 
reasoning and the self-tuning PID decoupling controller. Simulation results and 
industrial application experiments clearly show the feasibility and effectiveness 
of control methods and satisfy the real-time control requirements of the grind-
ing process. 

Keywords: Grinding Process, Intelligent Control, Case-based Reasoning, Soft 
Sensor, Wavelet Neural Network, Shuffled Frog Leaping Algorithm, PID  
Controller. 

1 Introduction 

Grinding process has complex production technique and many influencing factors, 
such as the characteristics of the ore fed into the circuit (ore hardness, particle size 
distribution, mineral composition or flow velocity) , the flow velocity of water fed 
into the loops and the changes of the cyclone feed ore. Grinding process is a serious 
non-linear, strong coupling and large time delay industrial production process. The 
traditional control method is difficult to obtain the optimal control results. Scholars at 
home and abroad have carried out many advanced control strategies for the grinding 
process, such as fuzzy control [1-3], neural network control [4], soft sensor modeling 
[5-8] and other advanced control technology. Reference [3] proposed a multivariable 
fuzzy supervisory control method composed by the fuzzy supervisor, loop precedent 
set-point model and the particle size soft-sensor model. Reference [4] studied the 
grinding process with non-linear, multivariable, time varying parameters, boundary 
conditions and fluctuations complex features and proposed an integrated intelligent 
model for dynamic simulating the grinding and classification process. 
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Because of the limitations of the industrial field conditions and a lack of mature de-
tectors, the internal parameters (particle size and grinding mills discharging rate) of 
the grinding process is difficult to obtain real-time for achieving directly the quality 
closed-loop control. The soft-sensing technology can effectively solve the predictive 
problem of the online measurement of the quality indices. Therefore, the soft-sensor 
model according to the auxiliary variables can be set up in order to achieve the par-
ticle size and grinding mills discharging rate for the real-time forecasting and moni-
toring, which has great significance on improving the grinding process stability and 
energy conservation. Domestic scholars have proposed many soft-sensor models, such 
as neural network model [5-7], the case-based reasoning technology [8]. Combining 
the actual working conditions of the grinding classification process of, reference [5] 
proposed a RBFNN-based particle size soft-sensor model. Reference [6] introduced a 
grinding size neural network soft-sensor model and adopts the real-coded genetic 
algorithm for training multi-layer neural network. Reference [7] put forward a mul-
tiple neural network soft sensor model of the grinding roughness on the basis that 
multiple models can improve the overall prediction accuracy and robustness. Refer-
ence [8] adopted the case-based reasoning (CBR) technology for predicting the key 
process indices of the grinding process. These algorithms do not effectively settle off 
the on-line correction of the soft-sensor model. 

Aiming at the grinding industrial process, the integrated automation control system 
is proposed, which includes the economic and technical indices soft sensor model, the 
set-point optimized model based on the case-based reasoning method and the self-
tuning PID decoupling controller. Simulation and experimental results show the fea-
sibility and effectiveness of the proposed control method for meeting the real-time 
control requirements of the grinding production process. The paper is organized as 
follows. In section 2, intelligent control strategy of grinding process is introduced. An 
adaptive soft-sensor modeling of grinding process based on SFLA-WNN is presented 
in section 3. In section 4, the optimized set-point model utilizing case-based reasoning 
is summarized. In section 5, the self-tuning PID decoupling controller of grinding 
process is introduced in details. Finally, the conclusion illustrates the last part. 

2 Intelligent Control Strategy of Grinding Process 

2.1 Technique Flowchart of Grinding Process  

Grinding process is the sequel of the ore crushing process, whose purpose is to pro-
duce useful components of the ore to reach all or most of the monomer separation, 
while avoiding excessive wear phenomenon and achieving the particle size require-
ments for sorting operations. A typical grinding and classification process is shown in 
Figure 1.  

Grinding process is a complex controlled object. There are many factors to influ-
ence this process, such as the milling discharge ratio 1Y , milling granularity 2Y , the 

milling ore feed velocity 1U  and the pump  water feed velocity 2U , water amount  
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Fig. 1. Technique flowchart of grinding process 

of ore feed A , new ore feed B , sub-overflow concentration C , milling current D , 
classifier current E .  1V  and 2V  represents the sand return and water re-supply. 

2.2 Intelligent Control Strategy of Grinding Process 

The block diagram of the data-driven integrated modeling and intelligent control 
strategy of the grinding process is shown in Figure 2. 

 

Fig. 2. System configuration of the integrated modeling and intelligent control methods of 
grinding process 
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The integrated modeling and intelligent control system of grinding process includes 
the adaptive wavelet neural network soft-sensor model of economic and technique 
indexes, the optimized set-point model utilizing case-based reasoning technology and 
the self-tuning PID decoupling controller based on the ISFLA. Firstly, the milling 
granularity and the discharge ratio predicted by the soft-sensor model are named as 
the input parameters of the set-point model. Then, through the case-based reasoning, 
the milling ore feed ratio and the water feed velocity of the pump pool are optimized. 
Finally, the self-tuning PID decoupling controller is adopted to achieve the optimized 
control on the milling discharge ratio and milling granularity ultimately. 

3 Soft-Sensor Modeling of Grinding Process 

3.1 Structure of Soft-Sensor Model 

The structure of the proposed wavelet neural network soft-sensor model optimized by 
the improved SFLA is shown in Figure 3.  

 

Fig. 3. Soft-sensor model structure of grinding process 

Seen from the Figure 3, A  is the water amount of ore feed, B  is the new ore 
feed, C  is the concentration of sub-overflow, D  is the milling current and E  is the 
grading machine power. For the key process indicators of grinding process (feedback 
grinding granularity and the discharge rate), the two multi-input single-output wavelet 
neural network soft-sensor model is set up.  

(1) Input variables are A , B , C , D , E and the previous moment of grinding granu-
larity. Grinding granularity is output for the feedback.  

(2) Input variables are A , B , C , D , E and the previous moment milling discharge 
ratio. The discharge ratio is output for the feedback. The differences between the pre-
dictive values and the actual values are used to optimize the parameters of wavelet 
neural network through the improved shuffled frog leaping algorithm. 
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3.2 Simulation Results 

Aiming at the grinding and classification process, the grinding granularity and grind-
ing discharge ratio soft-sensor model is set up based on the wavelet neural network. 
Firstly, the input-output datum is used to train and test the ISFLA-based WNN soft-
sensor model. The precedent 260 group data comes from the same working condition. 
The later 40 group data comes from another dynamic working condition due to the 
variation of the ore feed grade in order to verify the adaptive performance of the oft-
sensor model. The first 200 group data was used to train the wavelet neural network 
by the ISFLA and gradient descent method. The later 100 group data was adopted to 
carry out the soft-sensor model validation. The predictive results of the validation data 
by the proposed soft-sensor model is illustrated in the Figure 4-5. 

 

Fig. 4. Predictive output of grinding granularity 

 

Fig. 5. Predictive output of mill discharge rate 

Seen from Figure 4-5, the WNN adaptive soft-sensor model optimized by the im-
proved shuffled frog-leaping algorithm (ISFLA) of the grinding process for predicting 
the key technique indicators (grinding granularity and milling discharging ratio) has 
the higher prediction accuracy and generalization ability than the standard wavelet 
neural network soft-sensor model. The proposed ISFLA can effectively adjust the 
structure parameters of the WNN soft-sensor model. On the other hand, when the 
working condition of the grinding process changes, the soft-sensor model can be cor-
rected adaptively based on the model migration strategy, which results in the more 
accurate predictions. 
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4 Set-Point Optimization of Grinding Process Based on Case 
Reasoning 

4.1 Basic Flowchart of Case-based Reasoning 

The general procedure of the case-based reasoning process includes: retrieve - reuse - 
revise – retain. In the CBR process, the case retrieval is the core of CBR technology, 
which directly determines the speed and accuracy of decision-making. The basic pro-
cedure of the case-based reasoning technology [9] is shown in Figure 6. 

 

Fig. 6. Basic flowchart of case-based reasoning 

The case-based reasoning process is mainly divided into four basic steps: (1) Case 
Retrieval: By a series of searching and similarity calculation, the most similar case 
with the current problem is found in the case database. (2) Case reuse: Compare the 
differences between the source case and the target case. The solution case recognized 
by the user will be submitted to the user and the effect of its application will be ob-
served. (3) Case Revision: The solution strategy of the retrieval case is adjusted by 
combining the effect of case reuse and the current issue in order to fitting the current 
problem. (4) Case storage: The current issue is resolved and stored in the case data-
base for the future use. 

4.2 Set-Point Optimization Strategy of Grinding Process  

Grinding process is a complex nonlinear industrial controlled object. Combining the 
real problems that exists in grinding process control with the theory of case-based 
reasoning, the basic procedure of the set-point optimization strategy is shown in Fig-
ure 7. By carrying out a comprehensive analysis and case-based reasoning for the 
complex process, the intelligent set-point of the grinding feed ratio and pump water 
supply ratio are obtained in an optimized manner.  
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Fig. 7. Diagram of the grinding intelligent set-point controller based on case-based reasoning 

The basic procedure is described as follows. Firstly, the working conditions, the 
process indicators and the process datum are dealt with for the case reasoning. Then 
the case retrieval and case matching is carried out for obtaining the matched case. If 
not obtaining the matched case, the new case will appear and be studied and stored 
into the database. Thirdly, the matched case will be reused and corrected. Finally 
maintain the case database, output the results and store the datum. 

5 PID Decoupling Controller Based on ISFLA 

The paper mainly studies the relationship between the input variables (grinding ore 
feed ratio and pump water feed velocity) and output variables (grinding granularity 
and grinding discharge ratio). Through experiments the dynamic process model of the 
grinding circuit includes the ball milling mechanistic model based on material bal-
ance, the empirical model of hydro cyclones, the pump pool hybrid model based on 
the mechanistic model and empirical model. Through the step response of the grind-
ing process, the system transfer function model is described in Formula (1).                

1.52

1 1

2.26
2 2

0.425 0.1052(47.1 1)

11.7 1 11.5 1

2.977 1.063

5.5 1 2.5 1

s

s

e s
y us s
y ue

s s

−

−

 − +
    + + =   
    
 + + 

 (1)

The mathematical model of the grinding process described in Formula (1) is de-
coupled by the diagonal matrix decoupling method. Two control variables are the 
grinding ore feed ratio 1U  and pump water feed velocity 2U . Two controlled va-

riables are the overflow mass fraction 1Y  and the grinding discharge ratio 2Y . The 
structure of the parameters self-tuning multivariable PID decoupling controller opti-
mized by the ISFLA is shown in Figure 8, which is composed of PID controller and  
 



Data-Driven Integrated Modeling and Intelligent Control Methods of Grinding Process 403 

 

Fig. 8. Self-tuning PID Decoupling controller 

decoupling compensator based on diagonal decoupling method. The parameters of the 
PID controller are optimized by the improved shuffled frog leaping algorithm. 

Under the premise that the other process variables remain unchanged, the grinding 
ore feed ratio and pump water feed velocity before and after optimization have differ-
ent influence on the performance indexes of the grinding process. Because the  
ultimate impact factors on the economic efficiency of grinding process are the con-
centrate grade and tailings grade. So the industrial application experiments are carried 
out under the proposed data-driven integrated modeling and intelligent control me-
thod in the grinding process. The technique indexes controlled scopes are described as 
follows. Concentrate grade J and tailings grade W are 66% 71.5%J≤ ≤  and 

28%W ≤ , respectively. The target is to increase the concentrate grade and reduce the 
tailing grade as much as possible. As the concentrate grade and tailings grade can 
directly determine the effect of optimized controller, the experiments results are 
shown in Figure 9-10, which includes 200 groups datum (concentrate grades and tail-
ings grades before and after optimization controller). 

 

Fig. 9. Concentrate grade before intelligent optimization 
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Fig. 10. Concentrate grade after intelligent optimization 

Seen from Figure 9-10, the performances under the intelligent optimized controller 
are better than those under the conventional controller, such as the lower fluctuate of 
the concentrate grade, the higher concentrate grade, which indicates that the proposed 
data-driven integrated modeling and intelligent control strategy is help to increase the 
product quality, which indicates that the proposed data-driven integrated modeling 
and intelligent control strategy is help to increase the resources utilization rate. 

6 Conclusions 

For the grinding process, a complex industrial controlled object, an integrated auto-
mation and control system is researched in details, which includes the economic and 
technical indicators soft-sensor model, the set-point optimized model based the case-
based reasoning methods and the self-tuning PID decoupling controller. Simulation 
and industrial experimental results show that the proposed data-driven integrated 
modeling and intelligent control methods have better feasibility and effectiveness to 
meet the real-time control requirements of the grinding production process.  
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Abstract. In this paper, we present a new scheme to design direct adaptive neural 
network controller for uncertain nonlinear systems in the presence of input sa-
turation. By incorporating dynamic surface control (DSC) technique into a neural 
network based adaptive control design framework, the control design is 
achieved. With this technique, the problem of “explosion of complexity” inhe-
rent in the conventional backstepping method is avoided, and the controller 
singularity problem is removed, and the effect of input saturation constrains is 
considered. In addition, it is proved that all the signals in the closed-loop system 
are semiglobal uniformly ultimately bounded. Finally, simulation studies are 
given to demonstrate the effectiveness of the proposed scheme. 

Keywords: Adaptive control, dynamic surface control, input saturation. 

1 Introduction 

In the past decades, there has been a rapid development of research efforts aimed to the 
adaptive control of nonlinear systems. As a breakthrough in the nonlinear control area, 
backstepping approach which is a Lyapunov-based recursive design procedure, has been 
extended to many control designs for many classes of systems in [1], and the references 
therein. However, due to the repeated differentiations of virtual controllers, referred to the 
problem of “explosion of complexity”, it inevitably leads to a complicated algorithm with 
heavy computation burden in the backstepping technique. To eliminate this problem, a 
dynamic surface control technique was proposed in [2] by introducing a first-order 
low-pass filter of the synthetic input at each step of the conventional backstepping design 
procedure for a class of parametric strict-feedback SISO systems. Then, a neural network 
based adaptive DSC control design framework was developed in [3] for a class of 
strict-feedback form with arbitrary uncertainty. As we know, neural networks have been 
found to be particularly useful for control of uncertain nonlinear systems due to their 
universal approximation properties. Many adaptive neural control methodologies with 
backstepping have been proposed, see [4], [5] and the references therein for examples.   

                                                           
* This work was supported in part by the National Natural Science Foundation of China 
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In addition, actuator saturation is one of the most important non-smooth nonlinear-
ities which usually appear in the applications. The limitations on the amplitudes of 
control inputs can cause serious deterioration of control performances and even destroy 
the stability of the control systems. More recently, the analysis and design of control 
systems with input saturation nonlinearities have been studied in [6]-[8], and the ref-
erences therein. A novel control design was proposed for ship course autopilot in [8], 
and the auxiliary design system was introduced to ease the effect of input saturation 
constraints. However, this method was based on a known mathematical model of a ship. 
Then, it will fail with the consideration of uncertainties in the system. 

Based on the above observations, a novel direct adaptive neural network controller is 
proposed for uncertain nonlinear systems with input saturation. The main advantages of 
the proposed scheme: 1) the controller singularity problem is avoided completely, and 
2) the problem of “explosion of complexity” inherent in the conventional backstepping 
method is avoided, and 3) the effect of input saturation constrains is considered by an 
approximation of the saturation function in this design. 

2 Problem Formulation and Preliminaries  

2.1 Problem Formulation 

We consider a class of uncertain nonlinear system described as follows: 

1

1

= ( ) ( ) ,     1, , 1

= ( ) ( ) ( ( ))   2

=

i i i i i i

n n n n n

x f x g x x i n

x f x g x u v t n

y x

++ = −
+ ≥

 
 ，                      (1) 

where 1[ , , ]i ix x x Τ=  , 1[ , , ] n
nx x x RΤ= ∈ is the system state vector. ( )i if x  and 

( )i ig x  ( 1, ,i n=  ) are unknown nonlinear functions. v , y R∈  is the controller 

input to be designed and the output of the system, respectively, and ( ( ))u v t denotes the 

plant input subject to saturation type nonlinearly described by [9] 

( ( )) , ( )
( ( )) ( ( ))

( ), ( )

M M
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v t v t u

 ≥= = 
<

                     (2) 

where Mu  is a known bound of ( )v t . Clearly, the relationship between the applied 

control ( )u t  and the control input ( )v t  has a sharp corner when ( ) Mv t u= . Thus 

backstepping technique cannot be directly applied. In order to use this technique, the 
saturation is approximated by a smooth function defined as  

/ /

/ /
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M M
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−= × =
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If we firstly input ( )v t  to ( ( ))g v t , then ( ( ))sat v t  in (2) can be replaced with 

( )g v (please refer to [9] for details).  

Augment the plant to consider the saturation function and transform it as follows 

1

1

= ( ) ( ) ,     1, , 1

= ( ) ( ) ( ) ,   2

=

i i i i i i

n n n n n

x f x g x x i n

x f x g x v t u n

y x

++ = −
+ + Δ ≥

 
                    (4) 

where ( )( ) ( )n nu g x g v vΔ = − .  

In this paper, for the development of control laws, the following assumption is made. 

Assumption 1. The given reference signal ( )dy t  is a sufficiently smooth function of 

t , ( )dy t , ( )dy t  and ( )dy t  are bounded, that is, there exists a known positive con-

stant 0B , such that 2 2 2
0: {( , , ) : }d d d d d dy y y y y y BΠ = + + ≤    . 

Assumption 2. ( ),  1, 2,ig i n⋅ =  ，is unknown nonlinear smooth function, ( )n ng x  

is called the actual control gain function. The signs of ( )⋅ig  are known, and there exist 

constants 1 0 0≥ >i ig g  such that 1 0( ) ,  ≥ ⋅ ≥i i ig g g  ∀ ∈ Ω ⊂ n
nx R . And there exist 

constants 0>idg such that ( ) ,  n
i id ng g x R⋅ ≤ ∀ ∈ Ω ⊂ . So, ( )⋅ig are strictly either 

positive or negative. Without losing generality, we assume 

1 0( ) 0i i i ig g x g≥ ≥ > , ∀ ∈ Ω ⊂ n
nx R .  

2.2 RBF NNs 

Radial basis function (RBF) NN is usually used as a tool for modeling nonlinear func-

tions because of their good capabilities in function approximation. In this paper, the 

following RBF NN [5] is used to approximate the function q( ) :h Z R R→    

            ( )T( )nnh Z Zθ ξ=                                (5) 

where the input vector ∈ Ω ⊂ q
ZZ R  , weight vector [ ]T

1 2, , l
l Rθ θ θ θ= ∈ , the NN 

node number 1l > ; and ( ) [ ]T

1 2( ), ( ), , ( )lS Z s Z s Z s Z=  , ( )is Z with being chosen as 

the commonly used Gaussian functions, which have the form 

2

( ) ( )
( ) exp ,  1, 2, ,

T
i i

i
i

Z Z
s Z i l

μ μ
η

 − − −
= = 

 
               (6) 

where 
T

1 2, ,i i i iqμ μ μ μ =   is the center of the receptive field and ηi is the width of 

the Gaussian function. It has been proven that network (5) can approximate any con-
tinuous function over a compact set Ω ⊂ q

Z R to arbitrary any accuracy as  

( )*T *( ) ,   Zh Z Z Zθ ξ δ= + ∀ ∈ Ω                        (7) 
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where *θ is ideal constant weight vector, and *δ represents the network reconstruction 

error with an assumption of * mδ δ≤ ,  unknown constant 0mδ > for all ∈ ΩZZ .  

3 Direct Adaptive NN-Based DSC Design and Stability Analysis 

3.1 Controller Design 

Step 1: Define the error variable 1 1 dz x y= − . Thus, considering (4), the time deriva-

tive of 1z is  

( ) ( )1 1 1 1 1 2 .dz f x g x x y= + −                           (8) 

Given a compact set 1
1x RΩ ∈ , let *

1θ and *
1δ  be such that for any 1 1xx ∈ Ω , and define   

 ( ) ( )*T *
1 1 1 1 1 1 1 1

1

1
( ) ( ) dh Z f x y Z

g
θ ξ δ= − = +                  (9) 

where 
T 2

1 1, dZ x y R
Δ
 = ⊂  .  

Choose the virtual control 

T
2 1 1 1 1 1

ˆ ( ) c z Zα θ ξ= − − .                          (10) 

where 1 0c > , 1̂θ is the estimation of *
1θ  and is updated as follows: 

1 1 1 1 1 1 1
ˆ ˆ( )Z zθ ξ σ θ = Γ − 


                          (11) 

where 1 1 0TΓ = Γ > , 1 0σ > . Through out this paper, 0T
⋅ ⋅Γ = Γ >（） （） , 0σ ⋅ >（） . 

To avoid repeatedly differentiating 2α , which leads to the so called “explosion of 

complexity” in the sequel steps, the DSC technique first proposed in [2] is employed 
here. Introduce a first-order filter 2β , and let 2α pass through it with time constant 2τ , 

i.e., 

2 2 2 2 2 2   (0) (0)τ β β α β α+ = =                        (12) 

Let 2 2 2z x β= − , then 

( ) ( )1 1 1 1 1 2 2( ) dz f x g x z yβ= + + −                       (13) 

Define  

2 2 2 1 1 1 1 1 2
ˆ ( )T Z c zη β α θ ξ β= − = + +                       (14) 
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Substituting (10) and (14) into (13), we have  

( ) *
1 1 1 2 1 1 1 1 1 1 2( ( ) )Tz g x z Z c zθ ξ δ η= − − + +              (15) 

By defining the output error of this filter as 2 2 2η β α= − , it yield 2 2 2/β η τ= −  and  

2 2 2 2 2
2 2 2 1 1 1

2 1 1 1

2
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ˆ
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τ θ

η η θ
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= − − + − − − −
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         (16) 

where 2 ( )B ⋅ is a continuous function and has a maximum value 2M (please refer to [3] 

for details). 
Step i: ( 2 1i n≤ ≤ − ) Given a compact set i

xi RΩ ∈ , let *
iθ and *

iδ  be such that for 

any i xix ∈ Ω , and define   

 ( ) ( )*T *1
( ) ( )

( )i i i i i i i i i
i i

h Z f x Z
g x

β θ ξ δ= − = +              (17) 

where
T

1, i
i i iZ x Rβ

Δ
+ = ⊂

 
 .  

Choose a virtual control 1iα +  as follows:  

T
1

ˆ ( ) i i i i i ic z Zα θ ξ+ = − − .                           (18) 

where 0ic > , îθ is the estimation of *
iθ  and is updated as follows: 

ˆ ˆ( )i i i i i i iZ zθ ξ σ θ = Γ − 


                            (19) 

Introduce a first-order filter 1iβ + , and let 1iα + pass through it with time constant 1iτ + , i.e., 

1 1 1 1 1 1   (0) (0)i i i i i iτ β β α β α+ + + + + ++ = =                     (20) 

Define the ith error surface iz to be i i iz x β= − , then  

( ) ( ) 1 1( )i i i i i i i iz f x g x z β β+ += + + −                      (21) 

Define  

1 1 1 1
ˆ ( )T

i i i i i i i i iZ c zη β α θ ξ β+ + + += − = + +                  (22) 

Substituting (18) and (22) into (21), we have  

( ) *
1 1( ( ) )T

i i i i i i i i i i iz g x z Z c zθ ξ δ η+ += − − + +                (23) 
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By defining the output error of this filter as 1 1 1i i iη β α+ + += − , it yield 

1 1 1/i i iβ η τ+ + += −  and  
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Step n: The final control law will be derived in this step. Given a compact set 
n

xn RΩ ∈ , let *
nθ  and *

nδ  be such that for any n xnx ∈ Ω , and define   
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n n
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， .  

Choose the final control v  as follows:  
Tˆ ( ) n n n n nv c z Zθ ξ= − − .                           (26) 

where 0nc > , n̂θ is the estimation of *
nθ  . 

Define the n th error surface nz to be n n nz x β= − , then 

( ) *( )T
n n n n n n n n nz g x Z c zθ ξ δ = − − + 

                  (27) 

3.2 Stability Analysis 

Theorem 1. Consider the closed-loop system composed of (15), (23) and (27), the 
virtual controllers (10), and (18), the final controller (26), and the updated laws (11), 

(19). Given mδ , let * , 1, 2, ,iN
i R i nθ ∈ =  , be such that (17) holds in the compact set 

i
xi RΩ ∈  with * m

iδ δ≤ . Assume there exists a known positive number Mθ such that, 

for all 1,2, ,i n=  , *
i Mθ θ≤ . Let dy be a sufficiently smooth function of t  and 

( ), ( ), ( )d d dy t y t y t  be bounded for 0t ≥ .Given any positive number p , for all initial 

conditions satisfying ( )( )2 1 2

1 1 2
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n n nT
j j j j j j jj j j

z g x y pθ θ−
= = =

+ Γ + ≤    , there exist 

, ,i i ic τ Γ  and iσ  such that  all  the signals in the closed-loop system are uniformly 

ultimately bounded. Furthermore, given any 0μ > , we can tune our controller para-

meters such that the output error 1 ( ) ( )dz y t y t= −  satisfies 1lim ( )t z t μ→∞ = . 

Proof. Choose the Lyapunov function candidate as 
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By mentioning 1 1 1i i ix z β+ + += +  and 1 1 1i i iβ η α+ + += + , the time derivative of V along 

the system trajectories is 
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Substituting the update (11) and (19) into (29) yields 
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where, 1iB +  has a maximum 1iM +  (please refer to [3] for details). 

Let 0 1i i ic c c= + , with 0ic  and 1 0ic > . Then, (30) becomes 
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Because ( ) ( )2 2 2 2 2 2
0 0 0( ) / 2 ( ) ( ) / 2 ( )i i i i i i i i i id i i i ic z g x z g x c z g x z g x− + ≤ − − , by choosing 
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Choose  

* * *
11 0 10 1 0 0 1 0 0

1 1
3 3 1

4 4i i n nc c c c c cα α α= + − = + − = + −， ，            (32) 

where 0α is a positive constant. Using 
22 *ˆ ˆ2 T

i i i iθ θ θ θ≥ −  , and Let 

( ) ( ) 2*2 *1/ 4 / 2i i ieδ σ θ+ = , ( ) ( )2
1 1 0 01/ 1/ 4 / 2i i iM gτ κ α+ += + + . Noting that 
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*
i mδ δ≤  and *

i Mθ θ≤  gives ( ) ( )2 21/ 4 / 2i m i M Me eδ σ θ≤ + = . For any positive 
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1 1 1 1/ 2 / 2i i i iB Bη κ κ η+ + + ++ ≥ . Then 

( )

( ) ( ) ( )

21
2 1 2 1

0 1 1 11
1 1 1 1max

1
2 1 2

0 0 0 11
1 1 1max

1
 

42 ( )

1
    

22 ( )

      

n n n
T i

i i i i M i i i
i i i ii

n n n
T

i i i i M i i
i i ii

V z ne B

n
z ne g

ησα θ θ η η
τλ

κσα θ θ α η
λ

−
− +

+ + +−
= = = +

−
−

+−
= = =

   
≤ − + − Γ + + − +  Γ   

− 
≤ − + − Γ + + + − Γ 

  

  

 

 

 

(33) 

If we choose ( )0 0/ 2 iC gα ≥ , where C  is a positive constant, and choose iσ and 

iΓ such that 1
max , 1, 2, ,i iC i nσ λ −≥ Γ = （ ） , and let ( )1 / 2MD ne n κ

Δ
= + − . Then from 

(33) we have the following inequality: 

1 1
2 2

1
1 1 10

1 21
2 1

1 1 1

 
2 2 2

      
2 2 2

Tn n n
i i i

i i
i i ii

Tn n n
i i i i

i
i i ii

CC C
V z D

g

C CC
z D CV D

g

θ θ η

θ θ η

− −

+
= = =

− −
+

= = =

Γ
≤ − − − +

 Γ
≤ − + + + ≤ − + 

 

  

  

 


       (34) 

Actually, the Equation (34) means that ( )V t is bounded (please refer to [10] for  

details). This concludes the proof simply. 

4 Application Example 

In this section, we will present a practical example about ship course changing to 
demonstrate the effectiveness of the proposed scheme in this paper. 

The mathematical model relating the rudder angle δ  to the heading angle φ  of 

ship can be found in the following form [8]: 

 ( )
K K

H
T T

φ φ δ+ =                             (35) 

where δ is the rudder angle, K =gain (in per second), and T =time constant (in 
seconds) are parameters that are a function of the ship’s constant forward velocity and 

length. ( )H φ  is a nonlinear function of φ . The tracking signal is chosen by a repre-

sentative practical mode as follows: 

( ) 0.1 ( ) 0.0025 ( ) 0.0025 ( )m m m rt t t tφ φ φ φ+ + =               (36) 

where mφ specifies the desired system performance for the ship heading ( )tφ during the 

ship course control, ( )r tφ is order input signal.  
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Now, by defining 1 2,  ,   x x uφ φ δ= = = , we can obtain the following nonlinear 

model of ship steering motion: 

( ) ( )
1 2

2 2 2 2 2

1

( ( ))

x x

x f x g x u v t

y x

=
 = +
 =


                     (37) 

In the simulation, we choose 2 2 2 2 2
ˆ ( )Tv Z c zθ ξ= − − , 1 2

ˆ ˆ(0) 0.0, (0) 0.0θ θ= = . Then we 

choose 3( ) 1/ /H T Tφ φ α φ= − −  （ ） （ ） , [ ] [ ]T T

1 2(0), (0) 40 ,0x x = ° and =0.4963K , 

=216.58T , =30α . The design parameters of the above controller are 

1 0.1c = , 2 80c = , 0.8τ = , and 1 2 =0.0001Γ = Γ , 1 2= =100σ σ . Figures 1 and 2 illustrate 

the control performance of the proposed scheme. 

 

0 200 400 600 800 1000 1200
-5

0

5

10

15

20

25

30

35

40

Time (seconds)

H
ea

di
ng

 T
ra

ck
in

g 
(d

eg
)

0 200 400 600 800 1000 1200
-40

-30

-20

-10

0

10

20

30

40

Tiime (second)

R
ud

de
r 

(d
eg

)

 

Fig. 1. y
 
(solid line ) and dy  (dash-line) Fig. 2. Control input signal 

5 Conclusion 

In this paper, a direct adaptive NN-based DSC control scheme has been developed, and 
it is shown that all the signals of the closed-loop system are guaranteed to be uniformly 
ultimately bounded. The proposed algorithm exhibits the following mainly features: ⅰ) 
the controller singularity problem is avoided completely by utilizing a special property 
of the affine term, and ⅱ) the problem of “explosion of complexity” is removed, and 
ⅲ) the effect of input saturation constrains is considered with an approximation of the 
saturation function in this control design. Finally, an applications example simulation is 
presented to demonstrate the effectiveness of the proposed scheme. 



 Direct Adaptive Neural Dynamic Surface Control of Uncertain Nonlinear Systems 415 

 

References 

1. Krstic, M., Kanellakopoulos, I., Kokotovic, P.V.: Nonlinear and Adaptive Control Design. 
Wiley, New York (1995) 

2. Yip, P.P., Hedrick, J.K.: Adaptive dynamic surface control: A simplified algorithm for 
adaptive backstepping control of nonlinear systems. Int. J. Control 71(5), 959–979 (1998) 

3. Wang, D., Huang, J.: Neural network-based adaptive dynamic surface control for a class of 
uncertain nonlinear systems in strict-feedback form. IEEE Trans. Neural Netw. 16(1), 
195–202 (2005) 

4. Polycarpou, M.M., Mears, M.J.: Stable adaptive tracking of uncertainty systems using 
nonlinearly parameterized on-line approximators. Int. J. Control 70(3), 363–384 (1998) 

5. Ge, S.S., Wang, C.: Direct adaptive NN control of a class of nonlinear systems. IEEE Trans. 
Neural Networks 13(1), 214–221 (2002) 

6. Li, T.S., Li, R.H., Li, J.F.: Decentralized adaptive neural control of nonlinear interconnected 
large-scale systems with unknown time delays and input saturation. Neurocomput-
ing 74(14-15), 2277–2283 (2011) 

7. Chen, M., Ge, S.S., Choo, Y.: Neural network tracking control of ocean surface vessels with 
input saturation. In: Proc. of the 2009 IEEE International Conference on Automation and 
Logistics, ICAL 2009, pp. 85–89 (2009) 

8. Li, J.F., Li, T.S.: Design of ship’s course autopilot with input saturation. ICIC Express 
Letters 5(10), 3779–3784 (2011) 

9. Zhou, J., Er, M.J., Zhou, Y.: Adaptive neural network control of uncertain nonlinear systems 
in the presence of input saturation. In: ICARCV 2006, pp. 1–5 (2006) 

10. Qu, Z.: Robust Control of Nonlinear Uncertain Systems. Wiley, New York (1998) 



Adaptive Dynamic Surface Control

of Uncertain Nonlinear Time-Delay Systems
Based on High-Gain Filter Observer

and Fuzzy Neural Networks

Yongming Li1,2, Tieshan Li1,�,��, and Shaocheng Tong2

1 Navigation College, Dalian Maritime University, Dalian, Liaoning, 116026,
P.R. China

2 College of Science, Liaoning University of Technology,
Jinzhou, Liaoning, 121001, P.R. China

l y m 2004@163.com, tieshanli@126.com, jztsc@sohu.com

Abstract. In this paper, a novel adaptive fuzzy-neural dynamic sur-
face control (DSC) approach is proposed for a class of single-input and
single-output (SISO) uncertain nonlinear strict-feedback systems with
unknown time-varying delays and unmeasured states. Fuzzy neural net-
works are employed to approximate unknown nonlinear functions, and a
high-gain filter observer is designed to tackle unmeasured states. Based
on the high-gain filter observer, an adaptive output feedback controller is
constructed by combining Lyapunov-Krasovskii functions and DSC back-
stepping technique. The proposed control approach can guarantee all the
signals in the closed-loop system are semi-globally uniformly ultimately
bounded (SGUUB) and the tracking error converges to a small neigh-
borhood of the origin. The key advantages of our scheme include that (i)
the virtual control gains are not constants but nonlinear functions, and
(ii) the problem of ”computational explosion” is solved.

Keywords: Nonlinear time-delay systems, fuzzy neural networks(FNN),
adaptive control, high-gain filter observer, dynamic surface control (DSC).

1 Introduction

It is well known that neural networks have been found to be particularly pow-
erful tool for controlling uncertain nonlinear systems due to their universal ap-
proximation properties [1-3]. In the past decades, by utilizing neural networks
to approximate unknown nonlinear functions of systems, some adaptive neu-
ral backstepping control design approaches have been well investigated in [4-6].
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However, in the conventional backstepping technique, ”explosion of complex-
ity,” problem is caused by the repeated differentiations of virtual controllers and
inevitably leads to a complicated algorithm with heavy computation burden. Es-
pecially, the complexity of controller grows drastically as the order of the system
increases. Fortunately, Yip and Hedrick [7] proposed a dynamic-surface control
(DSC) technique to eliminate this problem by introducing a first-order low-pass
filter of the synthetic input at each step of the conventional backstepping-design
procedure for a class of parametric strict-feedback SISO systems.

Time delays are frequently encountered in a variety of dynamic systems, such
as electrical networks, turbojet engines, microwave oscillators, nuclear reactors,
hydraulic systems, and so on. To deal with completely unknown nonlinear sys-
tems with time delays, several approximation-based adaptive neural network
controllers have been reported in [8-9]. However, these adaptive neural network
methods are all based on the assumption that the states of the controlled systems
are available for measurement.

In this paper, an adaptive fuzzy neural output feedback control approach
is proposed for a class of SISO uncertain nonlinear strict-feedback systems. It
is proved that the proposed control approach can guarantee all the signals in
the closed-loop system are SGUUB and the tracking error converges to a small
neighborhood of origin by appropriate choice of the design parameters.

2 Problem Formulation and Some Assumptions

Consider a class of uncertain nonlinear time-delay systems defined as follows:

ẋ1 = g1(y)x2 + f1(y) + h1(y(t− τ1(t)))
ẋi = gi(y)xi+1 + fi(y) + hi(y(t− τi(t))), i = 2, . . . , n− 1
ẋn = u+ fn(y) + hn(y(t− τn(t)))
y = x1

(1)

where x = [x1, . . . , xn]
T ∈ Rn, u ∈ R and y ∈ R are the state, control input

and output of system, respectively. gi(y) (gi(y) �= 0, 1 = 2, · · · , n− 1) are known
smooth nonlinear functions. fi(y) and hi(y(t−τi(t))) (i = 1, · · · , n) are unknown
smooth nonlinear functions. τi(t) is a bounded unknown time delay with τ̇i(t) ≤
τ∗ ≤ 1, and τ∗ is a known constant. In this paper, it is assumed that only output
y is available for measurement.

For the given reference signal yr is a sufficiently smooth function of t, yr,
ẏr, ÿr are bounded, that is, there exists a known positive constant B0, such
that Π0 := {(yr, ẏr, ÿr) : y2r + ẏ2r + ÿ2r ≤ B0}. The purpose of this paper is to
design adaptive output feedback control scheme such that all the signals in the
closed-loop system are SGUUB, and the tracking error as small as possible.

Throughout this paper, the following assumptions are made on the system (1).
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Assumption 1. τi(t) satisfies |τi(t)| ≤ di, where di (1 ≤ i ≤ n) is a known
constant.

Assumption 2. Nonlinear function hi(·) satisfies the following inequality for
1 ≤ i ≤ n,

|hi(y(t))|2 ≤ z1(t)Hi(z1(t)) + h̄i(yr(t)) +�i (2)

where Hi(·) is a known function, h̄i(·) is a bounded function with h̄i(0) = 0, and
�i is a positive constant.

Assumption 3[10,11]. Nonlinear function gi(·) satisfies the following inequality
for a positive constant ρi such that ∀y ∈ R

|gi(y)| ≤ ρi |gi−1(y)| , 2 ≤ i ≤ n− 1 (3)

3 High-Gain Filters Observer Design

Fuzzy neural network is employed to approximate the unknown smooth function
fi(y) in (1) and assume that

fi(y) = θ
∗T
i ϕi(y) + δi(y), i = 1, · · · , n (4)

where θ∗i is the ideal optimal parameter, and δi(y) is the fuzzy neural network
minimum approximation error.

By substituting (4) into (1), system (1) can be expressed in the following form

ẋ = Ax+ ΨT(y)θ + h+ δ(y) + enu
y = eT1 x

(5)

where A =

⎡⎢⎢⎢⎢⎣
0 g1(y) · · · 0
... 0

. . .
...

0
... · · · gn−1(y)

0 0 · · · 0

⎤⎥⎥⎥⎥⎦, θ =

⎡⎢⎣θ
∗
1
...
θ∗n

⎤⎥⎦, ΨT(y) =

⎡⎢⎣ϕ
T
1 (y) 0 0

0
. . . 0

0 0 ϕTn (y)

⎤⎥⎦,
δ(y) =

[
δ1(y) · · · δn(y)

]T
, h = [h1(y(t− τ1(t))), . . . , hn(y(t− τn(t)))]T, e1 =

[1, 0, · · · , 0]T, en = [0, 0, · · · , 1]T.
Rewrite (5) as

ẋ = Aklx+ kl(y)y + Ψ
T(y)θ + h+ δ(y) + enu

y = eT1 x
(6)

where kl(y) = [k1(y)
l , · · · , kn(y)

ln ]T and Akl = A− kleT1 . l (0 < l < 1) is a positive
design constant.

Vector function k(y) = [k1(y), . . . , kn(y)]
T is chosen to satisfy the following

inequality:

AT
kPk + PkAk ≤ −2I (7)
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where

Ak =

⎡⎢⎢⎢⎢⎢⎣
−k1(y) g1(y) 0 · · · 0
−k2(y) 0 g2(y) · · · 0

...
...

...
. . .

...
−kn−1(y) 0 0 · · · gn−1(y)
−kn(y) 0 0 · · · 0

⎤⎥⎥⎥⎥⎥⎦
Note that [10,11] provides a constructive method to find k1(y), . . . , kn(y) and Pk
satisfy (7) if the Assumption 3 is satisfied.

Since the states of the controlled system (1) cannot be measured directly, the
following high -gain filters are constructed

ξ̇ = Aklξ + kl(y)y (8)

Ω̇ = AklΩ + ΨT(y) (9)

λ̇ = Aklλ+ enu (10)

The designed state estimation is x̂ = ξ +Ωθ + λ. Denote state estimation error
vector ε = x− x̂. From (8)-(10), it can be shown that the state estimation error
satisfies

ε̇ = Aklε+ h+ δ(y) (11)

Consider the following Lyapunov-Krasovskii function candidate for the error
system (11)

V0 =
1

2
εTPklε+W0 =

1

2
(Ilε)

TPk(Ilε) +W0 (12)

whereW0 = 1
2b(1−τ∗)‖Pkl‖2e−rt

n∑
i=1

∫ t

t−τi(t)
ersz1(s)(Hi(z1(s)))ds with b is a pos-

itive design constant.
we can obtain the following inequality

V̇0 ≤ −(
λmin(I

2
l )

l − b′)εTε+ 1
2b′ ‖Pkl‖2‖δ‖2

+ 1
2b(1−τ∗)‖Pkl‖2

n∑
i=1

z1Hi(z1) +
n∑

i=1

d∗i − rW0
(13)

where d∗i is a constant with d∗i >
1
2b′ ‖Pkl‖2h̄i(yr(t − τi(t))) + 1

2b′ ‖Pkl‖2�i and
b′ = berτ .

4 Adaptive Fuzzy Neural Network DSC Design

In this section, we will incorporate the DSC technique proposed in [7] into a
fuzzy-neural adaptive control design scheme for the n-order system described by
(1). From (6) and (10), we have
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ẏ = g1(y)x2 + Ψ
T
(1)(y)θ + δ1(y) + h1(y(t− τ1(t)))

λ̇1 = −k1(y)
l λ1 + g1(y)λ2

...

λ̇n = −kn(y)
ln λ1 + u

(14)

where ΨT
(1) is the first row of ΨT.

The n-step adaptive fuzzy neural network output feedback backstepping de-
sign is based on the change of coordinates:

z1 = y − yr (15)

zi = λi − πi (16)

χi = πi − αi−1 , i = 2, · · · , n (17)

where zi is called the error surface, πi is a state variable, which is obtained
through a first-order filter on intermediate function αi−1 and χi is called the
output error of the first-order filter.

Step 1: The time derivative of z1 along with (14) is

ż1 = g1(y)(λ2 + ε2) + g1(y)ξ2 + (g1(y)Ω2 + Ψ
T
(1)(y))θ

+δ1(y) + h1(y(t− τ1(t))) − ẏr (18)

Consider the Lyapunov-Krasovskii function candidate as

V1 =
1

2
z21 +

1

2
θ̃TΓ−1θ̃ + V0 +W1 (19)

where W1 = 1
2b(1−τ∗)e

−rt
∫ t

t−τ1(t)
ersz1(s)(H1(z1(s)))ds, Γ = ΓT > 0 is a design

positive matrix, θ̂ is the estimate of θ, and θ̃ = θ − θ̂.
By using Young’s inequality and Assumption 2, we can obtain

V̇1 ≤ [g1(y)(z2 + χ2 + α1) + g1(y)ξ2 + (g1(y)Ω2 + Ψ
T
(1)(y))θ − ẏr]z1

+ 1
4b′ g

2
1(y)z

2
1 + ς

′ + δ̄1z1 tanh( δ̄1z1ς ) + b′
2 z

2
1 + d̄1 + θ̃

TΓ−1 ˙̃θ

−(
λmin(I

2
l )

l − 2b′)εTε+ 1
2b′ ‖Pkl‖2‖δ‖2 + 1

2b(1−τ∗)‖Pkl‖2
n∑

i=1

z1Hi(z1)

+
n∑

i=1

d∗i − rW0 − rW1 +
1

2b(1−τ∗)z1H1(z1)

(20)

where d̄1 = d∗1/‖Pkl‖2; |δi(y)| ≤ δ̄i (i = 1, . . . , n) and δ̄i is a known constant.

Design the intermediate control function α1 and parameter adaptive law θ̂ as

α1 = 1
g1(y)

[−c1z1 − g1(y)ξ2 − (g1(y)Ω2 + Ψ
T
(1)(y))θ̂

+ẏr − δ̄1 tanh( δ̄1z1ς )− b′
2 z1 − 1

2b(1−τ∗)‖Pkl‖2
n∑

i=1

Hi(z1)

− 1
2b(1−τ∗)H1(z1)− 1

4b′ g
2
1(y)z1]

(21)
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˙̂
θ = Γ (g1(y)Ω

T
2 + Ψ(1)(y))z1 − μθ̂ (22)

where c1 > 0 is a design constant. Substituting (21) and (22) into (20) results in

V̇1 ≤ −c1z21 + g1(y)(z2 + χ2)z1 + μθ̃TΓ−1θ̂

−(
λmin(I

2
l )

l − 2b′)εTε− rW0 − rW1 +D1

(23)

where D1 = ς ′ + d̄1 +
1
2b′ ‖Pkl‖2

∥∥δ̄∥∥2 + n∑
i=1

d∗i , and δ̄ = [δ̄1, · · · , δ̄n]T.
Introduce a new state variable π2 and let α1 pass through a first-order filter

with the constant ρ2 to obtain π2

ρ2π̇2 + π2 = α1, π2(0) = α1(0) (24)

By defining the output error of this filter χ2 = π2 − α1, it yields π̇2 = −χ2

ρ2
and

χ̇2 = π̇2 − α̇1 = −χ2
ρ2

+B2 (25)

where B2 is a continuous function.
Step i (i = 2, · · · , n− 1): Differentiating the error variable zi, we have

żi = −ki(y)
li
λ1 + gi(y)(zi+1 + χi+1 + αi)− π̇i (26)

Choose intermediate control function αi as

αi =
1

gi(y)
(−cizi + ki(y)

li
λ1 + π̇i) (27)

where ci > 0 is a design constant. Substituting (27) into (26) results in

żi = gi(y)(zi+1 + χi+1)− cizi (28)

Introduce a new state variable πi+1 and let αi pass through a first-order filter
with the constant ρi+1 to obtain πi+1

ρi+1π̇i+1 + πi+1 = αi, πi+1(0) = αi(0) (29)

By defining the output error of this filter χi+1 = πi+1−αi, it yields π̇i+1 = −χi+1

ρi+1

and
χ̇i+1 = π̇i+1 − α̇i = −χi+1

ρi+1
+Bi+1 (30)

where Bi+1 is a continuous function.
Step n: In the final step, Define the error variable zn = λn − pin, then

differentiating the error zn, we have

żn = λ̇n − π̇n = −kn(y)
ln
λ1 + u− π̇n (31)

Choose actual control function u as

u = −cnzn +
kn(y)

ln
λ1 + π̇n (32)

where cn > 0 is a design constant. Substituting (32) into (31) results in

żn = −cnzn (33)
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5 The Stability Analysis of the Closed-Loop System

The goal of this section is to establish that the resulting closed-loop system
possesses the semi-globally uniformly ultimately bounded property.

Assumption 4. For a given p > 0, all initial conditions satisfy εTPkiε+2W0 +
θ̃TΓ−1θ̃ + 2W1 +

∑n
k=2 χ

2
k +

∑n
k=1 z

2
k ≤ 2p.

Theorem 1. Consider the closed-loop system (1). Under Assumptions 1-4, the
fuzzy neural network adaptive controller (32) with filters (8), (9) and (10), the
intermediate control (21)and (27) and parameter adaptive law (22) guarantees
that all the signals in the resulting closed-loop system are SGUUB. Moreover,
the tracking error can be made arbitrarily small by choosing appropriate design
parameters.

Proof. Consider the following Lyapunov-Krasovskii function candidate as:

V = V1 +
1

2

n∑
k=2

χ2k +
1

2

n∑
k=2

z2k (34)

We obtian the time derivative of Lyapunov-Krasovskii function V

V̇ ≤ −c1z21 + g1(y)(z2 + χ2)z1 + μθ̃TΓ−1θ̂ − (
λmin(I

2
l )

l − 2b′)εTε

−rW0 − rW1 +D1 +
n∑

k=2

χk[−χk

ρk
+Bk(·)]

+
n−1∑
k=2

zk[gk(y)(zk+1 + χk+1)− ckzk]− cnz2n

(35)

Since for any B0 > 0, p > 0, Π0 := {(yr, ẏr, ÿr) : y2r + ẏ2r + ÿ2r ≤ B0} and

Πi := {εTPkiε+2W0+ θ̃
TΓ−1θ̃+2W1+

∑i
k=2 χ

2
k +

∑i
k=1 z

2
k ≤ 2p}, i = 1, . . . , n

are compact in R3 and R
∑n

j=1 Nj+n+2i+1, respectively, where Nj is the dimension

of θ̃i,Π0×Πi is also compact inR
∑n

j=1 Nj+n+2i+4. Therefore |Bk| has a maximum
Mk on Π0 ×Πi.

Choose
c1 = 2 + c
ck > 2 + 1

4g
2
k−1(y) + c, k = 2, . . . , n− 1

cn >
1
4g

2
n−1(y) + c

(36)

where c is a positive constant, we have

V̇ ≤ −c
n∑

k=1

z2k − μ
2 θ̃

TΓ−1θ̃ − (
λmin(I

2
l )

l − 2b′)εTε

−rW0 − rW1 −
n∑

k=2

ϑkχ
2
k +D

(37)

where D = D1+μ/2θ
TΓ−1θ+

∑n
k=2M

2
k and 0 < ϑk ≤ 1/ρk−1/4−1/4g2k−1(y).

Choose ρk such that ϑk > 0, and define C = min
1≤i≤n

{2c, μ, 2(
λmin(I

2
l )

l −
2b′)/λmax(Pkl), 2ϑ2, . . . , 2ϑn}, and we have
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V̇ ≤ −CV +D (38)

By (38), it can be proved that all the signals in the closed-loop system are
SGUUB.

6 Conclusions

In this paper, an adaptive fuzzy-neural output feedback control approach is
developed for a class of SISO uncertain nonlinear strict-feedback systems in the
presence of unknown time-varying delays and unmeasured states. It is proved
that the proposed adaptive fuzzy control approach can guarantee all the signals
in the closed-loop system are semi-globally uniformly ultimately bounded and
the tracking error converges to a small neighborhood of origin by appropriate
choice of the design parameters.
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Time-Delay Wavelet Neural Networks Model  
with Application to Ship Control 
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Abstract. A time-delay wavelet neural network (TDWNN) is introduced to 
realize system identification based on model of nonlinear auto-regressive with 
exogenous inputs (NARX). The method incorporates the delayed massage and 
the gradient message of the system, is able to reflect the changing tendency of 
system. Multi-objective optimization method is used to estimate the network 
coefficient. The wavelet-network-based identification model is used for online 
system identification, and the experiment result of ship course control proved 
the efficiency of the identification model. 

Keywords: Wavelet neural network, system identification, time delay. 

1 Introduction 

The movement of ships has been a research hotspot in the control field, be-cause it 
exhibits time-variables, uncertainties and non-linear and the other characteristics, and 
custom PID controller can't meet the demands such as the adaptiveness and energy 
saving. The fast development of neural network technology provides new ideas for 
modeling and prediction of ship movement control. The traditional BP neural network 
is a multiplayer feed-forward neural network, it has the advantages such as simple 
network structure, numerous training algorithms and good control ability, and it has 
been widely used in the control field. The three layers BP artificial neural network can 
approximate arbitrarily to any time series and functions if it has enough number of the 
neurons in the hidden layer [1-3]. But because of the complex structure of network 
and the greedy learning of BP algorithm, the training algorithms are always limited by 
local minima problem [4]. The wavelet neural networks models have both advantages 
of wavelet analysis and the neural network’s learning pattern, and avoid the uncertain-
ties of BP neural network design structure. Like other locally response neural  
network, the wavelet neural networks have characteristics of learning ability, high 
precision, simple structure and fast convergence. This paper improve the identifica-
tion performance by incorporating the time-delay message and gradient message in 
the input layer of the net-work, and uses wavelet neural networks to identify ship 
movement, considers the influence of the various environmental factors to the ship 
movement, realizes adaptively adjusted weight in the identification, PID controller 
has some virtues such like robustness, stability and simplicity. The implementation of 
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neural networks as system identifier has been thoroughly researched in recent years 
[5]. This paper combines the advantages of PID controller and time-delay wavelet 
network by implementing wavelet network as the on-line system identifier. The con-
troller was tested on the simulation of ship course control, the experiment results 
shows that the control strategy based on wavelet neural networks is more accurate and 
faster than custom PID controller. 

2 Time-Delay Wavelet Neural Network 

The wavelet neural networks were firstly put forward by Zhang et al, in 1992 [6], and 
soon become a new mathematical modeling analysis methods. The basic ideas of the 
wavelet neural networks are to use the wave functions instead of the S function of the 
neurons in the hidden layer, along with the nice time-frequency local characteristic 
and symmetry of wavelet transform preserving, taking advantages of the self-learning 
characteristics of neural networks, the wavelet neural networks have been applied in 
the signal processing, data compression, pattern recognition and fault diagnostic and 
other areas. In this paper, the delay message and gradient message of the system is 
considered by incorporating them in the network, which will be stated as follows. 

2.1 Wavelet Transform 

Choose the mother wavelet in the function space L2(R), and the mother wavelet must 
satisfy an admissibility criterion: 

( ) 2 1

dωω ω −+∞
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Which is equivalent to, 
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Then ψ (t) is a mother wavelet. ψ (ω) is the Fourier transform of ψ (t) in the expres-
sion (1), then the translation and dilation operations applied to ψ (t) and the wavelet 
mother function is obtained: 

( )
1

2
,a b

t b
t a

a
ψψ − − =    , ; 0a b R a∈ >  

(3)

Where a and b are dilation parameter and translation parameter of ψ (t), respectively. 
The wavelet transform for f (t) is defined as below [7], where f (t) ∈ L2 (R) : 
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The Wavelet transform is a kind of continuation wavelet transforms when dilation and 
translation parameters a and b are continuous, a and b are processed with the discrete 
way, set a=a0

m, b=nb0. (a0 is fixed dilation step length which is more than 1, b0 is a 
positive number), then the definition for the dispersed wavelet and the corresponding 
wavelet transform as below: 

( ) 2
0 0 0,

m
m

m n
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(5)
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The essence of the wavelet transform is that the any function f(t) in the function space 
L2(R) is denoted by the sum of ψa,b(t) projection which has different dilation parame-
ter a and translation parameter b, this provides the theoretical point for the approxima-
tion of f(t). 

2.2 Network Structure of the Time-Delay Wavelet Network 

The wavelet neural network is a kind of feed-forward neural network which is based 
on wavelet analysis, it has both the nice time-frequency local characteristic and the 
self-learning characteristics of neural networks and also has a strong approximation 
and fault tolerant capability. In this paper, the delay message and the gradient mes-
sage of the output is feedback to the input of the network. So the previous system 
condition and gradient message of the system is both considered, which will improve 
the accuracy of the identification. 

Three layers are set as input layer, hidden layer and output layer, the corresponding 
network structure is shown in the figure 1. 

 

 

Fig. 1. Structure of time-delay wavelet neural network structure 
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2.3 Learning Algorithm of Time-Delay Wavelet Network 

Initialization of Neural Network Parameters. The number of nodes of the input 
layer is M, the number of nodes of the hidden layer is K, and they are determined by 
network's dilation parameter and translation parameter. 

Morlet wavelet, Harrab wavelet, or Gauss wavelet can be chose as the activation 
function of the hidden layer. Here Morlet wavelet is used as the activation function of 
the hidden layer for the wavelet neural network [8-9]. 
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This time-delay wavelet has high resolution in time-frequency domain, and has com-
putational stability, small error and good robustness characteristics. UM, K is the con-
nection weight between M and K. 

The network output is calculated as follows: 
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Where ak and bk are the dilation parameter and translation parameter of the mother 
function; wk is the connection weight between the k-th wavelet of the hidden layer and 
the output nodes. 

Optimization of Neural Network Parameters. The time-delay wavelet neural net-
work takes Minimum Mean-Square Error as the error function, and then the network 
energy function is expressed as: 
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Where ( )ly t  is the expected output, ˆ( )ly t is the actual output of the network, tl is the 

sample input, l is the number of sample input. Let, 
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And E's gradient about wk, ak, and bk can be expressed as: 
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By using the gradient descent method for the optimization of energy function, the new 
amended weight value is iterated in the next learning process to obtain the approxima-
tion absolute minimum of the energy function, and iterative number meets the preci-
sion demanded as good. 

3 PID Control Strategy Based on Time-Delay Wavelet-Network 

We present in this paper a PID controller based on time-delay wavelet network whose 
parameters are adjusted on-line. Predictive PID controller has been proved to be an 
efficient control strategy for ship control. The structure of the neural predictive con-
troller consists of the controlled plant, the time-delay wavelet network which is act as 
an identifier, and the PID controller that determining the control action. Wavelet net-
work is implemented in this study to on-line identify the dynamics of a nonlinear 
system. The control parameters of KP, KI and KD are on-line calculated by the gradient 
of the error through the time-delay wavelet network. 

The control input of PID controller is the weighted sum of error’s proportion, inte-
gration and differentiation calculation of error [10-11], which is shown in (14). 
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where u(t) denotes the control signal; e(t) denotes the difference between the set value 
and the measured value; KP denotes the proportion coefficient; TI denotes the interval 
of integration; TD denotes the interval of differentiation; u0 denotes the control con-
stant; KP / TI denotes the integration coefficient; KP /TD denotes the differentiation 
coefficient. 

The time-delay wavelet-network-based PID controller is featured by the on-line 
identification of system dynamics. The general configuration of the proposed control-
ler is shown in Fig. 2. 

 

Fig. 2. Time-delay wavelet neural network structure 

In Fig. 2, WN denotes the time-delay wavelet network, PLANT is the plant to be 
controlled, PID denotes the PID controller, yr is the required output, yn is the network 
output, u is the control input, y is the plant output, e is the error between the network 
output and the required output. 

The time-delay wavelet network is trained to follow the actual output by tuning the 
connection parameters online, and the error between the time-delay wavelet network 
output and the actual output is used to tune the parameters of the time-delay wavelet 
network by gradient back propagation. So the time-delay wavelet network becomes 
the system identifier of the controller. 

4 Ship Course Control Simulation 

Ship’s motion at sea is a complex system, with its dynamics changes when the trim, 
draft and loading condition changes, and the dynamics is also interfered by environ-
mental conditions such as wind, wave and current et al. The motion is a six degree-of-
freedom (DOF) system [12], which includes surge, sway, yaw, heave, pitch and roll. 
In this paper, we focus on the control of ship heading course on sea surface, so only 
the three DOF is considered that is surge, sway and yaw. The diagram of ship’s three 
DOF motion is illustrated as follows. 
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Fig. 3. Inertial frame and Body-fixed frame 

The meanings of that the component of coordinate system and the variables in 
Fig.3 is shown in Tab.1. 

Table 1. Variable definition 

degree-
of-freedom 

Inertial coordi-
nate system 

Body-fixed 
coordinate system 

Position Angle  Line Speed       Angular velocity 
Surge x0 u X 
Sway y0 v Y 
Heave z0 w Z 
Roll φ p K 

Pitch θ q M 

Yaw ψ r N 

This paper uses a nonlinear ship model, and assumes that the internal model va-
riance and external environmental interference are both incorporated in the case. In 
this study, we implement the proposed time-delay wavelet-network-based PID con-
troller in the course keeping control of a PID controller, which can give the status 
feedback for the nonlinear systems of the ship course. We take the MMG model of 
our oceangoing practice ship as an example, the Matlab and Simulink toolbox have 
been applied for the simulation experimental studies. 
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Where m is mass of ship, u and v are surge and sway velocities, respectively, r is the 
yaw rate, IZ is moment of inertia about the z-axis, X and Y are forces in the direction 
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of x-axis and y-axis, respectively, N is the moment of around the z-axis and xG is the 
center of gravity along the x-axis. 

The simulation is conducted for the ship to track the desired course. The desired 
course is set up between 0 and 40 during time of 6, 000 second. The influence of 
wind, wave and current are included in the model. Rudder limit is set up as 40 de-
grees. Simulation results are shown in Fig. 4. The upper figure shows the changes of 
ship course, and the lower figure shows the changes of ship rudder. Conventional PID 
controller is also simulated for comparison purpose. In the figure, the dashed line 
denotes the simulation result of the conventional PID controller, and the solid line 
denotes the result from the time-delay wavelet-network based PID controller. 

 

Fig. 4. Ship heading degree and rudder angle degree 

We can see from the figure that the course controlled by the presented time-delay 
wavelet-network-based PID controller tracks the setting course more concise than the 
custom PID controller. The lower part of the figure shows the rudder action during the 
control process. The simulation result proved that the time-delay wavelet network can 
be on-line used as system identifier and the proposed controller based on the time-
delay wavelet network is an efficient control strategy. 

5 Conclusion 

We incorporate the time-delay wavelet network as the system identifier in the PID 
controller, with the delay message and gradient message of the system output is in-
corporated in the network. The control parameters of the PID controller are on-line 
tuned. The new learning algorithm expresses better adaptivity than the custom PID 
controller. Experiment of ship course-keeping control shows that the PID controller 
based on time-delay wavelet network performs better in tracking accuracy, together 
with satisfactory computation speed. 
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Abstract. For the coupling characteristics about strip shape and gauge inte-
grated system in hot strip mill, the feedforward compensation control method 
based on invariance principle was proposed, so the coupling problem of control 
system was effectively solved. The astringency mechanism and the stability 
mechanism of single neuron simple adaptive control were thorough analysis in 
this paper, and its application in strip shape and gauge integrated system of hot 
strip mill was realized. The simulation experiments achieve desirable control 
and thus prove its validity and feasibility. 

Keywords: Single Neuron, Simple Adaptive, Feedforward Compensation, In-
variance Principle, Strip Shape and Gauge. 

1 Introduction 

In multivariable control system, the coupled multivariable system is decomposed into 
a plurality of independent single input single output system, and then is controlled, 
this is a prominent problem and this control is the decoupling control. Although the 
decoupling control is not only the method for the multivariable control, and also is not 
necessarily to meet certain requirements of the optimal control, but from the point of 
engineering application, it is the most common and the most effective control method. 
The setting of a computing network is the essence of decoupling control. The coupl-
ing in control object is eliminated by the inside coupling of decoupling compensator, 
so the process association is offset. Each single loop control system can guarantee 
work independently. Strip shape and gauge integrated control system can be de-
coupled by the feedforward compensation method based on the invariance principle, 
which is commonly used in engineering effective decoupling method. 

Simple adaptive control (SAC) is a sort of control algorithm which can carry on the 
track to the ideal reference model. SAC structure is simple; it nearly has nothing to do 
with the controlled object and is easily realized in project. By using single neuron as 

                                                           
* This paper is supported by the project from Beijing Key Discipline Development Program 

(No. XK100080537) and the Fundamental Research Funds for the Central Universities. 
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the SAC constitution unit, thus the control performance of SAC is further enhanced 
with the feedforward compensation decoupling method, so it may realize control well 
to the strip shape and gauge control system of hot strip mill[1]. 

2 The Feedforward Compensation Based on Invariance 
Principle 

2.1 The Invariance Principle 

The decoupling method based on the invariance principle is a way that a coupling link 
is filled in the original system, so the coupling effect is counteracted the coupling 
effect of original channel, it equivalent to the system be added a link compensa-
tion[2]. System matrix thereby becomes diagonal matrix. The dotted line represents 
the internal signal flow graph of a nn ×  coupling object in figure 1. Control va-
riables jm  exert influence over the controlled variable ijG  by the coupling branch. 

If a decoupling branch ijD  to im   be added through the external jm , so the coupl-

ing effect is offset. The decoupling compensator shall meet the following conditions. 

 0=+ ijjiiijj GmGDm  (1) 

 iiijij GGD /−=  (2) 

1m

im

jm

nm

1c

ic

jc

nc

ijD

iiG

ijG

 

Fig. 1. The invariance principle 

The decoupling system with the feedforward compensation based on the invariance 
principle is no coupling system, namely the control variables jm  only through the 

main channel impact the corresponding control variables jc , and the controlled vari-

able ic  is no longer affected. Thus the design maybe takes accordance with single 

loop control system. The control quality of the whole system is improved[3]. 
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2.2 The Feedforward Compensation 

The block diagram of feedforward compensation decoupling control based on the 
invariance principle for strip shape and gauge integrated control system in hot strip 
mill is shown in figure 2. FΔ  is the bending force adjustment, SΔ  is the pressed 
position adjustment, hCRΔ  is the convex degree increment of strip steel, hΔ  is the 

thickness increment of strip steel. 
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)(11 sG
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)(21 sG

)(12 sG

1X
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Fig. 2. The block diagram of feedforward compensation of strip shape and gauge system 

Analysis of the map shows the control signal FΔ impact on hΔ  by the coupling 
branch )(21 sG . If a decoupling branch )(21 sD  to SΔ   be added through the exter-

nal from FΔ , the adverse effects can be offset when the following equations is satis-
fying. 

 0)()()( 21122211 =+ sGXsGsDX  (3) 

 )()()( 222121 sGsGsD −=  (4) 

Similarly, the coupling branch SΔ  to hCRΔ  can be offset by an external branch 

from SΔ  to hCRΔ . 

 )()()( 111212 sGsGsD −=  (5) 

Thus the matrix equations of coupling system are obtained. 
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Using feedforward compensation method to increase decoupling network, the open-
loop transfer function of strip shape and gauge control system is a diagonal matrix, 
the coupling branch effects are compensated, the process association is offset, and the 
diagonal element characteristics of the decoupled control object remain unchanged, 
namely, main control channel characteristics remain unchanged. The decoupling con-
trol system of strip shape and gauge are two independent systems, which can respec-
tively control. 

3 SAC Control Algorithm 

SAC (Simple Adaptive Control) control structure is shown in figure 3. 

)(sGm  ⊗ eK

xK

uK

⊗ )(sGp

+
_

++
+mu

mx

my ye pu py

 

Fig. 3. SAC system frame 

In figure 3, py  is the m dimension output vector; my  is the output of the refer-

ence model; )(sGp  is the controlled object; )(sGm  is the reference model; pu  is the 

m  dimension control input vector; mu  is the input of the reference model; ye  is the 

output track error; mx  is the state vector of the reference model; uk 、 xk  and ek  

are mu 、 mx  and my  PI self adaptive adjustment law, respectively. 

SAC can cause to the controlled object track the ideal reference model perfor-
mance which is beforehand designed[4], but it does not request )(sGp  and )(sGm  

has the same structure, namely )(sGm  can be designed to the low order linear model. 

The control system design nearly has nothing to do with the controlled object, and the 
follow of the output to the uncoupling model is realized. This method is suitable ex-
tremely for the uncoupling control of the multivariable system. The rationale of SAC 
is CGT (Command Generator Tracker) theory which the output of the controlled ob-
ject and the output of the reference model matches, and it enable the closed-loop sys-
tem through the feedback to be obtained stably. According to the error of tracking and 
the reference model process quantity, the control gain is adjusted on-line by the  
certain self adaptive law[5]. 
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4 The Design of Single Neuron Simple Adaptive Control 

Single neuron SAC multivariable system structure is shown in figure 4. 
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Fig. 4. Single neuron SAC multivariable system structure 

In figure 4, py  is the output of the controlled object; pu  is the input of the con-

trolled object; my  is the output of the reference model; mu  is the input of the multi-

variable reference model; mx  is the state vector of the reference model; ye  is the 

output track error between py  and my , ix  is the input of single neuron. 

4.1 Single Neuron SAC Control System Astringency and Stability Mechanism 
Analysis 

System astringency and stability is the core concerns of adaptive control system, is 
the theory guarantee to the control algorithm be applied to actual system. Single neu-
ron SAC control system astringency and stability can be analyzed by the output track-
ing error minimization rule learning algorithm. Let 

 )(/)1()( kWkykz p ∂+∂=  (9) 

 )1(/)]([ 1 +∂∂= kyJkeg py  (10) 

 )](,),(),([)( 321 kwkwkwkW n
T

+= L  (11) 

Performance indicators is 

 2/)1(2/)]1()1([ 22
1 +=+−+= kekykyJ ypm  (12) 

Variable learning factor is 

 ))(1/()( kzk +γ=η  (13) 

 



438 B. Zhao and Y. Yin 

 0>=γ const  (14) 

The learning correction to weighted coefficient often adopts the improved momentum 
method. 

 )]1()()1[()()1( −α+α−η+=+ kDkDkwkw iii   3,,2,1 += ni L  (15) 

10 <α≤  is momentum factor. )()( 1 kwJkD i∂∂−=  is k moment negative gradient. 

If the initial values of single neuron weight coefficient is in the vicinity of expectation 

value *W , and 

 )()(
~

kWWkW −= ∗  (16) 

Lyapunov Candidate function is 
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When 20 <γ< , )(kVΔ  is negative definite, and )(kV is Lyapunov function. The 

results show that the learning algorithm convergence, control system is stable. 

4.2 Single Neurons SAC Algorithm Effectiveness and Feasibility Simulation 
Analysis 

Select high order object 

 )0736.004.004.032.0/()6.0()( 234 +++++= zzzzzzGp  (21) 

The controlled object is a four order with three pure delays. In the unit square wave 
signals, the response is shown in figure 5. Here has a large overshoot and static error. 
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Fig. 5. High order plant unit square wave response 
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Fig. 6. High order plant control effect 

Figure shows, single neuron SAC has better control ability to the high order con-
trolled object, its output can track the given input, and average error is close to zero. 

5 Single Neuron SAC Algorithm Simulation in Feedforward 
Compensation System Based on Invariance Principle  
about Hot Strip Mill 

Figure 2 structure and figure 4 structure are integrated, so decoupling control can be 
achieved through feedforward compensation based on invariance principle for strip 
shape and gauge system, this system has become single input single output control 
object and can be controlled by single neuron SAC. 
Strip shape and gauge coupling equation is 
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The seventh rack of hot strip mill is an object in the simulation, the pressed posi-
tion adjustment is mS μ=Δ 220 , the adjustment of the bending force is knF 550=Δ , 

and they are step signal form. The pressed position adjustment is generated in the five 
seconds beginning of the simulation. 

The simulation results are shown in figure 6 and figure 7. Strip shape and gauge 
control system speed and stability are ideal based on single neurons SAC. 

0 1 2 3 4 5 6 7 8 9 10
-600

-500

-400

-300

-200

-100

0

Time(s)

C
ro

w
n 

C
R

 

Fig. 7. Strip shape variation result 
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Fig. 8. Strip gauge variation result 
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Control Systems with Uncertain Time-Delay
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Abstract. The problem of H∞ robust control for singular networked
control systems that are regular and impulse-free is studied. Under the
hypotheses that the uncertain time-varying delay is less than one sam-
pling period, the sensor is clock-driven, and controller and actuator
are event-driven, the sufficient condition for the closed-loop singular
networked control systems satisfying the asymptotic stability and H∞
performance is derived through Lyapunov theory and linear matrix in-
equality and a corresponding design method is also presented. Finally,
a simulation example is given to illustrate the the effectiveness of the
proposed method.

Keywords: singular networked control system, uncertain time-delay,
state feedback, H∞ robust control.

1 Introduction

Networked Control Systems (NCSs) are closed-loop systems which are formed
by network connected sensors, controllers, and actuators [1]. NCSs have many
advantages such as reducing wiring, lower cost, ease of system diagnosis and
maintenance, and so on. Due to the delay of information transmission, difficulty
in synchronization control, and noise interference, the performance of the system
reduces, and these factors even destabilize the systems [2-4].

Paper [5] studied robust control for NCSs with uncertain delay and data
packet dropouts. Paper [6-7] discussed the robust tolerant control for nonlinear
systems with uncertainties and time delays and robust stability of interval neu-
ral networks with mixed time-delays, respectively. Paper [8] considered robust
H∞ filter design for a class of uncertain systems with infinitely distributed time
delay and presented a new design method. Paper [9-10] discussed robust control
for the normal NCSs. Paper [11] considered the guaranteed cost control of sin-
gular networked control systems. In this paper, the singular networked control
system can be transformed into a normal linear system. We discuss the robust
control and use Lyapunov theory and linear matrix inequality to deduce the
state feedback control law which makes the system asymptotically stable. At
last, an example of simulation is given.
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2 Preliminaries

The singular controlled system{
Eẋ(t) = Ax(t) +Bu(t− τk) +Gω(t),
z(t) = Cx(t),

(1)

where x(t) ∈ Rn, u(t) ∈ Rm, z(t) ∈ Rl are state vector, input vector and output
vector. ω(t) ∈ Rp is external disturbance and ω(t) ∈ L2[0 ∞). E,A,B,C,G are
some constant matrices with appropriate dimensions and rank(E) = r < n.

Give the following assumptions
(1) The controlled plant is regular and impulse-free.
(2) The delay τk is time-varying and 0 ≤ τk ≤ T .
(3) The sensor is clock-driven and the controllor and actuator are event-driven.
According to assumption (1), nonsingular matrices P̂ and Q̂ exist, such that

P̂EQ̂ =

[
Ir 0
0 0

]
, P̂AQ̂ =

[
A1 0
0 In−r

]
, P̂B =

[
B1

B2

]
, P̂G =

[
G1

G2

]
,

CQ̂ =
[
C1 C2

]
,

and the system can be described as⎧⎨⎩
ẋ1(t) = A1x1(t) +B1u(t− τk) +G1ω(t),
0 = x2(t) +B2u(t− τk) +G2ω(t),
z(k) = C1x1(k) + C2x2(k).

(2)

According to assumption (2) and (3), the discretization form from the system
(2) can be described as⎧⎨⎩

x1(k + 1) = Adx1(k) +Hd0(τk)u(k) +Hd1(τk)u(k − 1) + Ḡ1ω(k),
x2(k + 1) = −B2u(k)−G2ω(k),
z(k) = C1x1(k) + C2x2(k),

(3)

where Ad = eA1T , Hd0(τk) =
∫ T−τk
0

eA1tdtB1, Hd1(τk) =
∫ T

T−τk
eA1tdtB1,

Ḡ1 =
∫ T

0 e
A1tdtG1,

and system (3) can be further shown as the discrete system with uncertainty.⎧⎪⎪⎨⎪⎪⎩
x1(k + 1) = Adx1(k) + (H0 +DF (τk)E)u(k) + (H1 −DF (τk)E)u(k − 1)

+Ḡ1ω(k),
x2(k + 1) = −B2u(k)−G2ω(k),
z(k) = C1x1(k) + C2x2(k),

(4)
where H0, H1, D,E are constant matrices, and F (τk) satisfies a norm bound:
FT (τk)F (τk) ≤ I.When A1 has r nonzero different characteristic roots

λ1, · · · , λr,
the corresponding characteristic matrix is Λ = [Λ1, · · · , Λr], then
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H0 = Λdiag(− 1
λ1
, · · · ,− 1

λr
)Λ−1B1, H1 = Λdiag( 1

λ1
eλ1T , · · · , 1

λr
eλrT )Λ−1B1,

D = Λdiag( 1
λ1
eλ1a1 , · · · , 1

λr
eλrar ), E = Λ−1B1,

F (τk) = diag(e
λ1(T−τk−a1), · · · , eλr(T−τk−ar)), where a1, · · · , ar are freely cho-

sen real numbers which satisfy eλi(T−τk−ai) < 1, i = 1, · · · , r. When A1 has zero
or multiple characteristic roots, system (4) still holds.

For system (4), we consider the following state feedback control law

u(k) =
[
K1 K2

] [x1(k)
x2(k)

]
. (5)

For system (1), we consider the following state feedback control law

u(k) = Kx(k) =
[
K1 K2

]
Q̂−1x(k). (6)

Definition 1. Under the state feedback control law (5), if the system (4) makes
the closed-loop system asymptotically stable (ω(k) = 0), and in the zero initial
condition, the system satisfies the H∞ norm constraint ‖ z ‖2≤ γ ‖ ω ‖2, where
γ is given positive number, then (5) is H∞ state feedback control law for system
(4) and the system has H∞ performance γ.

Assume that

H0 +DF (τk)E =M1, H1 −DF (τk)E =M2, (7)

and according to (4),(5) and (7), we get the following closed-loop system model

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[
x1(k + 1)
x2(k + 1)

]
=

[
Ad +M1K1 M1K2

−B2K1 −B2K2

] [
x1(k)
x2(k)

]
+

[
M2K1 M2K2

0 0

] [
x1(k − 1)
x2(k − 1)

]

+

[
Ḡ1

−G2

]
ω(k),

z(k) = C1x1(k) + C2x2(k).

(8)

Lemma 1. [12] Given matrices W,M,N and R of appropriate dimensions and
with W and R symmetrical and R > 0, then W + MFN + NTFTMT < 0,
for all F satisfying FTF ≤ R, if and only if there exists some ε > 0, such that
W + εMMT + ε−1NTRN < 0.

3 H∞ Robust Control for the Singular Networked
Control System

Theorem 1. For external disturbance ω(t) = 0, if there exists a scalar ε > 0
and positive-definite matrices X,Y,X1, Y1, and matrices M,N, such that the
following equality holds
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−X ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 −Y ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −X1 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Y1 ∗ ∗ ∗ ∗ ∗

AdX +H0M H0N H1X1 H1Y1 −X + εDDT ∗ ∗ ∗ ∗
B2M B2N 0 0 0 −Y ∗ ∗ ∗
M 0 0 0 0 0 −X1 ∗ ∗
0 N 0 0 0 0 0 −Y1 ∗
EM EN −EX1 −EY1 0 0 0 0 −εI

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (9)

then the system (8) is asymptotically stable.

Proof: Choose a Lyapunov function as

V (x(k)) =xT1 (k)Px1(k) + x
T
2 (k)Qx2(k) + x

T
1 (k − 1)KT

1 P1K1x1(k − 1)

+ xT2 (k − 1)KT
2 Q1K2x2(k − 1)

where P,Q, P1, Q1 are symmetric positive-definite matrices, we have
V (x(k)) > 0.

ΔV (x(k)) = V (x(k + 1))− V (x(k)) = zT1 Φz1(k)

where z1(k) =
[
xT1 (k) x

T
2 (k) x

T
1 (k − 1)KT

1 x
T
2 (k − 1)KT

2

]T
.

If Φ < 0, the system (8) is asymptotically stable.
By Schur complement and Lemma 1, Φ < 0 is equivalent to (10)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 −Q ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −P1 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Q1 ∗ ∗ ∗ ∗ ∗

Ad +H0K1 H0K2 H1 H1 −P−1 + εDDT ∗ ∗ ∗ ∗
B2K1 B2K2 0 0 0 −Q−1 ∗ ∗ ∗
K1 0 0 0 0 0 −P−1

1 ∗ ∗
0 K2 0 0 0 0 0 −Q−1

1 ∗
EK1 EK2 −E −E 0 0 0 0 −εI

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0

(10)
Pre- and post-multiplying both side of the up inequality by
diag{P−1, Q−1, P−1

1 , Q
−1
1 , I, I, I, I, I} and its transpose, and defining

P−1 = X,Q−1 = Y, P−1
1 = X1, Q

−1
1 = Y1,K1P

−1 =M,K2Q
−1 = N,

we get (9). This completes the proof.

Theorem 2. For system (4) and given γ > 0, if there exists positive-definite ma-
trices X,Y,X1, Y1, and matrices M,N, and scalar ε > 0, such that the following
(11) holds.
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−X ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 −Y ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −X1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Y1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 −γ2I ∗ ∗ ∗ ∗ ∗ ∗ ∗

AdX +H0M H0N H1X1 H1Y1 Ḡ1 −X + εDDT ∗ ∗ ∗ ∗ ∗ ∗
B2M B2N 0 0 G2 0 −Y ∗ ∗ ∗ ∗ ∗
M 0 0 0 0 0 0 −X1 ∗ ∗ ∗ ∗
0 N 0 0 0 0 0 0 −Y1 ∗ ∗ ∗

EM EN −EX1 −EY1 0 0 0 0 0 −εI ∗ ∗
C1X C2Y 0 0 0 0 0 0 0 0 −I ∗
0 0 0 0 0 0 0 0 0 0 0 −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (11)

The state feedback control law of system (4) is

u(k) =
[
MX−1 NY −1

] [x1(k)
x2(k)

]
. (12)

The state feedback control law of the singular networked control is

u(k) =
[
MX−1 NY −1

]
Q̂−1x(k). (13)

Proof: When (11) holds, the (9) holds. For ω(t) = 0, the closed-loop system (8)
is asymptotically stable.

In the zero initial condition and let us introduce

J =

∞∑
k=0

[zT (k)z(k)− γ2ωT (k)ω(k) +ΔV (x(k))].

According to Lyapunov function and (8), we get J =
∞∑
k=0

[zT2 (k)Πz2(k)], where

z2(k) =
[
xT1 (k) x

T
2 (k) x

T
1 (k − 1)KT

1 x
T
2 (k − 1)KT

2 ω
T (k)

]T
, and

∏
=

⎡⎢⎢⎢⎢⎣
Φ11 ∗ ∗ ∗ ∗
Φ21 Φ22 ∗ ∗ ∗
Φ31 Φ32 Φ33 ∗ ∗
Φ41 Φ42 Φ43 Φ44 ∗
Φ51 Φ52 Φ53 Φ54 Φ55

⎤⎥⎥⎥⎥⎦ , (14)

where
Φ11 = (Ad + M1K1)

TP (Ad + M1K1) + (B2K1)
TQ(B2K1) + K

T
1 P1K1 − P +

CT
1 C1, Φ21 = (M1K2)

TP (Ad +M1K1) + (B2K2)
TQ(B2K1) + C

T
2 C1,

Φ22 = (M1K2)
TP (M1K2) + (B2K2)

TQ(B2K2) +K
T
2 Q1K2 −Q + CT

2 C2, Φ31 =
MT

2 P (Ad+M1K1), Φ32 =MT
2 P (M1K2), Φ33 =MT

2 PM2−P1, Φ41 =MT
2 P (Ad+

M1K1), Φ42 = MT
2 P (M1K2), Φ43 = MT

2 PM2, Φ44 = MT
2 PM2 − Q1, Φ51 =
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ḠT
1 P (Ad+M1K1)+G

T
2QB2K1, Φ52 = ḠT

1 P (M1K2)+G
T
2 QB2K2, Φ53 = ḠT

1 PM2,
Φ54 = ḠT

1 PM2, Φ55 = ḠT
1 PḠ1 +G

T
2 QG2 − γ2I.

By Schur complement and (14),
∏
< 0 can be further described as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

KT
1 P1K1 − P + CT

1 C1 ∗ ∗ ∗ ∗ ∗ ∗
CT

2 C1 KT
2 Q1K2 −Q+ CT

2 C2 ∗ ∗ ∗ ∗ ∗
0 0 −P1 ∗ ∗ ∗ ∗
0 0 0 −Q1 ∗ ∗ ∗
0 0 0 0 −γ2I ∗ ∗

Ad +M1K1 M1K2 M2 M2 Ḡ1 −P−1 ∗
B2K1 B2K2 0 0 G2 0 −Q−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (15)

By (7), Lemma 1 and (15), we get

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P + CT
1 C1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

CT
2 C1 −Q+ CT

2 C2 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −P1 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Q1 ∗ ∗ ∗ ∗ ∗
0 0 0 0 −γ2I ∗ ∗ ∗ ∗

Ad +H0K1 H0K2 H1 H1 Ḡ1 −P−1 ∗ ∗ ∗
B2K1 B2K2 0 0 G2 0 −Q−1 ∗ ∗
K1 0 0 0 0 0 0 −P−1

1 ∗
0 K2 0 0 0 0 0 0 −Q−1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(EK1)
T

(EK2)
T

−ET

−ET

0
0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
FT (τk)

[
0 0 0 0 0 DT 0 0 0

]

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
D
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
F (τk)

[
EK1 EK2 −E −E 0 0 0 0 0

]
< 0. (16)



H∞ Robust Control for Singular Networked Control Systems 447

By Lemma 1, we get⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P + CT
1 C1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

CT
2 C1 −Q+ CT

2 C2 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −P1 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Q1 ∗ ∗ ∗ ∗ ∗
0 0 0 0 −γ2I ∗ ∗ ∗ ∗

Ad +H0K1 H0K2 H1 H1 Ḡ1 −P−1 ∗ ∗ ∗
B2K1 B2K2 0 0 G2 0 −Q−1 ∗ ∗
K1 0 0 0 0 0 0 −P−1

1 ∗
0 K2 0 0 0 0 0 0 −Q−1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ ε

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
D
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
0 0 0 0 0 DT 0 0 0

]

+ ε−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(EK1)
T

(EK2)
T

−ET

−ET

0
0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
EK1 EK2 −E −E 0 0 0 0 0

]
< 0. (17)

(17) can be further described as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 −Q ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −P1 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Q1 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 −γ2I ∗ ∗ ∗ ∗ ∗

Ad +H0K1 H0K2 H1 H1 Ḡ1 −P−1 + εDDT ∗ ∗ ∗ ∗
B2K1 B2K2 0 0 G2 0 −Q−1 ∗ ∗ ∗
K1 0 0 0 0 0 0 −P−1

1 ∗ ∗
0 K2 0 0 0 0 0 0 −Q−1

1 ∗
EK1 EK2 −E −E 0 0 0 0 0 −εI

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

[
C1 C2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

]T [
I 0
0 I

] [
C1 C2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

]
< 0. (18)
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By Schur complement and (18), we get

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 −Q ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 −P1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 −Q1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 −γ2I ∗ ∗ ∗ ∗ ∗ ∗ ∗

Ad +H0K1 H0K2 H1 H1 Ḡ1 −P−1 + εDDT ∗ ∗ ∗ ∗ ∗ ∗
B2K1 B2K2 0 0 G2 0 −Q−1 ∗ ∗ ∗ ∗ ∗
K1 0 0 0 0 0 0 −P−1

1 ∗ ∗ ∗ ∗
0 K2 0 0 0 0 0 0 −Q−1

1 ∗ ∗ ∗
EK1 EK2 −E −E 0 0 0 0 0 −εI ∗ ∗
C1 C2 0 0 0 0 0 0 0 0 −I ∗
0 0 0 0 0 0 0 0 0 0 0 −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (19)

Pre- and post-multiplying both sides of (19) by
diag{P−1, Q−1, P−1

1 , Q
−1
1 , I, I, I, I, I, I, I, I} and its transpose, and defining

P−1 = X,Q−1 = Y, P−1
1 = X1, Q

−1
1 = Y1,K1P

−1 =M,K2Q
−1 = N,

we get (11). Then for ω(t) ∈ L2
[
0 ∞ )

and J =
∞∑
k=0

[zT (k)z(k)− γ2ωT (k)ω(k)]
+ ΔV (x(∞)) − V (x(0)) < 0, we get ‖z‖2 < γ‖ω‖2. For (11), if there exist
feasible solutions X,Y,X1, Y1,M,N, ε, we have K1 =MX−1,K2 = NY −1 and
then according to (5) and (6), we get (12) and (13). This completes the proof.

4 Numerical Example

Consider the following singular networked control system⎧⎨⎩
[
1 0
0 0

]
ẋ(t) =

[−4 0
0 1

]
x(t) +

[
3
2

]
u(t− τk) +

[
2
0.6

]
ω(t),

z(t) =
[
0.5 0.4

]
x(t).

Assuming the system regular and impulse-free, the sampling period T = 0.1s,
the uncertain time-varying delay 0 ≤ τk ≤ 0.1, giving a1 = 0, and considering
the influence of delay, we can get the discretization form as follows⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x1(k + 1) = 0.6703x1(k) + (0.7500− 0.25× F (τk)× 3)u(k)
+(−0.7315+ 0.25× F (τk)× 3)u(k − 1) + 0.1648ω(k),

x2(k + 1) = −2u(k)− 0.6ω(k),

z(k) =
[
0.5 0.4

] [x1(k)
x2(k)

]
,

where Q̂ =

[
1 0
0 1

]
.

Giving γ = 0.47, according to Theorem 2, using the Matlab LMI toolbox we
can get the following value X = 0.8806, Y = 2.3459,M = −0.1218,
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N = −0.0508, X1 = 0.1891, Y1 = 0.0280, ε = 2.4649, then
K1 =MX−1 = −0.1383,K2 = NY

−1 = −0.0216.
The state feedback control law of system (4) is

u(k) =
[−0.1383 −0.0216

] [x1(k)
x2(k)

]
.

The state feedback control law of singular networked control is

u(k) =
[−0.1383 −0.0216

]
x(k).

5 Conclusions

In this paper, the problem ofH∞ robust control of the singular networked control
system with uncertain delay is investigated. According to Lyapunov function
and linear matrix inequality, the sufficient condition that the singular networked
control system is asymptotically stable and has H∞ performance γ is presented
and the corresponding state feedback control is also given. The example shows
the method is valid and feasible.
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Abstract. This study utilizes the direct neural control (DNC) applied to a DC 
motor belt-driven speed control system. The proposed neural controller of 
model reference adaptive control strategy is treated as a speed regulator to keep 
the belt-driven servo system in constant speed. This study uses experiment data 
to built dynamic model of DC servo motor belt-driven servomechanism, and 
design the appropriate reference model. A tangent hyperbolic function is used 
as the activation function, and the back propagation error is approximated by a 
linear combination of error and error differential. The proposed speed regulator 
keeps motor in constant speed with high convergent speed, and simulation 
results show that the proposed method is available to the belt-driven speed 
control system, and keep the motor in accurate speed. 

Keywords: Neural networks, DC servo motor, Belt-driven servomechanism, 
Speed controls. 

1 Introduction 

The flat Belt-driven DC servo speed control systems have been used in professional 
recorder, precise turntable and many industrial applications, which transmit the power 
by friction caused by the belts and pulleys with low vibration, less noise and low cost. 
Belt elasticity and slip between the belt and pulley make the belt driven systems 
exhibit nonlinear high order dynamics [1]. Some characteristics of belt driven systems 
are changed as temperature, humidity and belt stiffness varying. It is difficult for belt 
driven system to establish an accurate model due to the unknown parameters, high 
order nonlinear, and time varying dynamics. This paper applies model following 
neural control with specialized learning to the Belt-driven DC servo speed control 
system. The major design conception is making the Belt-driven speed control system 
follow a specified dynamic model with appropriate performance indexes. The 
appropriate dynamic for reference model can avoid the elastic nonlinearity of flat belt 
and lasting the flat belt life.During the last decade, the adaptive control algorithms 
[2], Fuzzy control algorithms [3], sliding mode control schemes [4,5] have been 
                                                           
* Corresponding author. 
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developed for the control of belt driven servomechanism. Owing to the advanced 
direct neural controllers have been developed to account for higher order nonlinear, 
time-varying and unmodeled dynamics.[7-12], and the tracking performances of these 
nonlinear systems were substantially improved. But most of the direct neural 
controllers need to obtain input/output sensitivity of plant as Jocobian for the learning 
algorithms and weights update. The direct control strategy can overcome this problem 
if a priori qualitative knowledge or Jacobian of the plant is available. But it is usually 
difficult to approximate the Jacobian of an unknown plant. Zhang and Sen [13] 
presented a direct neural controller for on-line industrial tracking control application, 
and a simple sign function applied to approximate the Jacobian of a ship track 
keeping dynamics. The results of a nonlinear ship course-keeping simulation were 
presented, and the on-line adaptive control was available. But their schematic is not 
feasible for high performance motion controls. A motion control system needs a 
neural controller with faster convergent speed. Lin and Wai [14,15] proposed the δ  
adaptation law to increase the on-line learning speed. They designed a neural network 
controller with the δ  adaptation law for PM synchronous servo motor drive, and 
preserved a favorable model-following characteristic under various operating 
conditions. Chu et al. [16,17] proposed a linear combination of error and error 
differential to approximate the back propagation error, which keeps servo motor in 
constant speed with high convergent speed. 

This study applied the direct neural control (DNC) of model reference adaptive 
control strategy [16,17] applied to the belt-driven speed control servo system. This 
study uses experiment data to build the dynamic model of DC servo motor belt-driven 
servomechanism and the appropriate reference model. A tangent hyperbolic function 
is used as the activation function, and the back propagation error is approximated by a 
linear combination of error and error differential. The simulation results show the 
proposed speed regulator is available to the belt-driven speed control system, and 
keep motor in accurate speed with high convergent speed. 

2 Description of Belt-Driven Speed Control System  

The block diagram of Belt-driven speed control system is shown as Fig.1, and 

mechanism shown as Fig.2, where rω  is speed command, 1ω  is the output of 

reference model, and ω  is system speed response. An aluminum inertial is driven by a 
DC servo-motor with flat belt. The experimental apparatus shown as Fig.3 consist of a 
15W DC servo-motor with flat belt, an optical reflection encoder shown as Fig.4, an 
12bits bipolar D/A converter with a voltage range of +4.98V and -4.98V and a servo 
amplifier with voltage gain of 2.3.In the designed direct neural controller, the number of 
neurons is set to be 2, 5 and 1 for the input, hidden and output layers, respectively (see 
Fig.5). There is only one neuron in the output layer. The output signal of the direct neural 
controller will be between –1 and +1, which is converted into a bipolar analogous voltage 
signal by the D/A converter. The output of the D/A converter is between +4.98V and -
4.98V corresponding to the output signal between +1 and -1 of the neural controller. The 
voltage signal is amplified by the servo-amplifier to provide enough current for driving 
the DC servomotor. Furthermore, the parameters 

1K  and 
2K  must be adjusted in order 
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to normalize the input signals of the neural regulator, and the parameters
3K  and 

4K  

adjusted to normalize the error 1e  and its differential 1e .  

servo motor belt 
driven system_+
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e

11 43
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Fig. 1. The block diagram of the belt-driven speed control system 
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Fig. 2. The belt-driven mechanism Fig. 3. The experimental apparatus of belt-
driven speed control system 
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Fig. 4. The optical reflection encoder Fig. 5. The structure of proposed neural 
controller 
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3 Description of the Neural Control  

Cybenko [18] has shown that one hidden layer with sigmoid function is sufficient to 
compute arbitrary decision boundaries for the outputs. Although a network with two 
hidden layers may give better approximation for some specific problems, de Villiers 
et al. [19] has demonstrated that networks with two hidden layers are more prone to 
fall into local minima and take more CPU time. In this study, a network with single 
hidden layer is applied to the speed control. Another consideration is the right number 
of units in a hidden layer. Lippmann [20] has provided comprehensive geometrical 
arguments and reasoning to justify why the maximum number of units in a single 
hidden layer should equal to M(N+1), where M is the number of output units and N is 
the number of input units. Zhang and Sen. [13] have tested different numbers units of 
the single hidden layer. It was found that a network with three to five hidden units is 
often enough to give good results. There are 5 hidden neurons in the proposed neural 
control. The proposed DNC is shown in Fig 5 with a three layers neural network. 
The difference between desired speed 

rω  and the actual output speed ω  is defined 

as error e . The error e  and its differential e  are normalized between –1 and +1 as 
the inputs of neural network. The difference between reference model output 

1ω  and 

the actual output speed ω  is defined as error 1e . The back propagation error term is 

approximated by the linear combination of error 1e  and its differential 1e  shown in 

Fig. 1. A tangent hyperbolic function is applied as the activation function of the nodes 
in the output and hidden layers. So that the net output in the output layer is bounded 
between – 1 and +1, and converted into a bipolar analogous voltage signal through a 
D/A converter, then amplified by an servo amplifier for enough current to drive the 
DC motor. The proposed three layers neural network, including the hidden layer ( j ), 

output layer ( k ) and input layer ( i  ) as illustrated in Fig. 5. The input signals e  and 
e are multiplied by the coefficients 

1
K  and 

2K , respectively, as the normalized 

input signals 
iO  to hidden neurons. The net input to node j in the hidden layer is 

 +⋅= jijij OWnet θ)(   ,,...2,1 Ii =  Jj ,...2,1=            (1) 

the output of node j is 

)tanh()( jjj netnetfO ⋅== β
                      

 (2) 

where 0>β , the net input to node k in the output layer is 

 +⋅=
kjkjk

OWnet θ)(   ,,...2,1 Jj =   Kk ,...2,1=              (3) 

the output of node k is 

)tanh()( kkk netnetfO ⋅== β                          
 (4) 



 A Model Reference Neural Speed Regulator Applied to Belt-Driven Servomechanism 455 

The output 
kO  of node k in the output layer is treated as the control input 

Pu  of the 

system for a single-input and single-output system. As expressed equations, 
jiW  

represent the connective weights between the input and hidden layers and 
kjW  

represent the connective weights between the hidden and output layers. 
jθ  and 

kθ  

denote the bias of the hidden and output layers, respectively.The error energy function 
at the Nth sampling time is defined as  

2
1

2
1 2

1
)(

2
1

NNNN eE =−= ωω                           (5) 

The weights matrix is then updated during the time interval from N to N+1. 

11 −+ Δ⋅+
∂
∂

−=−=Δ N
N

N
NNN W

W

E
WWW αη                     (6) 

where η  is denoted as learning rate and α  is the momentum parameter. The 

gradient of 
NE  with respect to the weights 

kjW  is determined by 

jk

kj

k

k

N

kj

N O
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net
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∂
∂

∂
∂=

∂
∂                              (7) 

and 
k

δ  is defined as 
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The differential of 
NE  with respect to the network output 

kO  can be approximated 

by a linear combination of the error 1e , and shown as：  

    1
413 dt

de
KeK

O

E

k

N +=
∂
∂                         (9) 

where 
3

K  and 
4

K  are positive constants. Similarly, the gradient of 
NE  with respect 

to the weights shown as 

ij

ji

j

j

N

ji
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W
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∂
∂

∂
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∂
∂                           (10) 
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The weight-change equations on the output layer and the hidden layer are 

1Nkjjk

1Nkj

Nkj

N

Nkj

WO

W
W

E
W

−

−

Δ⋅+−=

Δ⋅+
∂
∂−=Δ

,

,

,

,

αηδ

αη                        (12) 

1Njiij

1Nji

Nji

N

Nji

WO

W
W

E
W

−

−

Δ⋅+−=

Δ⋅+
∂
∂−=Δ

,

,

,

,

αηδ

αη                        (13) 

where η  is denoted as learning rate and α  is the momentum parameter. The 

weights matrix are updated during the time interval from N to N+1 :  

NkjNkjNkj WWW ,,1, Δ+=+                          (14) 

NjiNjiNji WWW ,,1, Δ+=+                         (15) 

4 Numerical Simulations 

The block diagram of the DC servo motor speed control system with the proposed 
neural regulator is shown in Fig.1. The parameters of 15W DC servomotor are listed 
in Table 1, a tachometer with a unit of 1v/1000rpm, a 12 bits bipolar D/A converter 
with an output voltage between of –4.98V and +4.98V and a servo amplifier with 
voltage gain of 2.3. 

Table 1. The parameters of motor 

Motor resistance aR  Ω18.3  

Motor inductance aL  mH53.0  

Inertia of rotor J  27103.24 kgm−×  

Torque constant TK  AmNm23  

Back emf BK  0.00241V/rpm 

 
In the designed direct neural controller, the number of neurons is set to be 2, 5 and 

1 for the input, hidden and output layers, respectively (see Fig.5). There is only one 
neuron in the output layer. The output signal of the direct neural controller will be 
between –1 and +1, which is converted into a bipolar analogous voltage signal by the 
D/A converter. The output of the D/A converter is between +4.98V and -4.98V 
corresponding to the output signal between +1 and -1 of the neural controller. The  
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servo amplifier with voltage gain of 2.3 provides enough current for driving the DC 
servomotor. The parameters 

1K  and 
2K  must be adjusted in order to normalize the 

input signals for the neural controller. In this simulation, the parameters
3K  and 

4K  

can be adjusted to normalize the error 1e  and its differential 1e . 

The open loop simulation gives input voltage of 0.76V to the no load 15W DC 
servomotor, and the speed response is shown in Fig.6. The experiment gives 0.76V to 
the same servomotor with aluminum load inertial, and the experiment result is shown 
in Fig.7. The simulation and experiment results show that the load inertial increases 
the system time constant, and the oil bearing of the load inertial will induce friction 
force. The equivalent load inertial of the belt driven system can be estimated as 

26103.24 kgm−× , and the oil bearing of the load inertial will induce friction force, 

which can be estimated as 0.00436Nm. The open loop simulation gives input voltage 
of 0.76V to the belt driven system with aluminum load inertial 26103.24 kgm−×  and 

friction force of 0.00436Nm. The simulation result is shown in Fig.8, which is similar 
to experiment results. 

In this simulation, the appropriate reference model designed according to the 
reasonable performance index. If the reference model with larger time constant will 
decrease the flexible affection of flat belt, and increase the life of flat belt. Contrary, if 
the reference model decreases time constant, that will increase the flexible affection 
of flat belt, and decrease the life of flat belt. The experiment gives 0.76V to the belt 
driven system with aluminum load inertial, Fig.7 shows the system settling time of 
0.5s. According to Fig.7, the appropriate reference model defined as )10(10 +s  with 

settling time of 0.6s. A step command of 0.033V (33rpm), 1V corresponding to 
1000rpm, is denoted as the speed command, the sampling time is set to be 0.0001s , 
the learning rate η of the neural network is set to be 0.1 and the coefficient β =0.5 is 

assigned.  
The parameters 

1K  and 
2K  are assigned to be 0.6 and 0.01, respectively, in order 

to obtain an appropriate normalized input signals to the neural network. The 
parameters 

3K =
1K =0.6 and 

4K =
2K =0.01 are assigned for better convergent speed 

of the neural network. Fig.9 (a) represents the speed response of the DC motor with 
neural controller. Fig.9 (b) represents the output signal of the neural controller. Fig.10 
Assumes a disturbance torque load of 0.0012 Nm applies to this control system at 
t=1.2s. The simulation results are shown in Fig.10. Fig.10 (a) represents the speed 
response of the DC motor with neural controller. Fig.10 (b) represents the output 
signal of the neural controller. The simulation results show the speed response of the 
DC motor is stable, and the proposed neural speed regulator enhances the adaptability 
with accurate steady state speed. 
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Fig. 6. Simulation speed response of no 
load motor with 0.76V step input 

Fig. 7. Experiment speed response of no load motor 
with 0.76V step input 

Fig. 8. Simulation speed response of belt-driven system with 0.76V step input 

 

(a) speed response (b) Neural regulator output 

Fig. 9. The speed response of the belt driven system with neural controller (reference model：---

-----：system output： ) 
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(a) speed response 
(b) Neural regulator output 

Fig. 10. The speed response of the belt driven system with neural controller (with step 

disturbance of 0.0012N at 1.2s; reference model：--------：system output： ) 

5 Conclusion  

The proposed model reference neural speed regulator is easily implemented, which 
has been successfully applied to regulate the speed of a belt driven servo mechanism 
with DC driver. The advantages of this controller are no need of previous knowledge 
or dynamic model of the plant. The simulation results show the on line learning 
capability leads the proposed neural controller enhances the adaptability and speed 
accuracy for the belt driven servo control system. 
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Abstract. In this paper, active control of repetitive impulsive noise is studied. A 
novel model-free iterative learning control (MFILC) algorithm based on FFT is 
used for an active noise control (ANC) system with an unknown or time-
varying secondary path. Unlike the model-based method, the controller design 
only depends on the measured input and output data without any prior know-
ledge of the plant model. Computer simulations have been carried out to vali-
date the effectiveness of the presented algorithm. Simulation results show that 
the proposed scheme can significantly reduce the impulsive noise and is more 
robust to secondary path changes. 

Keywords: Active noise control, Repetitive impulsive noise, Iterative learning 
control, Model-free. 

1 Introduction 

Active noise control (ANC) has received extensive research in the past two decades 
[1,2]. Although great progress has been made in ANC, There are just few literatures 
addressing the active control of impulsive noises. The reason is that the impulsive 
noise is described by non-Gaussian stable distribution and tends to have infinite va-
riance (second-order moment) [3]. But classical ANC algorithms (such as the filtered-
X Least Mean Square (FXLMS) algorithm) are based on the least mean square(LMS) 
criterion to minimize the second-order moment of the residual error at the error sensor 
[1], which may not exist for impulsive noise. It is well-known that impulsive noise 
tends to produce large-amplitude excursions from the average value more frequently 
than Gaussian signals, their density functions decay in the tails less rapidly than the 
Gaussian density function. When the LMS criterion is used, little attention is paid to 
relatively minor errors in order to make very large errors as small as possible. As a 
result, the overall noise-cancelling performance will degrade. So these algorithms are 
not appropriate for the control of impulsive noise [3].   
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Up to now, there are two types of algorithms to control impulsive noise. One is a 
modified version of FXLMS algorithm which is used to control random impulsive 
noise, such as the filtered-X least mean p-power (FxLMP) algorithm proposed by 
Leahy et al. in 1995[4], modified-reference FXLMS algorithm proposed by Sun et al. 
in 2006[5], modified-reference and error FXLMS algorithm proposed by Akhtar et al. 
in 2009[6], Filtered-x logarithm least mean square(FxlogLMS) algorithm proposed by 
Wu et al. in 2011[7]. All these algorithms are based on the same idea: using a 
bounded variable to replace the variance in the FXLMS, the difference is that each 
algorithm uses different bounded variable.  

The other is iterative learning control (ILC) algorithm which is used to control re-
petitive impulsive noise. In practice, the repetitive impulsive noises do exist widely 
and it is of great meaning to study its control. Pinte et al. first introduced this algo-
rithm into ANC in 2003 [8]. And then they published several papers on repetitive 
impulsive noise control using ILC algorithm [9-11]. But, in this ILC control method, 
estimation of the secondary-path is crucial to the stability of the system to generate 
accurate anti-noise. 

However, characteristics of the secondary-path usually vary with respect to tem-
perature or other environments, that is, the secondary-path is time-variant. Therefore, 
it is difficult to estimate the exact characteristics of the secondary-path accurately 
[12]. To solve this problem, a model-free ILC (MFILC) control scheme based on fast 
Fourier transform (FFT) algorithm is presented here. This approach is based on the 
measured input and output data to tune the control signal without the need to model 
the secondary-path, which will be discussed in detail in this paper.                               

2 Control Algorithm  

The block diagram of the ANC system using the MFILC algorithm is shown in Fig.1. 
The primary-path P(q) is from the noise source to the error microphone, and the sec-
ondary-path S(q) is from  the canceling loudspeaker to the error microphone. n is the 
time index, k is the iteration index, q is the time-shift operator, MEM stands for mem-
ory and store the previous information.     

 

Fig. 1. The block diagram of the ANC system using the MF ILC algorithm 
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At any time instant n, defining the input signal vector X(n) as 

[ ( ), ( 1), ( 1)]T(n) x n x n x n N= − − +LX . (1) 

Where N is the length of the input vector X(n), [.]T denotes transpose of a vector. 
Then the disturbance signal d(n) is  
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Where {p0, p1, . . .} are the impulse response parameters of the primary path, N1 is the 
length of the primary path.  

The anti-noise signal at the kth iteration can be expressed as 
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Where {s0, s1, . . .} are the impulse response parameters of the secondary path, Ns is 
the number of samples in one signal period, Ns ≥  N2 ,if the length of the secondary 
path N2 is shorter than Ns, then filled with zeros. 

The residual error at the kth iteration can be written as 

( ) ( ) ( )
k k

e n d n y n= + .                              (4) 

According to the ILC theory[13], the expression for the ILC algorithm for rejecting 
disturbance can be written as 

 1( ) ( ) ( ) ( )k k ku n u n L q e n+ = − .                           (5) 

Where L(q) is the learning filter. Which is usually designed based on the inversion of 
the secondary path S(q). if the secondary path of the ANC system is completely un-
known or time-varying, it is impossible to use inversion model-based method as a 
learning rule to update the controller coefficients. 

Here, we use MF scheme to obtain the ILC learning rule in frequency domain, the 
most Fourier transformed input-output measurement is used to estimate 

1( ) ( ) / ( )k kG j u j y jω ω ω− ≈ [14], where G is the transfer function of the secondary 

path S(q), then the ILC updating algorithm in frequency domain can be written as  
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Then the amplitude and phase of each Fourier component can be updated by using the 
following update algorithm: 
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1 1( ) ( ) ( )k k ku j u j e jω ω ω− −∠ = ∠ − ∠ .                     (7) 

Eq.(7) will give a new set of Fourier coefficients for the control signal, then taking the 
inverse FFT(IFFT) to obtain the time domain control signal, which is sent to the sys-
tem. 

From Eq. (7), it can be seen that the control signal is updated only based on the 
measured input and output data without any prior knowledge of the secondary path, 
so this algorithm is called MFILC algorithm.   

3 Simulation Studies 

Some simulations are presented to illustrate the properties of the proposed algorithm. 
A periodically impulsive signal x(n) in the form of a rounded impulse is used as the 
primary noise signal [15], the time between two consecutive impulsive signals is 
0.25s. 512-point FFT/IFFT is used to transform the output/input data, the sampling 
rate used in this simulation is 2,000Hz.   

The impulse responses of primary and secondary path are shown in Fig.2 and 
Fig.3, respectively. Here, the length of the primary path N1=256, the length of the 
secondary path N2=17, the relative degree m1=22, m2=6.  

Fig.4 shows the pole-zero diagram of the above secondary path. It can be seen that 
the secondary path is a non- minimum phase model. 

Fig.5 shows the primary disturbance d(n) and secondary anti-noise y(n) at the 20th 
iteration, it can be seen the secondary anti-noise signal y(n) is basically of equal am-
plitude but 180° out of phase from the primary disturbance signal d(n). 

Fig.6 shows the residual error signal e(n) at the 20th iteration. It can be seen that 
the residual error signal is very small, so this algorithm can cancel the impulsive noise 
effectively. 

Fig.7 shows the canceling error in the frequency domain at the 20th iteration, it can 
be seen that all the frequency components of impulsive noise have been reduced ef-
fectively. 

Fig.8 shows the logarithm of mean square error (MSE) of the residual error signal 
during 30 iterations to verify the robustness of this MF algorithm against system 
changes. At iteration 10, the secondary path is altered by letting ( ) ( )S q S q= − , at itera-

tion 20, the secondary path is altered by letting ( ) 1.2 ( )S q S q= . It can be seen that 

when the secondary path model is time-varying, the MF ILC algorithm has a good 
tracking ability of the secondary path. After a short transient phase, the system settles 
down to a steady-state response.  

Fig.9 shows the control signal for the secondary actuator u(n) during 30 iterations 
using the proposed algorithm in this paper. It can be seen that the amplitude of the 
control signal is small and feasible in practical systems, and is adjusted quickly to 
adapt to the secondary path changes. 

It is concluded that the MFILC algorithm can eliminate the need of the modeling of 
the secondary path for the ANC system. So, such an approach has potential advantag-
es in accommodating systems where the equations governing the system are unknown 
or with time-varying dynamics. 
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Fig. 2. The impulse response of primary path   Fig. 3. The impulse response of secondary path   
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4 Conclusions 

It is well-known that the classical ILC algorithm is based on the inversion of plant in 
nature. One of the immediate difficulties with the plant inversion approach occurs 
when dealing with time-varying or non-minimum phase systems. In this paper, a sim-
ple, practical model-free (MFILC) algorithm in frequency domain is presented for the 
cancellation of repetitive impulsive noise. The controller design only depends on the 
measured input and output data without any prior knowledge of the plant model. 
FFT/IFFT are used to transform the input/output data between time domain and fre-
quency domain. In this MFILC learning rule, the amplitude and phase of each Fourier 
component are updated, respectively. Simulation results show that the proposed 
scheme is robust to secondary path changes and can reduce the impulsive noise  
effectively. 

References 

1. Kuo, S.M., Morgan, D.R.: Active Noise Control Systems— Algorithms and DSP Imple-
mentations. Wiley, New York (1996) 

2. Elliott, S.J.: Signal Processing for Active Control. Academic Press, San Diego (2001) 
3. Nikias, C.L., Shao, M.: Signal Processing with Alpha-stable Distribution and Applications. 

Wiley, New York (1995) 
4. Leahy, R., Zhou, Z.Y., Hsu, Y.C.: Adaptive filtering of stable processes for active attenua-

tion of impulsive noise. In: Proceedings of the 1995 International Conference on Acous-
tics, Speech, and Signal Processing, vol. 5, pp. 2983–2986 (1995) 

5. Sun, X., Kuo, S.M., Meng, G.: Adaptive algorithm for active control of impulsive noise. 
Journal of Sound and Vibration 291(1-2), 516–522 (2006) 

6. Akhtar, M.T., Mitsuhashi, W.: Improving performance of FxLMS algorithm for active 
noise control of impulsive noise. Journal of Sound and Vibration 327(3-5), 647–656 
(2009) 

7. Wu, L.F., He, H.S., Qiu, X.J.: An active impulsive noise control algorithm with logarithmic 
transformation. IEEE Trans. on Audio, Speech and Language Processing 19(4), 1041–1044 
(2011) 

8. Pinte, G., Desmet, W., Sas, P.: Active control of impact noise in a duct. In: Proceedings of 
Tenth International Congress on Sound and Vibration, Sweden, pp. 3727–3734 (2003) 

9. Pinte, G., Desmet, W., Sas, P.: Active Control of Repetitive Transient Noise. Journal of 
Sound and Vibration 307(3-5), 513–526 (2007) 

10. Pinte, G., Stallaert, B., Sas, P.: A novel design strategy for iterative learning and repetitive 
controllers of systems with a high modal density: theoretical background. Mechanical Sys-
tems and Signal Processing 24, 432–443 (2010) 

11. Stallaert, B., Pinte, G., Sas, P.: A novel design strategy for iterative learning and repetitive 
controllers of systems with a high modal density: Application to active noise control. Me-
chanical Systems and Signal Processing 24, 444–454 (2010) 

12. Zhou, Y.L., Zhang, Q.Z., Li, X.D., Gan, W.S.: On the use of an SPSA-based model-free 
feedback controller in active noise control for periodic disturbances in a duct. Journal of 
Sound and Vibration 317(3-5), 456–472 (2008) 



 Model-Free Iterative Learning Control for Repetitive Impulsive Noise Using FFT  467 

13. Bristow, D.A., Tharayil, M., Alleyne, A.G.: A survey of iterative learning control. IEEE 
Control Systems Magazine 26(3), 96–114 (2006) 

14. Yang, L., John, B.: Feedforward control of a piezoelectric flexure stage for AFM. In: 2008 
American Control Conference, USA, Washington, pp. 2703–2709 (1999) 

15. Aleksander, H.: Optimal repetitive control with preview for active vibration control. In: 
American Control Conference, USA, June 24-26, pp. 2407–2411 (1992) 



J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 468–477, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Research on Diagnosis Method of Predictive Control 
Performance Model Based on Data 
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Abstract. Predictive control is a sort of advanced control strategy, therefore, 
the study on diagnosis technology of predictive control performance model has 
both important theoretical and applicable value  for maintaining and increasing 
predictive controller performance, enhancing the promotion and application of 
advanced control strategy.This paper mainly introduces the predictive controller 
performance diagnosis methods based on data, and on this basis, puts forward a 
kind of based on the performance assessment method of PCA similar factor’s 
predictive control model. The method by introducing performance 
characteristics subspace to describe the characteristics of each performance type 
calculates real time data and PCA similar factor among performance subspace 
of various data, using classification analysis and taking PCA similar factor as 
measurement merit determines the type in accordance with diagnosis data and 
locates the reason that causes the performance reduction of predictive control 
model. And the paper puts forward the performance assessment method that 
takes advantage of PSO to gain PCA similar factor parameter, and uses 
simulation results to test the effectiveness of the method. 

Keywords: model predictive control, PCA, similar factor, particle swarm 
optimization. 

1 Introduction 

Model predictive control is widely used in the petrochemical industries  to control 
complex processes that have operating constraints on the input and output variables. 
The MPC controller uses a process model and a constrained, on-line optimization to 
determine the optimal future control move sequence.  The first control move is 
implemented and the calculations are then repeated at the next control calculation 
interval, the so-called receding horizon approach. Excellent overviews of MPC and 
comparisons of commercial MPC controllers are available [1].  

Although MPC control has been widely applied for over 25 years, the problem of 
monitoring MPC system performance has received relatively little attention until 
recently [2-5].  

The objective of this research  is to develop a MPC monitoring technique that will  
help  plant personnel  to  answer the following questions:  (1)  Is  the MPC  system 
operating normally? (2) If  not, is its poor performance due to an abnormal disturbance  
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or an  inaccurate process model (for the current conditions)?  The proposed MPC 
monitoring technique is based on a pattern classification approach. This approach was 
selected because it is desired to be able to identify plant changes, in addition to 
disturbances, without performing a full model re-identification that would require 
significant process excitation. Thus, identifying plant changes in this context is an 
extremely difficult task [6]. 

In a previous paper, a MPC monitoring strategy was developed using multi-layer 
preceptor neural networks as the pattern classifiers.  In this paper, the classification is 
instead based on a novel application of principal component analysis, especially PCA 
similarity factors and distance similarity factors. The proposed MPC monitoring 
technique is evaluated in a simulation case study for the Wood-Berry distillation 
column model. 

2 PCA Methodology 

Principal component analysis is a multivariate statistical technique that has been 
widely used for both academic research and industrial applications of process 
monitoring. Its ability to create low-order, data-driven models by accounting for the 
collinear of the process data, its modest computational requirements, and its sound 
theoretical basis make  PCA  a highly desirable technique upon which  to base tools  
for monitoring processes. Traditional PCA monitoring techniques use 2T and  Q  

(Squared prediction error, SPE) statistics [7] to determine how well a single sample 

agrees with the PCA model. 2T  is calculated as follows 
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Here 1 2[ , , , ]mx x x x= L
; 1 2[ , , , ]kt t t t= L   component of vector; 1( , , )kS diag λ λ= L  is 

formed by characteristic values of covariance matrix X. 
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and， 1 2[ , , , ]mP p p p= L  is the eigenvector of  X, called load matrix . 

When the modeling data X pretreatment standardization, the equation (1) can be 
changed as: 
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The monitoring strategy proposed in this paper is based on a different approach; it 
uses several PCA-based similarity factors [6] to compare current operating data with a 
simulated, closed-loop database in order to classify the current operating data. 

3 PCA and Distance Similarity Factors  

The PCA similarity factor, SPCA, provides a useful characterization of the degree of 

similarity for two datasets.  It is based on the similarity of the directions of the 

principal component vectors for the two corresponding PCA models.  A PCA model 

is defined to be the matrix that has he first k principal component vectors as its 

columns. The PCA similarity factor, SPCA, is then defined as           
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Here (1)
iλ is the thi characteristic value of first group of data and the 

(2)
jλ is the 

thj characteristic value of second group of data. Defined ijθ  as the angle between (1)
iλ  

and 
(2)
jλ . So, the equation of Similarity Factor PCAS λ

 can be changed as： 
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4 A Fault Detection and Diagnosis Method Based on Principal 
Component Analysis 

In summary, the basis for the proposed PCA approach is to use the composite 

similarity factor PCAS λ  to determine the similarity between a current dataset and a 

group of training datasets that contain a wide variety of closed-loop process 
responses. The training datasets that are most similar to the current dataset are 
collected into a candidate pool, and based on an analysis of the training datasets in the 
pool, the current dataset is classified. An important aspect of the classification is how 
the different operating classes are defined. By PCA similar factor, make sure the 
current controller performance to the property category, so as to achieve the purpose 
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of the performance diagnosis. PCA similar factor diagnosis of the procedure is as 
follows: 

1. Define performance Data 
iX  and sorted as the kind of iC ， 1,2...i K=  , here, K is 

Performance mode of the number of categories. Simultaneously, establish the 
subspace of performance modes , 1,2,iV i K= L . Gather the modes and create a 

database for mode category. 
2. When the MPC controller performance declined, collect the worse performance 

data m nM R ×∈ . Establish corresponding subspace of performance mode category 

MV . 

3. According to the equation (8), calculate and collect the worse performance data M 

and the subspace of performance modes MV , calculate the PCAiSλ  between MV and 

iV ， (1 )i K≤ ≤ . According to the similar factor definition, when two sets of data 

more consistent in the direction, the similarity factor PCAS λ
( 0 1PCAS λ≤ ≤ ) more 

closer to 1. So, we an get the way of  Subspace Classification Strategy as： 

 { | arg max( ), 1,2, , }M j PCAjC C S j Kλ⊂ = L  (9) 

According to the Classification Strategy subspace, equation (9) can determine if the 
current deteriorating performance data M belongs to what‘s kind of performance 
mode. For diagnosing the performance of current MPC controller. 

5 The Performance Characteristics of  Subspace Model 
Performance Diagnostic Method Based on the Optimization 
of PSO 

Simulation results show, in previous, the characteristics of used the method base on 
performance subspace model for predictive control performance diagnosis modified 
the parameters of the model, obtained the process data to set up sub-performance 
space. The sub-performance space is also selected randomly through selecting a group 
in the middle of the data. And, the sub-performance space is composed of the random 
data, but the approach is not reasonable. We all know that in reality of industrial 
production in the research object is a real machine, may be a motor, which may also is 
a set of equipments. The researchers could not change its performance parameters 
artificial. So in this paper, according to the original model by using model 
identification method, get a mode has a certain error with the original model, in 
recognition of the model as a lot of simulation experiments verify the feasibility of 
this method. Then will through the PSO optimized the feature subspace of the index is 
applied to and real corresponding original model, the judge in the identification model 
and the original model in some errors, based on feature subspace performance with 
the method of model for predictive control whether can make the right performance 
diagnosis, if in the original model can be applied on that this method is feasible. 
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6 Model Identification 

We use the Wood-Berry distillation column model as a simulation model. The Wood-
Berry model is a 2*2 transfer function model of a pilot plant distillation column that 
separates methanol and water [7]. The system outputs are the distillate and bottoms 

compositions, DX =0.5 and BX =0.5, which are controlled by the reflux and steam 

flow rates, R and S. The unmeasured feed flow rate, F, acts as a process disturbance. 
The column model is shown in Equation (10). The Wood-Berry model is a classical 
example used in many previous publications and in the MATLAB MPC Toolbox. 
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6.1 Select the Identification Model 

Due to the simulation test in subsequent modification parameter, it is necessary to 
distinguish with the original model structure model to consensus, so in the model 
selection of identification, with pure time delay of the first- order the cycle: 
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 (11) 

The transfer function as (11) type, so we only need to make sure the type parameters, 
K
、

T and τ . 
Without regard to the process disturbance, the Wood-Berry identification model as 

follow: 
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The RMSE between identification model and original model is: 

 [10.65%,17.14]e =  (13) 

6.2 Database Generation and Selection of Performance Subspaces 

Suppose that the process disturbance meet to the F ~ N (0, 0.01) of white noise, in  
the premise of no constraints equation, select the MPC model associated parameter:  
P = 10, M = 1. It should be noted that in controller design one often needs select 
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appropriate database as based performance data, create sub-performance space P0. 
According to the simulation experiment analysis, based on the method of PCA similar 
factor MPC controller used in diagnosis performance of four factors ，and this 
method does not apply to the situation of the controller has various faults at the same 
time. Select gain K mismatch of model mismatch; Select constant T mismatch of 
model mismatch; Select controller adjustment parameters M unsuitable; Select 
disturbance variance σ  changes. 

Through the PSO (particle swarm optimization) algorithm can find one set of 
performance indicators, the performance data of process can formative subspaces can 
be show as each feature performance subspace, and record as category A. The 
simulation experiment can get K, T, M and two characteristic set indexs: (1) select the 
static gain K of mismatch model increased by 40.5%, and be marked as B1; select  
the time constant T of mismatch model increased by 41.9%, and  be marked as C1; 
Select controller parameters M changed to 3, and  be marked as D; disturbance 
σ variance for 0.03 change, and be marked as E. (2) select the static gain K of 
mismatch model increased by 40.5%, and be marked as B1; select the time constant T 
of mismatch model increased by 41.9%, and  be marked as C1; Select controller 
parameters M change to 3, and  be marked as D; disturbance σ variance for 0.03 
change, and be marked as E. The following table 1 shows. 

Table 1. Classes and their parameters of MPC performance deterioration factors 

class parameter 

A normal 

B K mismatch 

C T mismatch 

D M alteration   

E σ  alteration 

7 Simulation Results  

Wood-Berry distillation column model simulation of fault diagnosis. 

1. When static gain K of the identified model is set orderly: increased by 0%, 10%, 
30%, 40%, 60%, 10%, reduced by 30%, 40%, 60%, we get 9 different sets of data, 
and marked as TP1, to establish the corresponding performance subspace, and 

calculate similarity factor PCAS λ
 
of each performance subspaces. The change of 

TP1 model parameters and the results in table 2.  
2. When time constant T of the identified model is set orderly: increased by 0%, 10%, 

30%, 40%, 60%, 10%, reduced by 30%, 40%, 60%, we get 10 different sets of 
data, and marked as TP2, to establish the corresponding performance subspace, and 

calculate similarity factor PCAS λ
 of each performance subspaces. The change of 

TP2 model parameters and the results in table 3. 
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3. When controller parameters M of the identified model is set: as 2，3，4，5 we 
get 4 different sets of data, and marked as TP3, to establish the corresponding 

performance subspace, and calculate similarity factor PCAS λ
 
of each performance 

subspaces. The change of TP3 model parameters and the results in table 4.  
4. When disturbance σ variance of the identified  model is set orderly: as 0.015，

0.02，0.025，0.03, we get 4 different sets of data, and marked as TP4, to establish 

the corresponding performance subspace, and calculate similarity factor PCAS λ
 
of 

each performance subspaces. The change of TP4 model parameters and the results 
in table 5.  

Table 2. Performance pattern classification results of the test data TP1 

K A class B1\B2 class C1\C2 class D class E class 

+0% 1 0.9999\0.9997 0.9987\0.9981 0.848 0.9995 

+10% 0.9996 0.9998\0.9997 0.9978\0.9977 0.8558 0.9986 

+30% 0.9999 1\0.9999 0.9992\0.9989 0.8492 0.9993 

+40% 0.9998 1\0.9997 0.9987\0.9981 0.848 0.9995 

+60%  0.9996  0.9998\0.9998  0.9798\0.9983  0.7568  0.9696  

-10% 0.9991 0.9998\0.9999 0.9979\0.9976 0.8452 0.9988 

-30% 0.9999 0.9999\1 0.9993\0.9985 0.8942 0.9991 

-40% 0.9997 0.9997\1 0.9986\0.9971 0.884 0.9985 

-60% 0.9994 0.9992\0.9998 0.9982\0.9988 0.8550 0.9987 

Table 3. Performance pattern classification results of the test data TP2 

T A 

class 

B1\B2 class C1\C2 class D class E class 

+30% 0.9991 0.9994\0.9998 0.9999\0.9997 0.8414 0.9996 

+35% 0.8865 0.9339\0.9499 0.9998\0.9963 0.8879 0.9997 

+40% 0.9984 0.9987\0.9997 1\0.9999 0.8374 0.9993 

+45% 0.8901 0.9284\0.9968 1\0.9998 0.8459 0.9899 

+50% 0.9968 0.9968\0.9782 0.9995\0.9989 0.8272 0.9982 

-30% 0.9992 0.9949\0.9997 0.9996\0.9998 0.8441 0.9991 

-35% 0.8856 0.9340\0.9938 0.9987\0.9999 0.8789 0.9979 

-40% 0.9985 0.9978\0.9758 0.9999\1 0.8347 0.9992 

-45% 0.8310 0.9824\0.9687 0.9996\0.9999 0.8549 0.9989 

-50% 0.9918 0.9967\0.9991 0.9978\0.9996 0.8290 0.9892 
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Table 4. Performance pattern classification results of the test data TP3 

M A class B1\B2 class C1\C2 class D class E class 

2 0.756 0.8557\0.7935 0.7039\0.8491 0.896 0.6986 

3 0.845 0.8488\0.8659 0.8357\0.9658 1 0.9993 

4 0.7012 0.7051\0.6431 0.7010\0.6268 0.7257 0.7011 

5 0.6841 0.6871\0.6571 0.6779\0.6477 0.7009 0.6852 

Table 5. Performance pattern classification results of the test data TP4 

σ  A class B1\B2 class C1\C2 class D class E class 

0.015 0.9998 0.9997\0.998 0.9998\0.9995 0.8393 0.9999 

0.02 0.9994 0.9994\0.9986 0.9992\0.9997 0.8339 0.9896 

0.025 0.9989 0.9996\0.9997 0.9993\0.9995 0.8378 0.9998 

0.03 0.9995 0.9995\0.9994 0.9993\0.9989 0.8349 1 

 
Compare to the performance indicators of original model.  
The process data are generated from the original model, through modifying the 

original model parameters and do a small amount of experiments, show the feasibility 
of the method. 

1. When static gain K of the original model is set orderly: increased by 0%, 15%, 
35%, reduced by 15%, we get 5 different sets of data, and marked as TP1, to 
establish the corresponding performance subspace, and calculate similarity factor 

PCASλ of each performance subspaces. The change of TP1 model parameters and 

the results in table 6.  

Table 6. Performance pattern classification results of the test data TP1 

K A class B1\B2 class C1\C2 class D class E class 

0% 1 0.9898\0.9999 0.9989\0.9995 0.7540 0.9993 

+15% 0.8899 0.9978\0.9967 0.9129\0.9368 0.8368 0.9394 

+35% 0.9979 0.9999\0.9996 0.9992\0.9968 0.7895 0.9992 

-15% 0.8899 0.9966\0.9978 0.9145\0.9948 0.8638 1 

-35% 0.9979 0.9993\0.9999 0.9889\0.9938 0.7859 0.9993 

The above experiments show that although the original model and identification 
model has some error and the diagnosis result of one set of data has problem, but the 
method of similarity factor based on PCA model  can generally diagnosis the 
performance of  predictive control. 

2. When time constant T of the original model is set orderly: increased by 30%, 50%; 
reduced by 30%,50%. We get 4 different sets of data, and marked as TP2, to 
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establish the corresponding performance subspace, and calculate similarity factor 

PCAS λ  of each performance subspaces. The change of TP2 model parameters and 

the results in table.  

Table 7. Performance pattern classification results of the test data TP2 

T A class B1\B2 class C1\C2 class D class E class 

+30% 0.9891 0.9991\1 0.9999\0.9997 0.8414 0.9996 

+50% 0.9863 0.9988\0.9991 0.9995\0.9992 0.8272 0.9991 

-30% 0.9891 0.9961\0.9996 0.9986\0.9998 0.8414 0.9996 

-50% 0.9863 0.9898\0.9968 0.9989\0.9996 0.8272 0.9991 

 
The above experiments show that although the original model and identification 

model has some error and the diagnosis result of some data has problem, but the 
method of similarity factor based on PCA model  can generally diagnosis the 
performance of  predictive control. 

3. When controller parameters M of the original model is set as 3，4 we get 2 
different sets of data, and marked as TP3, to establish the corresponding 

performance subspace, and calculate similarity factor PCAS λ of each performance 

subspaces. The change of TP3 model parameters and the results in table 8.  

Table 8. Performance pattern classification results of the test data TP3 

M A class B1\B2 class C1\C2 class D class E class 

3 0.9892 0.9991\0.9990 0.8987\0.8967 1.0000 0.9994 

4 0.9889 0.9788\0.9937 0.8347\0.9861 0.9997 0.9989 

 
The above experiments show that although the original model and identification 

model has some error and the diagnosis result of one set of data has problem, but the 
method of similarity factor based on PCA model  can generally diagnosis the 
performance of  predictive control. 

4. When disturbance σ variance of the model is set orderly as 0.02，0.03. We get 2 
different sets of data, and marked as TP4, to establish the corresponding 

performance subspace, and calculate similarity factor PCAS λ of each performance 

subspaces. The change of TP4 model parameters and the results in table 9.  
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Table 9. Performance pattern classification results of the test data TP4 

σ  A class B1\B2 class C1\C2 class D class E class 

0.02 0.9892 0.9991\0.9998 0.9999\0.9996 0.8987 0.9999 

0.03 0.9889 0.9788\0.9987 0.9998\0.9938 0.8347 1.0000 

8 Conclusions 

This paper mainly based on the method of PCA similarity factor model predictive 
control of MIMO performance of the diagnosis. First, the application of principal 
component analysis of controller thought performance is analyzed whether meet the 
requirements. Second, give the calculating formula of similarity factor. And, the 
simulation results on Wood-Berry distillation column model demonstrate that the 
method based on the PCA similarity factor can reasonably reflect the performance 
variation of the model predictive control, implement the performance diagnosis 
effectively. 
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Abstract. In this paper, a neural network (NN)-based adaptive dy-
namic programming (ADP) algorithm is employed to solve the optimal
temperature control problem in the water-gas shift (WGS) process. Since
the WGS process has characteristics of nonlinearity, multi-input, time-
delay and strong dynamic coupling, it is very difficult to establish a
precise model and achieve optimal temperature control using traditional
control methods. We develop an NN model of the conversion furnace us-
ing data gathered from the WGS process, and then establish an NN con-
troller based on dual heuristic dynamic programming (DHP) to optimize
the temperature control in the WGS. Simulation results demonstrate the
effectiveness of the neuro-controller.

Keywords: Adaptive dynamic programming, optimal temperature con-
trol, water-gas shift, nonlinear systems, neural networks.

1 Introduction

The water-gas shift (WGS) process plays an important role in the production
of coal to methanol. In the WGS, the catalyst layer temperature has a great
effect on the WGS reaction. In order to maximize the production efficiency, it
is necessary to keep the catalyst layer temperature stable for getting the best
exported hydrogen-carbon ratio. In the WGS, the main production process is as
follow: water gas from the gasification unit is sent to the conversion furnace at a
certain rate, and then the WGS reaction occurs in the conversion furnace with
the catalyst layer temperature being in an appropriate range. Moreover, we can
adjust the catalyst layer temperature to make the WGS reaction in an optimal
extent, so as to obtain the best hydrogen-carbon ratio at the outlet. The water
gas from the gasification unit carries out the WGS reaction with the water vapor
form the heat exchanger in the conversion furnace. The WGS reaction, shown
below, is reversible and mildly exothermic [1, 2].

CO + H2O
catalyst−−−−−⇀↽−−−−− CO2 +H2 ΔH298k = −41.09 kJ/mol

where CO represents carbon monoxide, H2O represents water vapor,
CO2represents carbon dioxide, H2 represents hydrogen, ΔH is regarded as the
chemical heat release in reaction.

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 478–487, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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When the catalyst layer temperature increases, the reaction equilibrium
constant (Kp) and the CO conversion rate (RCO) will increase to promote
the reaction. However, with the decreasing of the catalyst layer temperature,
the molecular thermal motion will slow down which reduces the probability of
effective collision between molecules, consequently, Kp and RCO will decrease
gradually. Thus, we can adjust the temperature to influence the reaction in the
process. Besides, it should be noted that the temperature also has an effect on
the activity of the catalyst. The normal catalytic activity only exists in a certain
range of temperature, when the temperature is too high, it is not only bad for a
positive reaction, but also shortens the catalyst’s life, and even burns the cata-
lyst. As a result, we should keep the catalyst layer temperature in a reasonable
range in order to achieve the best conversion reaction. In the process, several
factors affect the catalytic layer temperature, and there are various couplings
among these factors. Thus, it is difficult to control the catalyst layer tempera-
ture subjected to various disturbances by traditional methods. In the following,
an effective intelligent method developed rapidly is introduced to achieve the
optimal temperature control.

Although the dynamic programming (DP) has been a very useful tool in
solving optimal control problems for many years, it is often computationally
untenable to obtain the optimal solution by DP due to the “curse of dimen-
sionality” [3,4]. In addition, the backward direction of the search also obviously
precludes the use of DP in real-time control.

For going out of the plight, adaptive/approximate dynamic programming
(ADP) was proposed in [5], and which contains many technologies such as adap-
tive evaluation design and reinforcement learning. The main idea of ADP is to
use function approximation structures to approximate the cost function and the
optimal control strategies. ADP successfully avoids the “curse of dimensional-
ity” by building a module called “critic” to approximate the cost function in DP.
In recent years, in order to solve the nonlinear optimal control problems, ADP
algorithms have attracted much attention from researchers [6–14]. Thus, in this
paper, ADP method is adopted to control the catalyst layer temperature based
on the gathered data in WGS process.

The rest of this paper is organized as follows. In Section 2, the NN model for
the conversion furnace is described. In Section 3, the ADP method is introduced
briefly, and then the implementation of the dual heuristic dynamic programming
(DHP) algorithm using NNs is presented. In Section 4, the design of temperature
controller using DHP algorithm is presented with simulation results. In section
5, concluding remarks are given.

2 NN Modeling in the WGS

The WGS process has characteristics of nonlinearity, multi-input, time-varying,
time-delay and strong dynamic coupling, so it is difficult to get the precise model
by traditional mechanism-based modeling approaches. Nevertheless, using NNs,
we can set up the conversion furnace model without the detailed mechanism.
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Since NNs have strong nonlinear mapping feature and certain generalization
ability, we develop an NN model of the conversion furnace based on the gathered
data in the process.

According to the analysis and practical experience in WGS process, there
are four major factors, namely the flow of water gas, the water/gas ratio, the
amount of chilled gas into the catalyst layer and the effective heat transfer flow,
affect the catalyst layer temperature. Thus, by adjusting the water gas flow,
the water/gas ratio, the chilled gas and the effective heat transfer flow, we can
control the catalyst layer temperature in the WGS. One or more changes in the
four factors will cause the changing of the catalyst layer temperature, and there
exists complex nonlinear relationships among these factors.

Based on the properties of NNs, a multilayer feedforward NN with more than
one hidden layer has the ability to apply any nonlinear mapping. In the design of
the NN conversion furnace module, a three-layer feedforward NN is chosen as a
5-12-1 structure with 5 input neurons, 12 hidden neurons and 1 output neuron.
And in NN modeling, the hidden layer uses the sigmoidal function tansig, and
the output layer uses the linear function purelin. The NN model is shown in
Fig. 1.

The water gas flow

The water/gas ratio

The chilled gas 

The effective heat transfer flow

The catalyst layer temperature

The catalyst layer

temperature

∫

∫

∫

Fig. 1. The NN model structure with 5 inputs, 12 sigmoidal hidden layer neurons, and
1 linear output neuron

The sample data for modeling are gathered from the existing DCS system,
and which need to be preprocessed before using. First, we use the maximum and
minimum limit method to remove partial data which does not meet the nor-
mal production requirements. Second, the normal principal component analysis
(PCA) is exploited to analyze the remaining data. At last, in order to avoid
the neurons output saturation and prevent the adjustments of the weights from
entering into the flat error surface, the data need be processed by normalization
method.

The Levenberg-Marquardt algorithm is used to train the NN with having
relatively fast training speed and less error. Then, let the learning rate be chosen
as 0.01, we train the model network 5000 steps to reach the given accuracy
ε = 10−6. The corresponding NN modeling results we get are shown in Fig. 2.
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Fig. 2. The BP NN model in WGS process

3 The ADP Method

In recent years, with the rapid development of NN technology, there have been
a large number of studies in the use of NNs for identification and control of
nonlinear systems. Since the properties of strong nonlinear mapping ability, self-
learning ability, associative memory and good fault tolerance, NNs have been
used for universal function approximate in ADP. ADP was proposed in [5] as a
way for solving optimal control problems by approximating the solutions of the
HJB equation forward in time. There are several synonyms used for ADP includ-
ing “adaptive dynamic programming” [6, 14], “approximate dynamic program-
ming” [8], “neuro-dynamic programming” [7] and “adaptive critic designs” [9].

In order to obtain approximate solutions of the HJB equation, ADP algo-
rithms have gained more and more attention from many researchers [6–8]. In [9],
ADP approaches were classified into several schemes including heuristic dynamic
programming (HDP), action-dependent heuristic dynamic programming (AD-
HDP), also known as Q-learning, dual heuristic dynamic programming (DHP),
ADDHP, globalized DHP (GDHP), and ADGDHP. The basic idea of ADP is to
approximate the remaining cost function to avoid lots of computations in each
phase, and update the control strategy under the guidance of minimizing the
overall cost function. Moreover, in order to improve the whole system estima-
tion accuracy, it is necessary to have the persistent evaluation of response to
the system and update the control strategy to achieve the overall optimal costs
gradually.

Consider a discrete-time nonlinear system as follows:

x(t+ 1) = F (x(t), u(t), t) (1)
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where x ∈ R
n represents the system state vector, u ∈ R

m denotes the control
action. The performance index (or cost function) associates with this system is
defined as:

J(x(t), i) =

∞∑
k=i

γk−iU(x(t), u(t), t) (2)

where U is the utility function and γ is the discount factor with 0 < γ ≤ 1. Note
that the cost function J is dependent on initial time i and the initial state x(i),
and it is referred to as the cost-to-go of state x(i). Our objective is to find an
optimal control sequence u(k), k = i + 1, i + 2, . . ., so that the function J (i.e.
the cost) in (2) is minimized. According to Bellman’s optimality principle, the
optimal cost J∗(x(t), t) from time t onward is equal to

J∗(x(t), t) = min
u(t)

{
U(x(t), u(t), t) + γJ∗(x(t+ 1), t+ 1)

}
. (3)

The optimal control u∗(t) is determined by

u∗(t) = argmin
u(t)

{
(U(x(t), u(t), t) + γJ∗(x(t + 1), t+ 1)

}
. (4)

Based on (3) and (4), it is clear that the optimal control problem can be solved
if the optimal cost function can be obtained from (3). However, there is cur-
rently no method for solving this cost function of the optimal control problem.
Therefore, in the following, we introduce the ADP, which avoids the “curse of
dimensionality” by setting up a module called “critic” to approximate the cost
function. The main idea of ADP is shown in Fig. 3.

Critic

Performance

Index Function

Action 

Control

Dynamic

System

State

Reward/Penalty

Agent

Fig. 3. The basic ADP principle

A typical ADP structure consists of three modules: Model, Action and Critic
[7]. The model network simulates the system dynamics. The action network out-
puts the control action. The critic network is used for approximating the optimal
cost function, which is the core part of the whole structure. The parameters of
the critic network are updated based on the Bellman’s optimality principle. Ac-
cordingly, in the action network, the parameters are adjusted to minimize the
output of the critic network, i.e. minimize the approximate cost function.
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In this paper, DHP is introduced to optimize the catalyst layer temperature
control. In DHP, the critic network takes the state vector as its input and outputs
an estimated derivative of the cost function with respect to the state vector. The
structure of DHP is shown in Fig. 4.
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Fig. 4. The structure of DHP

The model network can be trained previously off-line or trained in parallel
with the critic and action networks. In this paper, the training of model network
is completed in advance, and then we can directly use the model network with
keeping its weights unchanged in the following.

In the DHP, the critic network outputs the estimated gradient of the cost
function, rather than itself J , which is the costate λ(t) = ∂J(t)/∂x(t). Thus,
the critic network is used to approximate the costate, based on Bellman’s opti-
mality principle, the weights of the critic network are updated to minimize the
performance error measure

Ec(t) =
1

2
ec(t)

T ec(t), (5)

where

ec(t) =
∂J(t)

∂x(t)
− (∂U(t)
∂x(t)

+ γ
∂J(t+ 1)

∂x(t)

)
. (6)

Furthermore,

∂U(t)

∂x(t)
+ γ
∂J(t)

∂x(t)
=
∂U(t)

∂x(t)
+
∂u(t)

∂x(t)

∂U(t)

∂u(t)
+ γ
∂x(t+ 1)

∂x(t)

∂J(t+ 1)

∂x(t + 1)

+ γ
∂u(t)

∂x(t)

∂x(t+ 1)

∂u(t)

∂J(t+ 1)

∂x(t+ 1)
(7)

where ∂x(t+ 1)/∂x(t) and ∂x(t+ 1)/∂u(t) can be obtained by the back propa-
gation from the output x(t+1) of the model network to its inputs x(t) and u(t),
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respectively, ∂u(t)/∂x(t) can be obtained by the back propagation through the
action network.

In addition, it should be noted that in comparison with others ADP algo-
rithms, the critic network directly outputs λ(t + 1) in DHP which avoids the
back propagation error through the critic network and improves the control ac-
curacy. However, the critic network’s training becomes more complicated and
computational since we need to take into account all the relevant pathways of
backpropagation as shown in Fig. 4.

The weight updating rule for the critic network is gradient-based adaptation
given by

ωc(t+ 1) = ωc(t) +Δωc(t)

Δωc(t) = −αc · ec(t) · ∂λ(t)
∂ωc(t)

(8)

where αc > 0 is the learning rate of the critic network, and ωc(t) is the weight
vector in the critic network.

The action network’s training starts with the goal of minimizing the cost
function J(t). Thus, we define the prediction error for the action element as

ea(t) = J(t)−Qc(t) (9)

where Qc(t) is the target cost function, in the general case, is 0, i.e. the action
network training is carried out so that the output of the critic network becomes
as small as possible.

The weights in the action network are updated to minimize the following
performance error measure:

Ea(t) =
1

2
eTa (t)ea(t). (10)

The weight update for the action network is similar to the weights adjustment
in the critic network. By a gradient-based adaptation rule

ωa(t+ 1) = ωa(t) +Δωa(t)

Δωa(t) = −βa · ea(t) · ∂J(t)
∂u(t)

· ∂u(t)
∂ωa(t)

(11)

where

∂J(t)

∂u(t)
=
∂U(t)

∂u(t)
+
∂x(t+ 1)

∂u(t)

∂J(t+ 1)

∂x(t+ 1)
, (12)

∂x(t+ 1)/∂u(t) can be obtained by the backpropagation from the output x(t+1)
of the model network to its input u(t), βa > 0 is the learning rate of the action
network, and ωa(t) is the weight vector in the action network.
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4 Simulation Results

In the simulation, the catalyst layer temperature controller based on DHP is
designed in accordance with the structure in Fig. 2. As described in the previous
section, the structure of DHP consists of three parts: model network, action
network, critic network. Besides, it is necessary to preprocess the data derived
from the existing DCS in WGS process before using. Next, we demonstrate the
design of the neuro-controller.

The model, critic and action networks are chosen as three-layer NNs with
5-12-1, 1-8-1, 1-8-4, respectively. The initial weights of the model, critic and
action networks are all set to be random in [-1, 1]. The detailed implementation
of the model network can be found in the Section 2. With the learning rate being
chosen as 0.01, we train the model network 5000 steps to reach the given accuracy
ε = 10−6. After the training of the model network is complete, the weights keep
unchanged. Then, the critic network is chosen as a 1-8-1 structure with one input
neurons and eight hidden layer neurons, and let the learning rate αc = 0.02.
Moreover, the hidden layer of the critic network uses sigmoidal function, i.e., the
tansig function in Matlab, and the output layer uses the linear function purelin.
The action network is chosen as a 1-8-4 structure with eight hidden layer neurons
and four output neurons, and let the learning rate βa = 0.03. The hidden layer
and output layer use the same functions as the critic network. Let the discount
factor γ = 0.85 in the simulation.

The neuro-controller based on DHP is applied to the system for 50 time steps,
and then we obtain the relevant simulation results. The changing curves of the
temperature and the control variables are shown in Fig. 5 and Fig. 6, respectively.
Form Fig. 5, it is clear that the catalyst layer temperature quickly approaches
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Fig. 5. The curve of the catalyst layer temperature
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Fig. 6. The curves of the control factors

the optimal value in the WGS. After a short period of time, the catalyst layer
temperature reaches the stable desired value 410.07◦C, with the water gas flow
of about 166770 m3/h, the water/gas ratio is about 6.224976, the chilled gas flow
is about19702.3 m3/h, the effective heat transfer flow is about 91074.1 m3/h.

5 Conclusions

In this paper, we implement the catalyst layer temperature optimal control using
DHP algorithm in MATLAB simulation. Since there are lots of various uncer-
tainties and coupling relations in the WGS process, it is difficult to achieve
the optimal control by traditional control methods. Nevertheless, our research
results have indicated that the ADP technique provide a powerful alternative
approach for the temperature control of the WGS process. Simulation results
also show that the catalyst layer temperature controller based on DHP success-
fully improves the robustness and stability of the catalyst layer temperature in
the WGS process.
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Abstract. The major factor of the Battery Electric Vehicle industri-
alization was the short distance for one charging. Regenerative braking
system can convert kinetic energy into electric energy to prolong running
distance. In practical applications, regenerative braking system requires
vehicle to recover energy as much as possible on the premise that en-
sures the braking safety. In this paper, on the basis of studying control
strategies of braking energy recovered, applied the distribution strategy
that based on the minimum braking force, and simulated in the different
road conditions, improved the mileage range of the vehicle effectively
compared to the traditional control strategy of regenerative braking.

Keywords: BEV, regenerative braking, recycle.

1 Introduction

The important difference between Battery Electric Vehicle (BEV) and tradi-
tional automobile is that BEV be able to Regenerative Braking, to recycle part
of braking energy. The process of converted part of Mechanical energy into other
forms of energy and stored when vehicle in the braking are so-called Regenera-
tive Braking. In the BEV, only braking energy of the driving wheel can transmit
to energy storage system along the drive shaft which joint it, another section of
the braking energy are lost as heat by friction brake of wheels. And in the pro-
cess of recycle braking energy, energy partly loss caused by energy transfer link
and parts of energy storage system. Another influencing factor of braking energy
recycled is the real time recovery capability of energy storage system. When the
braking energy beyond recycle range of energy recycles system, the energy of
electromotor recycled keeps constant, and the excess part of energy recycled by
friction brake system. It seems that friction brake is essential; on the one hand,
only regenerative braking can’t provide drivers good feelings during braking, on
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the other hand, the friction brake places a key role in the emergency braking.
Only when bridge the regenerative braking and the friction brake efficiently, can
form a highly efficient braking system. Thus, its important problem that how
to design a highly efficient braking energy recycles strategy for coordinate the
regenerative braking and the friction brake.

At present, the research about the technology of regenerative braking of elec-
tric vehicle [1] mainly focus on four aspects: 1) model for recycle braking energy;
2) efficiency about recycle braking energy; 3) strategy of recycle braking; 4) the
coordination of mechanical and electrical composite brake. The research about
the strategy of recycle braking is the key technology on all aspects.

In summary, the existing strategies of recycle regenerative braking energy gen-
erally have the following kinds: Firstly, braking force allocation strategy based
on the curve [2]. In this strategy, properly limited the size of braking force of
electric motor, and adjust the ratio of braking force of front and rear axles. Sec-
ondly, braking force allocation strategy based on the curve [2], In this strategy,
made the front and rear wheels away from lock region, which made the brake
performance of automobile more credibly, and achieved some energy recovery.
Finally, braking force allocation strategy based on the curve of keep minimum
braking force. Although it’s a good strategy, it still needs to improve because
of without consider the friction braking force allocation of the front and rear
wheels in practice, which motivates the present study.

2 The Rationale of Braking Energy Recycles for Electric
Vehicle

2.1 Recovery of Braking Energy Analyze

When braking, parts of kinetic energy of driving wheel Qq22transfer to electro-
motor that in power generation state from mechanical drive system (differential,
transmission, etc). The electro-motor convert kinetic energy into electric energy.
The electric energy that converted is stored in energy accumulator.
Ewh is the regenerative energy of wheels. Ebreak is the energy loss of brake.

Efb is the regenerative energy of transfer to main reducer. Efb−loss is the energy
loss of main reducer. Egb is the regenerative energy of transfer to transmission.
Egb−loss is the energy loss of transmission. Emc is the regenerative energy of
transfer to electro-motor. Emc−loss is the energy loss of electro-motor. Ebat is
the regenerative energy of transfer to battery. Correspondingly, we have

Ft = Ff + Fw + Fi + Fj . (1)

During braking, acceleration resistance is braking force. On the urban condition,
Fj can be ignored. So formula above can be simplified as follows:

Ft = Ff + Fw + Fb. (2)

The load power of wheels:

P = Ftv = (Ff + Fw + Fb)v. (3)
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The instantaneous power input to mechanical system is P1 = Fbv. The kinetic
energy of car on the beginning and end electric braking are E0 = 1

2mv
2
0 and

E1 = 1
2mv

2
1 . According to the law of conservation of energy, the power expended

equal to the work done by resistance, which means

ΔE =

∫
Pdt =

∫
Ffvdt+

∫
Fwvdt+

∫
Fbvdt. (4)

The instantaneous power input to generator is P2 = K1P1 = TMω, where K1 is
efficiency of mechanical running, TM is motor torque, and ω is motor angular
velocity. The power input to energy storage system is

P3 = K2P2 = K2K1P1, (5)

where K2 is the efficiency of generator. Correspondingly, the total power of
recovered energy is P4 = K3P3 = K3K2K1P1. The corresponding total recovered
energy is E =

∫
P4dt =

∫
K3K2K1P1dt = K3K2K1

∫
Fbvdt. It can be seen, in

order to recycle energy as much as possible to energy storage system, on the one
hand, improve the efficiency of each transmission, on the other hand, improved
control strategy, to increase the recovered regenerative energy on the basis of
ensure safety and stability of vehicle.

2.2 Safety Brake Range

Safety of electric vehicle is precondition when braking [3]. If can’t guarantee
security, it is meaningless though recycle more energy. In order to achieved safety
brake range when braking, should consider three distribution curves of braking
force of front and rear wheels [4]. Curve I was a distribution curve of braking
force when front and rear wheels locking at the same time, as shown in Figure
1. The braking force of front and rear wheels allocation in the curve meet the
following equation:

Fxb2 =
1

2
[
G

hg

√
b2 +

4hgL

G
Fxb1 − (

Gb

hg
+ 2Fxb1)], (6)

where Fxb1 and Fxb2 are the braking force of front and rear wheels, G is the
car gravity, b is the distance between car centroid and center line of rear axle,
L is the distance between front and rear axle, m is weight of car, and hg is the
height of car centroid. In practice, the braking force of front and rear wheels
not allocates as curve I requirements. If exceed the curve I, it can spin because
of rear axle lock first, this is an instability and dangerous working condition.
Generally, front wheel lock first on the brake, with increase of the pedal force,
the wheel of another axle lock, was allocates under curve I. Thus, we have

Fxb2 − 1

2
[
G

hg

√
b2 +

4hgL

G
Fxb1 − (

Gb

hg
+ 2Fxb1)] < 0. (7)
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Fig. 1. Ideal distribution curve of braking force of front and rear wheels

Fig. 2. The curve about braking force relationship when front wheel locking and rear
wheel unlocking
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Now, the braking force of front and rear wheels allocates meet curve f, as shown
in Figure 2. When braking, with increase of the pedal force, always rear wheel
unlocking but front wheel locking first. Now, the braking force of front is

Fxb2 =
L− ϕhg
ϕhg

Fxb1 − Gb
hg
. (8)

Therefore, there exists the following relationship during the whole braking pro-
cess:

Fxb2 ≥ L− φhg
φhg

Fxb1 − Gb
hg
. (9)

2.3 The Distribution Curve M about Minimum Braking Force of
Rear Wheel

The curve M is rear wheel which should be provided minimum braking force for
meet the braking requirements of the vehicle when front wheel locking, see Figure
3. In order to ensure the stability of the direction and adequate braking efficiency,
see [5] and [6]. when vehicle on braking, the brake regulations ECE R13 made
by United Nations Economic Commission for Europe give clear requirements to
braking force of front and rear wheels of two-shaft vehicle. For the vehicle which
the adhere coefficient ϕ = 0.2−0.8, requires braking strength z ≥ 0.1+0.85(φ−
0.2). It can calculate to get the curve M . On the curve M, the distribution
relations of braking force of front and rear wheels are:

hg
LG

(Fxb1 + Fxb2)
2 +
b+ 0.07hg
L

(Fxb1 + Fxb2)− 0.85Fxb1 + 0.07
Gb

L
= 0. (10)

Fig. 3. The distribution curve about minimum braking force of rear wheel
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To make the adhere coefficient of rear wheel meet regulations on the braking,

hg
LG

(Fxb1 + Fxb2)
2 +
b+ 0.07hg
L

(Fxb1 + Fxb2)− 0.85Fxb1 + 0.07
Gb

L
≥ 0. (11)

From the above analysis know, in theory, safety brake range on the braking can
be calculated by the equation (7), (8) and (11). In summary, the mathematical
model of optimize regenerative braking can expressed as follow:

max{E} = K3K2K1Eb = K3K2K1

∫
Fbvdt

Fxb2 − 1
2 [

G
hg

√
b2 +

4hgL
G Fxb1 − (Gb

hg
+ 2Fxb1)] ≤ 0

Fxb2 ≥ L−ϕhg

ϕhg
Fxb1 − Gb

hg
hg

LG(Fxb1 + Fxb2)
2 +

b+0.07hg

L (Fxb1 + Fxb2)− 0.85Fxb1 + 0.07Gb
L ≥ 0

. (12)

3 Modeling and Simulation for Regenerative Braking
System

According to differences of braking strength, brake can be divided into three
kinds of modes, see [7] and [8]: weak braking strength, secondary braking strength
and strong braking strength. In order to get the same braking feeling with tradi-
tional Vehicles when braking strength less than 0.1, braking system was on the
pure electric mode. In order to ensure the safety of vehicle when braking strength
more than 0.7, braking system was on the pure friction braking mode. Braking
system was on the compound mode with electric braking and friction braking
when braking strength at 0.1 to 0.7. In order to prevent front wheel locking as far
as possible based on meeting the brake regulations ECE R13, in this document
the curve M replaced by the tangent of the curve M (CD line), and with curve
f form compounds distribution line of braking force to allocate braking force to
front and rear wheels, use broken line OAB represents the distribution line of
friction braking force of front and rear wheels. Fig.4 shows the strategy about
regenerative braking force distribution. Such as a pure electric car, study the cor-
responding relationship between each braking force and braking strength in the
situations of different brake strength. According to the distribution relationship
between each braking force and braking strength (Car theoretical knowledge),
get the proportion of each braking force in the total braking force when the
braking deceleration ranges from 0 to 9.8, as show on Table 2. K1 was distribu-
tion ratio of electric braking, K2 was distribution ratio of friction braking force
of front wheel, K3 was distribution ratio of friction braking force of rear wheel.

In order to proof that control strategy of braking force distribution are effec-
tively, select five kinds of road condition to simulation analysis, US06, UDDS,
JAl015, FTP, and HWFET respectively, the main parameters of the simulation
vehicles show on the Table 1. Simultaneously, select energy consumption rate,
recovered energy and energy efficiency as evaluation indicator for braking force
distribution strategy, see Table 3 and Table 4.
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Fig. 4. The strategy about regenerative braking force distribution

Table 1. Vehicle parameters of a pure electric car

Vehicle and Motor parameters the value of parameters

Curb weight 1080kg
Acceleration of gravity 9.8m/s2

The distance between Centroid and front axle 1.1m

The distance between Centroid and rear axle 1.6m

Centroid height 0.4m

Rated Power 15Kw
Rated torque 230Nm

Rated revolution 5000r/min

Table 2. The distribution proportion of each braking force at different braking decel-
eration

z a K1 K2 K3

0 < z < 0.1 0 < a < 0.98 1 0 0
0.1 < z < 0.3 0.98 < a < 2.94 0.836 < k < 1 0 < k < 0.11 0 < k < 0.054
0.3 < z < 0.6 2.94 < a < 5.88 0.485 < k < 0.836 0.11 < k < 0.342 0.054 < k < 0.173
0.6 < z < 0.7 5.88 < a < 6.86 0 < k < 0.485 0.342 < k < 0.732 0.173 < k < 0.268
0.7 < z < 0.8 6.86 < a < 7.84 0 0.732 < k < 0.741 0.259 < k < 0.268
0.8 < z < 1 7.84 < a < 9.8 0 0.741 < k < 0.753 0.247 < k < 0.259
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Table 3. Energy consumption rate at different road condition

road condition traditional strategy this paper the scale of reduce

US06 20.8 20.2 2.88%
JA1015 15.8 15.1 4.43%
HWFET 14.1 13.8 2.12%

Table 4. Recovered energy at different road condition

road condition traditional strategy this paper the scale of reduce

US06 752 1048 39.36%
JA1015 72 278 286%
HWFET 141 267 89.3%

4 Conclusions

It can be seen from the above table that the energy consumption of the vehicle
decreased, the recovered energy and the energy efficiency of the vehicle increased,
after use the distribution strategy that on the basis of minimum braking force.
In the future, on the base of the research result by vehicle field test, further
assess the control system, and improve the energy efficiency of the vehicle on the
premise that ensures the braking safety.
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Abstract. Wastewater treatment process (WWTP) is difficult to be controlled 
because of the complex dynamic behavior. In this paper, a multi-variable control 
system based on recurrent neural network (RNN) is proposed for controlling the 
dissolved oxygen (DO) concentration, nitrate nitrogen (SNO) concentration and 
mixed liquor suspended solids (MLSS) concentration in a WWTP. The proposed 
RNN can be self-adaptive to achieve control accuracy, hence the RNN-based 
controller is applied to the Benchmark Simulation Model No.1 (BSM1) WWTP 
to maintain the DO, SNO and MLSS concentrations in the expected value. The 
simulation results show that the proposed controller provides process control 
effectively. The performance, compared with PID and BP neural network, 
indicates that this control strategy yields the most accurate for DO, SNO, and 
MLSS concentrations and has lower integral of the absolute error (IAE), integral 
of the square error (ISE) and mean square error (MSE). 
 
Keywords: RNN-based controller, wastewater treatment process, BSM1, 
dissolved oxygen, nitrate nitrogen, mixed liquor suspended solids. 

1 Introduction 

Due to the increasing water pollution problems, the sewage treatment becomes more 
important in dealing with environmental issues in today's world. It is difficult to control 
wastewater treatment process (WWTP) because of the large perturbations in influent 
flow rate, pollutant load and the different physical and biological phenomena at play. 
In addition, the reactors exhibit common features of industrial systems, such as 
nonlinear dynamics and coupling effects among the variables [1-2]. 

Many control strategies have been proposed to solve such problems in the literature, 
Traore, et al. [3] designed a fuzzy proportional-integral-derivative (PID) controller to 
control the dissolved oxygen (DO) concentration very well by adjusting the PID 
parameters. Nevertheless, due to the nonlinear characteristics of the bioprocesses and the 
non-existence of adequate hard or soft sensors, controllers must be developed for specific 
operating and environmental conditions. Holenda, et al. [4] made the oxygen transfer 
coefficient (kLa) as the operating variable to maintain the DO concentration in the expected 
value by using predictive control strategy. Then, water quality, aeration and pumping 
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energy consumption were assessed. Stare, et al. [5] used the feedforward-feedback 
control, feedback control and predictive control to analyze nitrogen removal which based 
on the Benchmark Simulation Model No.1 (BSM1). However, these methods [3-5] cannot 
meet the requirements of the WWTP. Besides, predictive control is not suitable for the 
practical WWTP for the lack of accurate mathematical model.  

Artificial neural networks (ANNs), originally inspired by the ability of human 
beings to perform many complicated tasks with ease, are usually used to model 
complex relationships between inputs and outputs [6-7]. Zeng et al. [8] put forward a 
predictive control system based on BP neural network (BPNN) on paper mill WWTP. 
Simulation results showed that the effluent BOD and COD can be ensured to meet the 
standards by adjusting the flocculant and coagulant. Most of the strategies are with 
respect to feedforward neural networks (FNNs), however, FNNs are static nonlinear 
maps and their capability for representing dynamic systems is poor or limited. 
Recurrent neural networks (RNNs) have strong capability of reflecting dynamic 
performance and storing information, so there has been a growing popularity of the 
RNN-based control systems in the engineering applications. Zhang, et al. [9] proposed 
a method of fault diagnosis based on Elman neural network (ENN). The result indicated 
that the method could accurately identify the servo actuator fault. Baruch, et al. [10] 
used diagonal RNN structure in modeling and adaptive control process of WWTP, and 
achieved the desired results. Derrick et al. [11] developed a probabilistic approach to 
recursive second-order training of RNNs for improved time-series modeling. From the 
viewpoint of control performance, controllers designed by RNN are more suitable for 
WWTP. 

As evaluation and comparison of different strategies is difficult. In 2002, BSM1 has 
been proposed by Working Groups of COST Action 682 and 624 and the IWA Task 
Group. The benchmark is a platform-independent simulation environment defining a 
plant layout, a simulation model, influent loads, test procedures and evaluation criteria, 
which provides a strictly agreement with the benchmark methodology especially in 
terms of control perform [12-13]. According to BSM1, any control strategy can be 
applied and the performance can be evaluated. 

Thus, a RNN-based multi-variable control system applied to BSM1 is proposed for 
controlling the DO concentration, SNO concentration and MLSS concentration in a 
WWTP in this paper. 

2 Control System 

2.1 Benchmark Simulation Model No.1 

In this paper, the overall layout of BSM1 is shown in Figure 1. BSM1 combines two 
strategies: nitrification and pre-denitrification processes. The plant consists of a 
five-compartment biological reactor and a secondary settler: The first two compartments 
(V1=V2=1000m3) of the bioreactor are anoxic whereas the last three compartments 
(V3=V4=V5=1333m3) are aerated. The following container is the secondary settler 
(V=6000m3) that is modeled as a series of ten layers. 
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Fig. 1. General overview of the BSM1 plant 

The Activated Sludge Model No.1 (ASM1) has been selected to describe the 
biological phenomena taking place in the bioreactor, including 13 state variables. In 
each unit, Qk represents flowrate, Zk represents concentration, rk represents reaction 
rate, Z = (SI, SS, XI, XS, XBH, XBA, XP, SO, SNO, SNH, SND, XND, SALK). 

The general equations for mass balancing are as follows [12]: 
For 1k =  (unit 1) 

( )1
0 0 1 1 1 1

1

1
,a a r r

dZ
Q Z Q Z Q Z rV Q Z

dt V
= + + + −          

  (1)

1 0 ,a rQ Q Q Q= + +          
  (2)

according to above equations, Qa, Qr, Q0 represents internal recycle flowrate, external 
recycle flowrate and influent flow rate, respectively. 

For 2k = to 5 

( )1 1

1
,k

k k k k k k
k

dZ
Q Z r V Q Z

dt V − −= + −       (3)

1.k kQ Q −=      (4)

Special case for oxygen ( ,O kS ) 

( ),
1 , 1 ,sat , ,

1
( ) ( ) ,O k

k O k k k La k k O O k k O k
k

dS
Q S r V k V S S Q S

dt V − −= + + − −     (5)

where, the saturation concentration for oxygen in simulation is S*
O=8g·m-3. 

2.2 Controller Variables 

In a WWTP, many factors will affect the water quality, like wastewater composition, 
influent flow rate, contaminant load and temperature and so on. However, the DO 
concentration control, sludge discharge control and sludge return control are applied 
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to loop control mostly. ① Dissolved Oxygen (DO). In the activated sludge processes, 
DO concentration has huge impact on the WWTP efficiency, operating costs and water 
quality. It is necessary to provide adequate oxygen in aerobic tanks. When the oxygen 
concentration is too low, on one hand, filamentous bacteria will multiply in aeration 
tank, eventually resulting sludge bulking; on the other hand, the effect of the bacteria 
decomposition will be reduced, resulting processing time extended. On the contrary, 
excessive aeration will lead to the settling of suspended solids deterioration and high 
energy consumption. ②  Nitrate Nitrogen (SNO). Nitrate concentration reflects the 
process of denitrification, which is an important indicator for measuring biological 
nitrogen removal. Hence, the proper control of SNO has great significance. ③ Mixed 
Liquor Suspended Solids (MLSS). MLSS is another very important variable in the 
process, which is used to express the concentration of microorganisms, referring to 
sludge concentration. If MLSS is too large, it will not only make mixed heterotrophic 
microbial grow unnecessarily, cumulating some undegraded material, but also the 
sedimentation effect in secondary settler will become worse, easy to drift mud. If MLSS 
is too low, the growth rate of bacteria will be declined, lead to the smaller sludge return 
and more sludge handling costs. 

In this paper, MLSS is defined as follows 

,a e i iiMLSS M M M M= + + +      (6)

where, Ma represents living, active mass, Me represents endogenous mass, Mi 
represents inert non-biodegradable organic mass and Mii represents inert inorganic 
suspended solids. 

2.3 The Scheme of Control System 

The block diagram of the multi-variable control system based on RNN is shown in 
Figure 2. It usually consists of three components: the plant to be controlled, the desired 
performance of the plant and the designed RNN-based controllers. 

SNO controller

MLSS controller

The Wastewater 
Treatment

To river
Wastewater Flow and 

Composition

DO controller
,O refS

refMLSS

,NO refS

Lak

aQ

rQ

 

Fig. 2. Block diagram of control system 

To assume that the parameters of the controlled objects are known and constant, the 
appropriate controllers are designed at given performance indexes. The kLa is bounded 
between 0 and 240d-1 while the Qa is constrained between 0 and 92230m3·d-1. The range 
for Qa is five times to Q0, the initial Qr is set to Qr = Q0.  
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The ultimate goal is, as is depicted in Figure 1, the kLa at the last compartment should 
be controlled in order to maintain the DO concentration at 2 mg/L while the Qa at the 
second compartment should be controlled in order to maintain the SNO concentration at 
1 mg/L. What’s more, MLSS concentration is also considered because of sludge return 
flowrate is an important parameter to the effect of operation. According to [14], the 
setting value MLSSref 

is 2987.2 mg/L. The Qr in unit5 should be controlled so as to 
maintain the MLSS concentration at a stable value. 

3 Recurrent Neural Network Controller 

3.1 Extended Elman Neural Network 

ENN is a globally dynamic local feedback RNN [10] first proposed by Elman in 1990, 
which consists of four layers. Apart from ordinary input, output and hidden layer, there 
is a special layer which called the context layer. The context layer could be regarded as 
a time-delay operator for receiving signals from hidden layer so as to memorize its 
neurons output value of the previous time. This structure has sensitive to the historical 
data and its ability to deal with dynamic information is improved.  

 

Fig. 3. Structure of extended Elman 

However, ENN has found various applications in speech recognition and time series 
prediction, its training and converge speed are usually very slow and not suitable for 
some time critical applications. To improve the dynamic characteristics and converge 
speed of the standard ENN, the extended ENN (eENN) adds self-feedback to the 
context layer neurons, whose structure is presented in Figure 3. The figure shows that 
the output of context layer at k time equals to the output of hidden layer at k-1 time plus 
the coefficient a multiplying the output of context layer at k-1 time. So, more history 
information will be included and the approximate accuracy will be enhanced.  

Three controllers (DO, SNO, MLSS) are designed by this eENN model, respectively. 
The state space expressions are described as follows 
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1
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Input layer: The input is u1(k), Wi
 is the connecting weight matrix of input layer and 

hidden layer. Where, the input data is SO,ref , SNO,ref , MLSSref , respectively. 
Hidden layer: Wo

 is the connecting weight matrix of hidden layer and output layer; 
Wh

 is the feedback weight matrix of the hidden layers. f(•) is sigmoid function, a is 
self-feedback coefficient of the context units, 0≤a≤1. In addition, when a is zero, the 
network will degenerate into a standard ENN; when a is more closer to 1, the more 
history state of further time will be contained to simulate a high-order system, however, 
the bad choice of a will lead to divergent phenomenon. In this paper, a is obtained 
through continuous learning. 

Output layer: The output is y1(k), g(•) is linear function. Where, the output data is 
kLa , Qa , Qr , respectively. 

For a better understanding of the whole control system, the schematic view of DO or 
SNO or MLSS control process is depicted in Figure 4. 

r y

u

e

e

−

+ ( / / )La a rk Q Q

, ,( / / )O ref NO ref refS S MLSS

 

Fig. 4. Process of the control system 

Where, r represents the setting value, here refers to SO,ref or SNO,ref or MLSSref. y 
represents the actual output value of BSM1 model, u represents the output value of the 
controller, here refers to kLa or Qa or Qr. e is the input of controller which represents the 
subtraction of r and y.  

The weights of the eENN are given randomly, so the error must exist, and thence 
neural networks need to adjust the weights according to the error constantly in order to 
achieve control effect. The eENN keeps on learning to revise weights by using gradient 
descent algorithm, the overall error function can be given by 

( ) ( )1
( ) ( ) ( ) ( ) ( ) ,

2
T

d dE k y k y k y k y k= − −       (8)

where, yd is the desired output of the network and y is the practical output of the BSM1 
WWTP. 
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3.2 Evaluation Criteria 

Different kinds of the process assessments have been defined in benchmark to evaluate 
the performance of the WWTP, using the output data generated during simulations. 

The flow-weighted average values of the effluent concentrations should obey the 
limits as follows [12] 

3 3 3

3 3
5

18 / , 4 / , 30 /

100 / , 10 / ,

tot NH

t

N g N m S g N m TSS g SS m

COD gCOD m BOD g BOD m

< < <

< <
 (9)

here, Ntot represents total nitrogen, CODt represents chemical oxygen demand, BOD5 
represents biological oxygen demand, SNH represents ammonia concentration and TSS 
represents total suspended solids. 

The performance evaluation is made at two levels. The first level: integral of the 
absolute error (IAE), integral of the square error (ISE) and maximal deviation from 
setpoint ( max

iDev ) are taken into account. Index formulas in details are showed in (10). 

This paper puts the emphasis on the first level of assessment for focusing on the effects 
of the control. 

14 14
int 2 max

7 7

, , , max .
t t

setpo meas
i i i i i i i i i

t t

e Z Z IAE e dt ISE e dt Dev e
= =

= =

= − = ⋅ = ⋅ =  (10)

However, the assessment, such as effluent quality and cost factor for operation in 
BSM1, is also carried out for the sake of comparison at the second level. 

4 Simulation Study 

The actually operating data of the WWTP are considered as basis by International 
Water Association (IWA) that the influent dynamics are defined by means of three 
files: dry weather, rain weather (a combination of dry weather and a long rain period) 
and storm weather (a combination of dry weather with two storm events).  
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Fig. 5. The influent flow rate 
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Each file contains 2-week of influent data at 15 min intervals. In this section, dry 
weather data are used to simulate the effects of multi-variable (DO/ SNO /MLSS) control. 
The curves of the influent flow rate are showed in Figure 5. 

4.1 Comparison for Different Control Strategy of Two Variables 

The eENN control of two variables is introduced and compared with PID and BPNN 
control, respectively. The comparison charts of DO and SNO can be seen in Figure 6, 
Figure 7. 
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Fig. 6. Comparison of the DO concentration Fig. 7. Comparison of the SNO concentration 

According to the performance assessment proposed in BSM1, the designed control 
strategy is assessed by IAE, ISE and Devi

max, also mean square error (MSE) in this 
paper. The comparisons of these performance assessments of the three control 
strategies are illustrated in Table 1, Table 2. 

In this study, the smaller MSE value represents the better accuracy. ISE is regarded 
as evaluation of energy consumption while IAE is regarded as evaluation of transient 
response. The smaller ISE reflects the system has a quicker response time while the 
smaller IAE indicates a better transient response of control system. Maximal deviation, 
to some extent, represents the stability of the system. 

Table 1. Comparison of the DO concentration 

 MSE IAE ISE Devi
max 

PID control 
BP control 

9.4487e-004 
1.0195e-004 

6.5435 
2.3405 

0.3165 
0.0342 

0.1194 
0.2803 

eENN control 1.5866e-005 1.0038 0.0053 0.0181 

Table 2. Comparison of the SNO concentration 

 MSE IAE ISE Devi
max 

PID control 
BP control 

0.0019 
0.0184 

8.8110 
14.0708 

0.6220 
2.7623 

0.4888 
0.4108 

eENN control 3.1943e-004 4.2490 0.1070 0.0687 
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It is clear from the results revealed that the IAE, ISE, Devi
max and MSE values of 

the eENN-based control are smaller than PID or BPNN control, which illustrates that 
this designed Elman controller has a better adaptability, robustness and stability. 

4.2 Three Variables Control 

Because of the importance of sludge return flowrate in WWTP, this paper makes an 
attempt to control MLSS with the other two variables together. The control effects of 
DO, SNO and MLSS are shown in Figure 8, Figure 9 and Figure 10, respectively. 
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Fig. 8. Control effect of the DO concentration  Fig. 9. Control effect of the SNO concentration 
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Fig. 10. Control effect of the MLSS concentration 

From the simulation, it can be seen that the eENN controller can achieve better 
control performance to deal with these mutually constraining objectives (DO, SNO, 
MLSS) and make each variable approaching to the expected value.  
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5 Conclusion 

In the case studies presented in this paper, a multi-variable control strategy has been 
applied to the BSM1 WWTP. Because of the great importance of the DO, SNO as well as 
MLSS concentrations in WWTP, the control system based on RNN is proposed to 
control these three parameters. The eENN can be self-adaptive superbly so that the 
designed controllers can adapt to the complex and dynamic biochemical system very 
well. By setting a reasonable simulation condition, the performance is compared with 
PID and BPNN control in the same circumstance. The simulation results indicate that 
the eENN-based control strategy yields a better robustness, adaptability and stability, 
which makes these necessary and mutually constraining variables close to the 
systematic setpoints effectively. All in all, in the light of control effect of the large 
nonlinear, uncertainty, time-varying and severely interferential system, the proposed 
RNN control can achieve better control performance and higher control precision. 

Acknowledgments. This work is supported by the National Natural Science 
Foundation of China (No.61034008), Funding Project for Academic Human Resources 
Development in Institution of Higher Learning under the Jurisdiction of Beijing 
Municipality (No.PHR201006103), New Century Excellent Talents Program from 
Ministry of Education under Grant (No.NCET-08-0616), Beijing Municipal 
Education Commission Science and Technology Development Program 
(No.KZ201010005005). 

References 

1. Shannon, M.A., Bohn, P.W., Elimelech, M., Georgiadis, J.G., Marinas, B.J., Mayes, A.M.: 
Science and Technology for Water Purification in the Coming Decades. Nature 452, 
301–310 (2008) 

2. Shen, W.H., Chen, X.Q., Corriou, J.P.: Application of Model Predictive Control to the 
BSM1 Benchmark of Wastewater Treatment Process. Comput. Chem. Eng. 32, 2849–2856 
(2008) 

3. Traore, A., Grieu, S., Puig, S., Corominas, L., Thiery, F., Polit, M., Colprim, J.: Fuzzy 
Control of Dissolved Oxygen in a Sequencing Batch Reactor Pilot Plant. Chem. Eng. J. 111, 
13–19 (2005) 

4. Holenda, B., Domokos, E.: Dissolved Oxygen Control of the Activated Sludge Wastewater 
Treatment Process using Model Predictive Control. Comput. Chem. Eng. 32, 1270–1278 
(2008) 

5. Stare, A., Vrecko, D., Hvala, N., Strmcnik, S.: Comparison of Control Strategies for 
Nitrogen Removal in an Activated Sludge Process in terms of Operating Costs: A 
Simulation Study. Water Res. 41, 2004–2014 (2007) 

6. Qiao, J.F., Han, H.G.: A Repair Algorithm for RBF Neural Network and its Application to 
Chemical Oxygen Demand Modeling. Int. J. Neural Syst. 20, 63–74 (2010) 

7. Yüzgeç, U., Becerikli, Y., Türker, M.: Dynamic Neural-Network-Based Model-Predictive 
Control of an Industrial Baker’s Yeast Drying Process. IEEE T. Neural Networ. 19, 
1231–1242 (2008) 



506 J. Qiao, X. Huang, and H. Han 

8. Zeng, G.M., Qin, X.S.: A Neural Network Predictive Control System for Paper Mill 
Wastewater Treatment. Eng. Appl. Artif. Intel. 16, 121–129 (2003) 

9. Zhang, G.P., Wang, B.: Fault Diagnosis of Flying Control System Servo Actuator Based on 
Elman Neural Network. In: 10th IEEE International Conference on Electronic Measurement 
& Instruments, pp. 46–49. IEEE Press, China (2011) 

10. Baruch, I.S., Georgieva, P., Barrera-Cortes, J., de Azevedo, S.F.: Adaptive Recurrent Neural 
Network Control of Biological Wastewater Treatment. Int. J. Intell. Syst. 20, 173–193 
(2005) 

11. Mirikitani, D.T., Nikolaev, N.: Recursive Bayesian Recurrent Neural Networks for 
Time-Series Modeling. IEEE T. Neural Networ. 21, 262–274 (2010) 

12. Alex, J., Benedetti, L., Copp, J.: The COST Simulation Benchmark-Description and 
Simulator Manual. Office for Publications of the European Community, Luxembourg 
(2002)  

13. Gernaey, K.V., Jorgensen, S.B.: Benchmarking Combined Biological Phosphorus and 
Nitrogen Removal Wastewater Treatment Processes. Control Eng. Pract. 12, 357–373 
(2004) 

14. Zhang, P., Yuan, M.Z., Wang, H.: Optimization Control for Pre-Denitrification Type of 
Biological Treatment Process for Wastewater. Information and Control 37, 112–118 (2008) 



Neural Network Adaptive Control

for Cooperative Path-Following of Marine
Surface Vessels�

Hao Wang, Dan Wang��, Zhouhua Peng, Gang Sun, and Ning Wang

Marine Engineering College, Dalian Maritime University,
#1, Linghai Road, 116026 Dalian, China
{sunky.haowang,dwangdl}@gmail.com

Abstract. This paper addresses the cooperative path-following problem
of multiple marine surface vessels with unknown dynamics. Backstepping
technique, neural network (NN) adaptive approach and graph theory are
brought together to design the controller, where the constraints imposed
by the communication network are explicitly taken into account. The
path-following controller is designed such that the unknown dynamics
can be compensated for by NN. The desired coordinated behavior is
achieved by means of consensus on the path parameters. Simulations
are conducted on a system consisting of three vessels where the results
demonstrate the method.

Keywords: Neural network, Backstepping, Marine surface vessel.

1 Introduction

The cooperative control problem of multiple vehicles has received significant
attention in scientific and technological areas that include mobile robotics, bi-
ological, and military purpose [1] [2]. A numerous of applications related to
cooperative control problem of multiple vehicles are widely developed, such as
aircrafts for detection, autonomous underwater vehicles for seafloor surveying,
and marine surface vessels for surveillance of territorial waters. There are also
other realistic mission scenarios can be envisioned that require cooperative con-
trol [3] [4]. In order to achieve the desired cooperative control, several meth-
ods have been proposed, such as cooperative target-tracking [5] [6], cooperative
trajectory-tracking [7] [8], and cooperative path-following [9] [10] [11].

Cooperative path-following problem of marine surface vessels has been studied
by many researchers. Dynamic surface sliding control and hybrid systems are
presented in [12]. In [13], a passivity-based method for cooperative path-following
is developed. In [14], the problem of time-delayed communication between the
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marine vehicles is considered. In [15], the distributed control law of cooperative
path-following is designed based on hybrid approach such that the paths are
partly known to the vessels. Ocean currents and parametric model uncertainty
are considered in [16], where backstepping is employed to solve the geometric
task and dynamics task.

In contrast to the existing works on cooperative path-following problem of
multiple marine surface vessels, we concentrate on the situation where the ves-
sel dynamics are totally unknown because they suffer from many uncertainties
during sailing. The control accuracy and stability of whole system will be af-
fected by these uncertainties. There are lots of schemes have been suggested
to tackle the above problem, such as the projection algorithm based scheme
in [17], the adaptive switching supervisory control scheme in [18], etc. In these
studies the uncertainties are considered as unknown parameters, seldom of them
pay attention to the case where the vessels dynamics are unknown. In this pa-
per, NN adaptive control algorithm is suggested to handle this problem. The
proposed control algorithm does not rely on the accurate knowledge of model
which is difficult to obtain in practice. Backstepping technique [19], NN adaptive
control and graph theory are brought together to design the controller, where
the constraints imposed by the communication network are taken into account.
The path-following controller is designed such that the unknown dynamics can
be learned by NN. The desired cooperative behavior is achieved through the
synchronization of path parameters.

The remainder of this paper is organized as follows: In section 2, the problem
and preliminaries are stated. The controller design and stability analysis are
given in section 3. The simulation results are presented in section 4. Section 5 is
the conclusion of this paper.

2 Problem Statement and Preliminaries

2.1 Vessel Model

Consider a group of n fully-actuated vessels. Let ηi(t) = [xi, yi, ψi]
T ∈ R

3 be
the three degree-of-freedom position vector in the earth-fixed reference frame;
νi(t) = [ui, υi, ri]

T ∈ R
3 is the velocity vector in the body-fixed reference frame.

The dynamic model of the vessel is given by [20] :

η̇i = J(ψi)νi (1)

Miν̇i = τi − Ci(νi)−Di(νi)−Δi(νi, ηi) (2)

where τi = [τiuτiv, τir ]
T ∈ R

3 is the control input vector, Mi is the system
inertia matrix, Ci is the skew-symmetric matrix of Coriolis, Di is the non-
linear damping matrix, and Δi is the unmodeled hydrodynamics. The matrix

J(ψi) =

⎡⎣ cosψi − sinψi 0
sinψi cosψi 0
0 0 1

⎤⎦ transforms the body-fixed frame into inertial frame

and have the properties that J(ψi)
T
J(ψi) = I, ‖J(ψi)‖ = 1 for all ψi.



NN Adaptive Control for Cooperative Path-Following of MSVs 509

2.2 Graph Theory

A graph G = G(V,E) consists of a finite set V = {1, 2, ..., n} of n vertices and
a finite set E of m pairs of vertices {i, j} ∈ E named edges. If {i, j} belongs
to E then i and j are said to be adjacent. A path from i to j is a sequence of
distinct vertices called adjacent. If there is a path in E between any two vertices,
then G is said to be connected. The adjacency matrix of a graph G, denoted A,
is a square matrix with rows and columns indexed by the vertices, such that
the Ai,j of A is one if {i, j} ∈ E and zero otherwise. The degree matrix D of a
graph G is a diagonal matrix where the Di,j is equal to the number of adjacent
vertices of vertex i. The Laplacian of a graph is defined as L = D − A. If the
graph is connected, then all other eigenvalues of the Laplacian are positive. This
implies that for a connected graph, rank L = n − 1, so there exists a matrix
G = R

n×(n−1) such that L = GGT , where rank G = n − 1. From this point of
view, each vessel is represented by a vertex and a communication bidirectional
link between two vessels is represented by an edge between the corresponding
vertices.

2.3 Problem Statement

Control Objective: Let ηdi(θi) = [xdi(θi), ydi(θi), ψdi(θi)]
T ∈ R

3 be a desired
path parameterized by a continuous variable θi ∈ R. Suppose ηdi(θi) is suffi-
ciently smooth and its derivatives (with respect to θi) are bounded. Design a
control law τi such that the path-following errors z1i = Ji

T (ηi−ηdi) and param-
eters coordinated errors ςi = G

T θi are uniformly ultimately bounded.

3 Cooperative Path-Following Controller Design and
Stability Analysis

3.1 Controller Design

In this section, NN-based backstepping technique is used to design the cooper-
ative path-following controller. The procedure of design is inspired by [21]. The
controller design contains three steps. The process of stabilizing z1i is presented
at Step 1. The control law and NN adaptive law will be given at Step 2. Coop-
erative parameter update law will be developed at Step 3.

Step 1: Define z1i = Ji
T (ηi−ηdi) and z2i = νi−αi, where z1i is the path-following

errors in the body-fixed frame; z2i is the velocity errors; αi is the virtual control
law. Taking the time derivative of z1i, we have:

ż1i = J̇
T
i (ηi − ηdi) + JiT (η̇i − ηθidi θ̇i) (3)

where ηθidi = ∂ηdi/∂θi and let ωsi = θ̇i − vdi(θi), then we obtain:

ż1i = −rSz1i + νi − JiT [ηθidi(vdi − ωsi)] (4)
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Define the first Lyapunov function candidate as V1i =
1
2z1i

T z1i. To stabilize z1i
dynamics in (4), choose the virtual control law αi as:

αi = −K1iz1i + Ji
T ηθidivdi (5)

then we have the time derivative of V1i as :

V̇1i = −z1iTK1iz1i + z1i
T z2i + z1i

TJ i
T ηθidiωsi (6)

Step 2: The time derivative of velocity errors z2i is Miż2i = Miν̇i − Miα̇i =
−Ci(νi)−Di(νi)−Δi(νi, ηi)−Miα̇i. Define the second Lyapunov function can-
didate as:

V2i = V1i +
1
2z2i

TMiz2i (7)

whose time derivative is:

V̇2i = −zT1iK1iz1i + z
T
1iJ

T
i η

θi
diωsi + z

T
2i[f1i + τi + z1i] (8)

where f1i = −Ci(νi)−Di(νi)−Δi(νi, ηi)−Miα̇i. Since f1i are unknown, we use
a single hidden layer (SHL)[22] NN to approximate the uncertain term :

f1i =W
T
i σ(V

T
i ξi) + εi(ξi) (9)

where ξi = [α̇Ti , ν
T
i , η

T
i , 1]

T
is the NN input vector; ‖εi(ξi)‖ ≤ εN is the error

bounded; σ is the activation function;Wi and Vi represent the input layer weight
vector and output layer weight vector, respectively. They are bounded by ‖Wi‖ ≤
WM , ‖Vi‖F ≤ VM . We choose the control law and NN adaptive law:

τi = −z1i −K2iz2i − ŴT
i σ(V̂

T
i ξi) + hi (10)

˙̂
W i = −Fi[σ(V̂ T

i ξi)z2i
T − σ′(V̂ T

i ξi)V̂
T
i ξiz2i

T − aiŴi] (11)

˙̂
V i = −Gi[ξiz2i

T ŴT
i σ

′(V̂ T
i ξi) + biV̂i] (12)

where hi = −kh(12 + ‖ξiŴT
i σ

′(V̂ T
i ξi)‖2F + ‖σ′(V̂ T

i ξi)V̂
T
i ξi‖

2
)z2i. ai, bi, Fi and

Gi are the positive constants. V̂i and Ŵi are the estimates of Vi,Wi. Letting
Ṽi = Vi − V̂i, W̃i = Wi − Ŵi and using ŴT

i σ(V̂
T
i ξi) −Wi

Tσ(Vi
T ξi) = W̃

T
i (σ̂ −

σ̂′V̂ T
i ξi) + Ŵ

T
i σ̂

′Ṽ T
i ξi + di, with di = −Wi

T (σ− σ̂)−Wi
T σ̂′V̂ T

i ξi + Ŵ
T
i σ̂

′V̂ T
i ξi.

Then (8) can be described by :

V̇2i = −zT1iK1iz1i − zT2iK2iz2i − zT2i[−εi(ξi)− hi +
W̃T

i (σ̂ − σ̂′V̂ T
i ξi) + Ŵ

T
i σ̂

′Ṽ T
i ξi + di] + z

T
2iJ

T
i η

θi
diωsi (13)

Define the third Lyapunov function candidate as :

V3i = V2i +
1
2 tr(W̃

T
i Fi

−1W̃i) +
1
2 tr(Ṽ

T
i Gi

−1Ṽi) (14)
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Substituting the NN adaptive law (11) and (12) into (13) and (14), we will get
the time derivative of V3i as :

V̇3i = −z1iTK1iz1i − z2iTK2iz2i − z2iT [−εi(ξi)− hi + di]
−aitr(Ṽ T

i V̂i)− bitr(W̃T
i Ŵi) + μiωsi (15)

where μi = z1i
TJi

T ηθidi.

Step 3: Define the fourth Lyapunov function candidate as:

V4i =
1
2 ς

T
i ςi +

1
2χ

T
i χi +

n∑
i=1

V3i (16)

where χi can be considered as an auxiliary state. The time derivative of V4i is:

V̇4i = θ
T
i Lωsi + χ

T
i χ̇i +

n∑
i=1

{−z1iTK1iz1i − z2iTK2iz2i

−z2iT [−εi(ξi)− hi + di]− aitr(Ṽ T
i V̂i)− bitr(W̃T

i Ŵi)}+ μTi ωsi (17)

Choose cooperative parameters update law as follows:

θ̇i = vdi + χi − C−1
1i (Lθi + μi) (18)

χ̇i = −(C1i + C2i)χi + Lθi + μi (19)

where C1i and C2i are positive constants, then we have:

V̇4i = −ωTsiC1iωsi − χTi C2iχi +
n∑

i=1

{−z1iTK1iz1i − z2iTK2iz2i

−z2iT [−εi(ξi)− hi + di]− aitr(Ṽ T
i V̂i)− bitr(W̃T

i Ŵi)} (20)

3.2 Stability Analysis

Theorem 1: Consider the vessels with dynamics in (1) and (2). Select the con-
trol laws in (10) with NN adaptive laws in (11) (12), and parameters update
laws (18) (19), then the control objective is achieved.

Proof: Consider the Lyapunov function candidate (16) and use the following
inequalities:
‖W̃i‖2F − ‖Ŵi‖2F ≤ 2tr(W̃T

i Ŵi), ‖Ṽi‖2F − ‖V̂i‖2F ≤ 2tr(Ṽ T
i V̂i)

‖z2i‖‖Vi‖F ‖ξiŴT
i σ

′(V̂ T
i ξi)‖F ≤ khi‖z2i‖2‖ξiŴT

i σ
′(V̂ T

i ξi)‖2F +
V 2
M

4khi

‖z2i‖‖Wi‖F ‖σ′(V̂ T
i ξi)V̂

T
i ξi‖ ≤ khi‖z2i‖2‖σ′(V̂ T

i ξi)V̂
T
i ξi‖

2
+

W 2
M

4khi

‖z2i‖(|Wi|1 + εN ) ≤ 1
2khi‖z2i‖2 + 1

khi
(|Wi|1 + εN )

2

then (20) can be described by:
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V̇4i ≤ −ωTsiC1iωsi − χTi C2iχi +
n∑

i=1

{−z1iTK1iz1i − z2iTK2iz2i

−ai

2 ‖W̃i‖2 − bi
2 ‖Ṽi‖

2
+Hi} (21)

where Hi =
1

4khi
(V 2

M +W 2
M ) + 1

khi
(WM + εN)

2
+ ai

2 V
2
M + bi

2W
2
M . Thus, V̇4i ≤

−βV4i+
n∑

i=1

Hi, where β =min
1≤i≤n {λmin(C

−1
1i ),−λmin(L

−1C1i−2C−1
2i ), λmin(K1i),

λmin(K2i)
λmax(Mi)

, ai

λmax(F
−1
i )
, bi
λmax(G

−1
i )

}. As a result, 0 ≤ V4i(t) ≤ 1
β

n∑
i=1

Hi + [V (0) −
1
β

n∑
i=1

Hi]e
−βt, ∀t ≥ 0. Thus V4i is bounded by V4i ≤ 1

β

n∑
i=1

Hi, all the signals

including path-following errors z1i and parameters coordination errors ςi are
uniformly ultimately bounded and the control objective is achieved.

4 Simulations

Consider a group of three vessels with a communication network that induces a
topology depicted byFig. 1. The parameters of vesselmodel are taken from [9]. The
reference speed is 0.1m/s. The desired paths are three circles with different initial
positions, and the initial velocities are ui(0) = vi(0) = 0m/s, ri(0) = 0rad/s.
Initial path parameter is selected as θi(0) = 0. The NN adaptive law parameters
are chosen as ai = bi = 0.13, Gi = 1, Fi = 100. The controller gains are K1i =
diag(0.1, 0.1, 0.1) and K2i = diag(10, 10, 10). The uncertainties of three vessels

are given as follow:Δi = [0.345u2ivi + 0.028ri, 0.267v
2
i , 0.471r

2
i + 0.05riv

2
i ]

T
. The

simulation result shows that the formation paths of the three vessels in Fig. 2 and
we can see that each vehicle converges to its assigned path after a transient process.
The NN approximation errors are shown in Fig. 3. The coordination errors of θ can
be seen from Fig. 4.

1 3

2

Fig. 1. Topology induced by the communi-
cation network
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Fig. 2. Trajectories of three vessels
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Fig. 4. Path parameters coordination errors

5 Conclusions

This paper addressed the the cooperative path following problem for a class of
fully-actuated marine surface vessels which subjects to unknown dynamics. The
NN path-following controller is designed such that the unknown dynamics can
be compensated for by NN. The desired coordinated behavior is achieved by
means of consensus on the path parameters. Illustrative examples are used to
demonstrate our proposed approach.
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Abstract. This paper contributes to vessel steering control system de-
sign via the Generalized Ellipsoidal Function Based Fuzzy Neural Net-
work (GEBF-FNN) method. Based on vessel motion dynamics and
Nomoto model, a vessel steering model including dynamical K and T pa-
rameters dependent on initial forward speed and required heading angle
is proposed to develop a novel dynamical PID steering controller includ-
ing dynamical controller gains to obtain rapid and accurate performance.
The promising GRBF-FNN algorithm is applied to dealing with the iden-
tification of dynamical controller gains. Typical steering maneuvers are
considered to generate data samples for training the GEBF-FNN based
dynamical steering controller while the prediction performance is checked
by series of steering commands. In order to demonstrate the effectiveness
of the proposed scheme, simulation studies are conducted on benchmark
scenarios to validate effective performance.

Keywords: vessel steering, generalized ellipsoidal basis function, fuzzy
neural network, dynamical controller.

1 Introduction

The main methodologies applied to vessel steering controller design could be
summarized as the following classifications: conventional PID approach [1], Lin-
ear Quadratic Gaussian (LQG) control theory [2], Internal Model Control (IMC)
method [3], Sliding Mode (SM) control [4] and Model Predictive Control (MPC)
[5], etc. Most of the previous methods focused on hydrodynamic ship models or
simplified variants, whereby the involved derivatives are usually prefixed. In this
case, the distinct characteristics of ship steering would be shaded and decade
to general model-based control problems. Recently, some intelligent computing
methods are considered as model-free approach to vessel steering controller de-
sign [6,7], from which promising results have widely covered the fields of collision
avoidance [8], and marine traffic simulation [9], etc.
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China under Grant #51009017, #51179019, and Fundamental Research Funds for
the Central Universities of China under Grant #2009QN025, #2011JC002.

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 515–524, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



516 N. Wang et al.

Investigations have revealed that fuzzy inference systems and neural networks
can approximate any function to any desired accuracy provided that sufficient
fuzzy rules or hidden neurons are available [10]. Innovative merger of the two
paradigms results in a powerful field termed fuzzy neural networks (FNN’s),
which is designed to realize a fuzzy inference system through the topology of
neural networks, and therefore incorporates generic advantages of neural net-
works like massive parallelism, robustness, and learning ability into fuzzy infer-
ence systems [11]. Recently, Wang et al. [12] proposed a promising Generalized
Ellipsoidal Basis Function based Fuzzy Neural Network (GEBF-FNN) which
implements a T-S fuzzy inference system. The GEBF-FNN algorithm could ef-
fectively partition the input space and optimize the corresponding weights within
the topology of GEBF-FNN. Reasonably, this method is an excellent candidate
for modeling the vessel models with complicated derivatives and strong uncer-
tainties, as well as controller design scheme.

This paper proposes a novel vessel steering model including dynamical K and
T parameters, and therefore it would implement an uniform description of non-
linearity underlying the steering process. It is followed by dynamical PID steering
controller synthesis, whereby the controller gains vary with the initial forward
speed Uinit and required heading angle ψreq since the K and T parameters is
dependent on Uinit and ψreq. And then, the promising GRBF-FNN algorithm
is rationally used to online identify the nonlinearity between input and output
variables of the dynamical PID controller. The typical vessel maneuvers are con-
sidered to generate data samples for training the GEBF-FNN based dynamical
steering controller, whereby the generalization and prediction performance is
checked by series of typical steering command. Simulation studies demonstrate
the effectiveness of the proposed scheme for vessel steering controllers.

2 Vessel Motion Dynamics

The vessel motion dynamics could be given by the following non-dimensional
surge, sway and yaw equations (Bis-system) [13],⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

u̇− vr = gX ′′

v̇ + ur = gY ′′

(Lk′′z )
2ṙ + Lx′′Gur = gLN

′′

ẋ = u cos(ψ) − v sin(ψ)
ẏ = u sin(ψ) + v cos(ψ)

ψ̇ = r

(1)

where k′′z is the non-dimensional radius of gyration of the ship in yaw, x′′G =
L−1xG, and X

′′, Y ′′ and N ′′ are nonlinear non-dimensional functions:

gX ′′ =X ′′
u̇ u̇+ L

−1X ′′
uuu

2 + L−1X ′′
vvv

2 + L−1X ′′
c|c|δδc|c|δ2 + L−1X ′′

c|c|βδc|c|βδ
+ gT ′′(1− t̂) +X ′′

u̇ζ u̇ζ + L
−1X ′′

uuζu
2ζ +X ′′

urζurζ + L
−1X ′′

vvζζv
2ζ2 (2)
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gY ′′ =Y ′′
v̇ v̇ + L

−1Y ′′
v|v|v|v|+ L−1Y ′′

urur + L
−1Y ′′

c|c|δc|c|δ + Y ′′
T gT

′′ + Y ′′
urζurζ

+ L−1Y ′′
|c|c|β|β|δ||c|c|β|β|δ|+ L−1Y ′′

uvζuvζ + L
−1Y ′′

|v|vζ |v|vζ
+ L−1Y ′′

|c|c|β|β|δ|ζ|c|c|β|β|δ|ζ + Y ′′
v̇ v̇ − Y ′′

v̇ζ v̇ζ (3)

gLN ′′ =L2(N ′′
ṙ ṙ +N

′′
ṙζ ṙζ +N

′′
uvuv + LN

′′
|v|r|v|r +N ′′

|c|cδ|c|cδ + LN ′′
urur

+N ′′
|c|c|β|β|δ||c|c|β|β|δ|+ LN ′′

urζurζ +N
′′
uvζuvζ

+ LN ′′
|v|rζ|v|rζ +N ′′

|c|c|β|β|δ|ζ|c|c|β|β|δ|ζ + LN ′′
TgT

′′ (4)

where, ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

gT ′′ = L−1T ′′
uuu

2 + T ′′
unun+ LT

′′
|n|n|n|n

k′′z = L−1
√
I ′′z /m

c2 = cunun+ cnnn
2

ζ = d/(h− d)
β = v/u

(5)

Here, u, v and x, y are the velocities and positions along X (towards forward) and
Y axis (towards starboard) respectively, r = ψ̇ is the yaw rate (where ψ is the
yaw angle in the horizontal plane), L, d and m are the length, draft and mass of
the ship, I ′′z is its mass moment of inertia about Z axis (vertically downward with
axis origin at free surface), x′′G = L−1xG is the non-dimensional X coordinate of
ship’s center of gravity (Y coordinate of ship’s cener of gravity y′′G is taken as
zero), g is acceleration due to gravity, X ′′, Y ′′ and N ′′ are the non-dimensional
surge force, sway force and yaw moment respectively, δ is the rudder angle, c
is the flow velocity past rudder, ζ is the water depth parameter, cun and cnn
are constants, T ′′ is the propeller thrust, h is the water depth, t̂ is the thrust
deduction factor and n is the rpm of the propeller shaft.

And, the resulting advance speed of the tanker could be given by

U =
√
u2 + v2 (6)

3 Nomoto Motion Model

In order to make it feasible to design the steering controller, the previous 3-
DOF mathematical motion model need to be fold into input-output mode, which
grasps the main characteristics of ship dynamics (δ → ψ̇ → ψ). The response
model can be well described as the Nomoto’s second order model [1] given by,

T ψ̈ + ψ̇ = Kδ (7)

where T and K are known as the Nomoto time and gain constants, respectively.
Clarke [14] have shown that the ship behavior during zigzag maneuvers could
be used to roughly determine the Nomoto parameters.

As shown in Fig.1(a), considering the first two heading overshoots of the zigzag
maneuver, the shaded area delimited by the crossing points #1 and #2 where
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Fig. 1. Calculation of parameter K and T based on zigzag maneuvers

the yaw rate r is equal to zero gives the integral term of rudder angle δ. The
parameter K could be immediately estimated by the following equation:

K = −(ψ1 − ψ2)/
( ∫ t2

t1
δdt

)
(8)

Similarly, as shown in Fig.1(b), the first two crossing points #3 and #4 denote
that the heading angle ψ is equal to zero during the zigzag maneuver. The
parameter T could be obtained from the following equation:

T = −K( ∫ t4
t3
δdt

)
/(r3 − r4) (9)

Parameters K and T are actually subject to the initial ship speed Uinit and the
required heading angle ψreq during the zigzag maneuver, respectively.

K(Uinit, ψreq) = gK(Uinit, ψreq), T (Uinit, ψreq) = gT (Uinit, ψreq) (10)

Furthermore, the dynamical steering equation could be described as follows:

T (Uinit, ψreq)ψ̈ + ψ̇ = K(Uinit, ψreq)δ (11)

4 Generalized Ellipsoidal Basis Function Based Fuzzy
Neural Network

In [12], the generalized ellipsoidal basis function (GEBF) is proposed and incor-
porated into the GEBF based fuzzy neural network (GEBF-FNN) which realizes
a T-S fuzzy inference system. An intensive investigation of the GEBF-FNN has
been explicitly present in [12]. The GEBF eliminates the symmetry restriction
of a standard Gaussian membership function in each dimension and increases
the flexibility of the widths for clusters in the input space.

The overall GEBF-FNN can be described in the form of fuzzy rules given by

Rule j : IF x1 is A1j and ... and xs is Asj , THEN y = wj(x1, · · · , xs) (12)

where Aij is the fuzzy set of the ith input variable xi in the jth fuzzy rule, s
and m are the numbers of input variables and fuzzy rules, respectively. Let μij
be corresponding membership function of the fuzzy set Aij in layer 2.
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Layer 1: This layer accepts inputs to the system via input nodes.
Layer 2: Each node in this layer represents a possible membership function,

μij(xi) = DGF (xi; cij , σij(xi)) , σij(xi) =

{
σRij , xi ≥ cij
σLij , xi < cij

(13)

where DGF (.) is dissymmetrical Gaussian function defined in [12], cij , σ
L
ij and

σRij are the center, left width and right width of the corresponding fuzzy sets.
Layer 3: Each node represents a possible IF-part of fuzzy rules. If multiplica-

tion is selected to calculate each rule’s firing strength, the output of the jth rule
Rj(j = 1, 2, · · · ,m) can be calculated by the function GEBF given by

ϕj(X) = GEBF (X;Cj ,Σj(X)) (14)

where GEBF (.) is defined in [12], X = [x1 , x2, · · · , xs]T, Cj = [c1j , c2j , · · · ,
csj ]

T, and Σj = [σ1j(x1), σ2j(x2), · · · , σsj(xs)]T denote the input vector, center
vector and dynamic width vector of the jth GEBF, respectively.

Layer 4: The output layer presents the weighted summation of inputs,

y(X) =

m∑
i=1

wjϕj (15)

where wj is the THEN-part of the jth rule and given by

wj = α0j + α1jx1 + · · ·+ αrjxr, j = 1, 2, · · · , u (16)

where α0j , α1j , · · · , αsj , j = 1, 2, · · · ,m are the weights.
The main idea behind the GEBF-FNN is as follows. For each observation

(Xk, tk), k = 1, 2, · · · , n, where n is the number of total training data pairs,Xk ∈
Rs and tk ∈ R are the kth input vector and the desired output, respectively.
The overall output of the GEBF-FNN, yk of the existing structure could be
obtained by (15). Before the first observation (X1, t1) arrives, the GEBF-FNN
has no hidden neurons. The GEBF-FNN grows according to the learning process
and criteria, including error criterion, distance criterion and pruning strategy,
which have been comprehensively proposed in [12].

5 GEBF-FNN Based Vessel Steering Controller

5.1 Dynamical PID Controller

We consider a conventional PID-type control law as follows:

δ = Kp(ψd − ψ)−Kdψ̇ +Ki

∫ t

0
(ψd − ψ(τ))dτ (17)

where ψd and ψ are desired and actual heading angle, respectively, Kp > 0,
Ki > 0 and Kd > 0 are the controller design gains, which can be found by pole
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placement in terms of the natural frequency ωn (rad/s) and relative damping
ratio ς , and yield:

Kp =
ω2

nT
K , Ki =

ω3
nT

10K , Kd = 2ςωnT−1
K

(18)

Here, the choice of ωn would be usually limited by the resulting bandwidth of the
rudder ωδ (rad/s) and the ship dynamics 1/T (rad/s) according to the following
equation:

ωn = (1 − λ)Δ 1
T + λΔωδ, Δ = 1√

1−2ς2+
√
4ς4−4ς2+2

(19)

Typically, the relative damping ratio ς and the weighting parameter λ are chosen
in the intervals [0.8, 1.0] and (0, 1), respectively.

We furthermore propose a novel dynamical PID-type controller including vari-
able gains subject to forward speed and required heading angle changes. It follows
that the dynamical PID steering controller could be given as follows:

δjD(kj) = K
D
p j

(ψjreq − ψ(kj))−
KD

d j
(ψ(kj)−ψ(kj−1))

Ts
+KD

i jTs
∑kj

i=1(ψ
j
req − ψ(i))

(20)
where Ts is sampling period, kj denotes the sampling index within the jth steer-

ing process, ψjreq and δjD are the required heading angle and command rudder

angle for the jth steering process, respectively. KD
p j

, KD
i j and KD

d j are the

design controller gains obtained from (18).

5.2 GEBF-FNN Based Vessel Steering Control System

The determination for these variable gains KD
p j

, KD
i j and KD

d j would be obvi-

ously devious due to the calculation and approximation process of parameters
K and T involved in dynamical Nomoto model. In order to circumvent this
problem, we rationally turn to the promising GEBF-FNN method since the high
performance of approximation and generalization makes it feasible to identify
the dynamical PID controller gains from training data samples given as follows:⎛⎜⎜⎜⎜⎜⎜⎝

Uj

Ψe

Ψa

Kp

Ki

Kd

⎞⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎝

U1
j U

2
j · · · Un

j

ψ1e ψ
2
e · · · ψne

ψ1a ψ
2
a · · · ψna

K1
p K

2
p · · · Kn

p

K1
i K

2
i · · · Kn

i

K1
d K

2
d · · · Kn

d

⎞⎟⎟⎟⎟⎟⎟⎠

⎫⎬⎭ Input⎫⎬⎭Target

(21)

where, ⎧⎪⎨⎪⎩
Uk
j = U(k)/U j

init

ψke = ψreq(k)− ψ(k), k = 1, 2, · · · , n
ψka = ψe(k)−ψe(k−1)

Ts

(22)

where Input data includes Uj , Ψe and Ψa denoting the forward speed, heading
angle error and acceleration during the jth steering process, respectively.Kp, Ki
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and Kd are desired Target data vectors consisting of proportional, integral and
derivative gains, respectively. This collection of data samples could be generated
by the dynamical PID steering control system.

The actual output for controller gains could be described as follows:

yk
l = (Kk

p,K
k
i ,K

k
d)

T = G(Uk
j ,Ψ

k
e ,Ψ

k
a) (23)

where, G(.) is the identified function vector from the data samples (21) by
using GEBF-FNN algorithm. As a consequence, the resultant GEBF-FNN based
steering controller could be described as follows:

δjF (kj) = K
F
p j
ψ
kj
e −KF

d jψ
kj
a +KF

i jTs
∑kj

i=1 ψ
i
e (24)

where, the controller gains (KF
p j
,KF

i j ,K
F
d j) would be online varied with the

state variables of vessel model due to the approximation and generalization ca-
pabilities provided by the GEBF-FNN method.

6 Simulation Studies

In this section, the effectiveness and superiority of the proposed vessel steering
controllers will be demonstrated on some typical scenarios in series of steering
processes by using the benchmark model, Esso 190,000 dwt tanker [1,13]. The
principal particulars of the ship are as follows: length L = 304.8m, breadth
B = 47.17m, draft T = 18.46m, displacement ∇ = 220, 000m3, block coefficient
CB = 0.83, design speed U0 = 16knot, nominal propeller speed n = 80rpm,
rudder rate limitation δ̇ = 2.33deg/s. The values of hydrodynamic coefficients
and other parameters can be found in [1,13].

Without loss of generality, we consider series of constant required heading
angles (20, 40, 60, 80, 100, 120, 140, 160, 180, 200) deg with uniform variance
to generate training data samples from the close-loop dynamical PID steering
control system. The results of steering processes under dynamical PID control
are shown in Fig. 2, which demonstrates that the performance is effective and
the dynamical PID controller could be used as reference controller for training
the GEBF-FNN based controller.

Therefore, it is reasonable to implement a GEBF-FNN based dynamical con-
troller of which the training results are shown in Fig. 3. It demonstrates that
the actual output KF

p , KF
i and KF

d could considerably approximate to the de-
sired controller gains from the dynamical PID controller. It should be noted that
there exist only 4 GEBF nodes for this satisfactory approximation performance.
The resulting membership functions for heading angle error and acceleration are
shown in Fig. 4, whereby the fuzzy partition is reasonable and efficient.

In order to demonstrate the effective performance of our proposed tanker
steering controllers and the superiority among them, we consider alternative star-
board and port (SP) steering scenarios, i.e. SP-60deg-60deg-16kn, where 60deg
represents the constant required heading angle within a steering process. The
results are shown in Fig. 5 indicating that both dynamical PID and GEBF-FNN
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Fig. 2. Effective performance of dynamical PID steering controller
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Fig. 3. Comparison of desired controller gains with GEBF-FNN approximation

based controllers could achieve high performance during the whole steering se-
ries. We also find that dynamical PID controller is slightly inferior to the GEBF-
FNN based controller in terms of heading angle error and forward speed loss.
The main reason is that the predicted controller gains based on GEBF-FNN
could adapt corresponding gains efficiently. Totally speaking, all the proposed
steering controllers possess effective control performance while applied to large
heading angle steering.
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Fig. 5. Simulation and comparison results (SP-60deg-60deg-16kn)

7 Conclusions

In this paper, we propose two types of novel vessel steering controllers, i.e. dy-
namical PID-tpye and GEBF-FNN based controllers, whereby vessel motion dy-
namics could be effectively captured in the dynamical Nomoto model including
variable K and T parameters dependent on initial forward speed Uinit and re-
quired heading angle ψreq. Based on the proposed Nomoto-type response model,
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dynamical PID steering controller is clearly developed by using time-variant con-
troller gains varying with Uinit and ψreq. Furthermore, the promising GRBF-
FNN algorithm is rationally used to online identify the nonlinearity between
input and output variables of the dynamical PID controller. Typical steering
maneuvers are considered to generate data samples for training the GEBF-FNN
based dynamical steering controller, whereby the generalization and prediction
performance is checked by series of large-angle steering command. Simulation
studies demonstrate that both dynamical PID and GEBF-FNN based controllers
are effective, especially, the the latter performs superior to the former while ex-
treme steering maneuvers are conducted.
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Abstract. Microturbine generator system (MTGS) is a new energy source 
system. Because of its efficiency, mobility, and small in size, it is widely 
applied in many fields. When it is operating, the high-frequency alternating 
current of permanent magnet synchronous generator generating must be 
rectified and inverted into 50Hz AC to meet the user’s requirements. As we 
know when MTGS output AC voltage is variable, the voltage in DC link is also 
variable in diode rectifier and the generator current is distorted so the power 
factor is low. Therefore, PWM rectifier is utilized to regulate voltage and power 
factor based on fast tracking control scheme. The results of simulation and 
experiment show that the stable DC link voltage and high power factor can be 
achieved and the low frequency component harmonic is eliminated.  
 
Keywords: microturbine generator system, PWM rectifier, fast tracking 
control, power factor. 

1 Introduction 

Microturbine generator system (MTGS) is one of new distributed power generation 
system, whose main advantages are clean, reliable and multi-purpose [1]. A MTG 
system is composed of compressor, recuperator, combustor (combustion chamber), 
microturbine, control system and drive system. The frame is shown in Fig.1. The 
power generator is an oil-cooled, two pole permanent magnet synchronous generator 
(PMSG). As the output frequency of the generator is higher than 1kHz, the AC output 
voltage is converted to DC voltage by a rectifier, and then converted to the 
commercial frequency (50Hz) AC voltage by an inverter. Normally, the diode 
rectifier is used in MTGS, but it can not regulate DC link voltage. Thus, when MTGS 
output AC voltage is variable, the DC link voltage is also variable in diode rectifier. It 
will make inverter control system very complex and it will make generator current 
distorted. Therefore, the PWM rectifier is treated as a main unit of drive system to 
regulate voltage and power factor based on fast tracking control scheme. It converts 
the high-frequency AC link voltage of PMSG generating into constant DC link 
voltage.  
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Fig. 1. MTGS frame 

As we know, there are a lot of control methods in the PWM rectifier [2]. In 
document [3-6], a direct power control (DPC) is proposed with a high power factor, 
simple structure, simple PWM control mode, but it has the power hysteretic 
comparator and makes the switching frequency change with the DC load current 
fluctuation, thus increasing the filter burden. In document [7], a virtual flux and 
SVPWM is proposed. But SVPWM method can generate round magnetic field in 
motor and its waveform contain third harmonic besides sinusoidal waveform, so they 
are not needed in the supply power system. In document [8], a direct-current control 
is proposed, but its system parameters are more sensitive to load fluctuation. In 
document [9], indirect current control is proposed to generate a good switch mode to 
reduce the steady-state current harmonics and DC side voltage fluctuation, but DC 
load current and voltage waveforms is seriously affected by the transient DC 
component. In order to solve those problems, in our design, PWM rectifier is utilized 
to regulate voltage and power factor based on fast tracking control scheme, so as to 
eliminate harmonics in the AC link of MTGS, a stable DC link voltage and high 
power factor can be achieved. The results of simulation and experiment show that the 
proposed scheme is effective and practicable. 

2 Modeling and Analysis for Three-Phase PWM Rectifier 

In MTGS drive system, we construct a voltage-fed PWM rectifier. Its main circuit is 
shown in Figure 2. 
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Fig. 2. A voltage-fed PWM rectifier 

Where,  
G--permanent magnet synchronous generator.     L-- the inductance of filter. 
eA, eB, eC-- the counter emf of PMSG.           R-- the resistance of filter reactor. 
iA, iB,iC-- the output phase current of PMSG.      RL-- the DC link load.  
uAO, uBO, uCO,-- the input voltages of rectifier.     iL-- the load current.  
SA,SB,SC-- the switch function of bridge.         UDC-- the DC link voltage. 
C-- smoothing capacitor across the dc bus.  

It is assumed: 

/ / 1A B CS = , the upper switch device of the A/B/C phase leg turns on.  

/ / 0A B CS = , the lower switch device of the A/B/C phase leg turns off.  

The fundamental wave equations of the generator voltage and current are shown as 
follows, respectively. 

sin

sin( 2 / 3)

sin( 2 / 3)

sin( )

sin( 2 / 3)

sin( 2 / 3)

A m

B m

C m

A m

B m

C m

e E t

e E t

e E t
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i I t
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ω
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(1)

Define switch function as follows:  

1

1jm


= −
  

1

0
j

j

S

S

=

=
  , ,j A B C=                (2)

According to Kirchhoff 's laws, the mathematical model of three-phase PWM rectifier 
is shown as follows: 
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where, mA, mB, mC is the nonlinear function, so the model of three-phase PWM 
rectifier is nonlinear equation with coupling. 

Assuming a transform matrix T is shown as follows: 

( )
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3 3

2 4
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where ω is the angular frequency. 
2

3
λ = . 

Then, the switch function md, mq in the dq synchronous rotating frame is 

[ ]Td

A B C
q

m
T m m m

m

 
= 

 
 

(6)

Based on (3)-(6), we can transform PMSG voltage eA, eB, eC, into ed, eq and iA, iB ,iC 
into id , iq in the dq synchronous rotating frame. Thus, mathematical model of three-
phase PWM rectifier can be derived as 

d
d d q d

q
q q d q

di
L e i R Li u

dt
di

L e i R Li u
dt

ω

ω

= − + − 
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(7)

1 1

2 2
DC DC

D d d q q L
L

dU U
C i m i m i i

dt R λ λ
= − = + −  

(8)

The active power of DC link PDC is written as 

21DC
DC DC D DC DC

L

dU
P U i CU U

dt R
= = +  

(9)

The PWM waveform control voltage is written as 

d d DC

q q DC

u m U

u m U

= 
= 

 
(10)

According to (7), we get ud, uq. Finally, the PWM switch mode SA, SB, SC can be 
derived from (10), (6), (2). 
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In the dq synchronous rotating frame, d axis is oriented to the counter EMF of 
PMSG Em. (7) is multiplied by ed=Em in the equation both sides at the same time, so 
active power, reactive power is 
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The system control goal is that the power factor of the system and DC link voltage is 
stable. Therefore, the fast tracking control scheme is utilized to track instantaneous 
reactive power Q and instantaneous active power P, so as to make Q converges to 
zero and P converges to PDC. 

3 Fast Tracking Control Scheme and Implementation 

In MTGS, the fast tracking control scheme is applied based on a tracking 
differentiator (TD). It can not only finish fast tracking Q and P, but also resist the 
interference of drive system. An active power fast tracking controller is composed of 
two TD. A reactive power fast tracking controller is also composed of two TD. They 
are shown in Figure 3. 
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Fig. 3. Active power and reactive power fast tracking controller 
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3.1 Tracking Differentiator 

In this section, a tracking differentiator is used to provide a high-quality differential 
signal for more effective and robust performance in the presence of measurement 
interference[10][11]. For the input signal of reference Pref , TD(1) can produce high 
quality output signal x1, x2 and make x1 track Pref , x2 track dPref /dt . TD(2), TD(3) and 
TD(4) have the same functions as TD(1) in structure and parameter. 
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where, sat(●) is a nonlinear saturation function that protects from oscillation in zero 
point. sign(●) is a normal sign function. β is amplitude of nonlinear function. δ is 
transient speed factor. h is step of integral.  

3.2 Power Tracking Control Implementation 

In the equation (11), if ud, uq are output variables and P, Q are state variables, then we 
can get  

m
d

m m

q
m m

E LQ L dP
u

E E dt

LP L dQ
u

E E dt

λω λ
λ
λω λ

= − − 

= − +


 
   (15)

In order to control ud, uq, according to the equation (11), a appropriate dP/dt and 
dQ/dt must be selected. So, a suitable power reference Pref =PDC is formatted. Then, 
dPref /dt, dP/dt, dQ/dt comes from TD. Finally, ud, uq are solved from the equation 
(15). In the active power PD regulator, the reference value is set to Pref =PDC and P is 
the feedback value. In the reactive power PD regulator, the reference value is set to 
Qref and Q is the feedback value. dP/dt, dQ/dt is a TD output value.  

Through inverse transformation equation (2), (10), (6), the PWM switch mode that 
drive signal of IGBT is generated and main circuit system of PWM rectifier is 
controlled. The fast tracking control system is shown in Figure 4. 
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Fig. 4. The structure of PWM rectifier fast tracking control system 

4 Results of Simulation and Experiment  

The system parameters of simulation and experiment are shown in table1. 

Table 1. System parameters 

parameter value 

AC input phase voltage 220V 
frequency 50Hz 
Switch frequency 10kHz 
AC filter inductance  2mH 
DC filter capacitor 3600μF 
DC link voltage 600V 
DC link load 15kW/16Ω 

We used MATLAB Simulink to construct simulation system for PWM rectifier 
and validate the proposed fast tracking control scheme. The results of simulation are 
shown in Fig.5 and Fig.6. 
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Fig. 5. DC link voltage in starting Fig. 6. A phase voltage and current when 
reference voltage vary suddenly 

Fig. 5 shows that at starting the DC bus voltage rests at the diode rectifier level 
with a resistive load of RL=16Ω. Then, the PWM rectifier control is applied to keep 
the load resistance and the output voltage increase to the desired DC value. Fig. 6 
shows the voltage and current on AC side, we can see that the current is sinusoidal 
waveform and the same as phase voltage.  

The results of experiment are shown as Fig.7 ~Fig.10.  

  

Fig. 7. AC current & voltage of diode rectifier Fig. 8. AC current & voltage of PWM 
rectifier 

 

Fig. 9. DC link voltage of PWM rectifier Fig. 10. Three phase AC current of PWM 
rectifier 
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In Fig.7 ~ Fig.10, AC phase voltage is 220V, AC current is 23A and DC link 
voltage is 600V. Fig.7 shows the voltage and current waveform of diode rectifier. The 
current distortion THD is 55%. The waveform is not sinusoid. The power factor is 
0.65 in AC side. Fig.8 shows the voltage and current waveform of PWM rectifier. The 
current distortion THD is 15.2%. The waveform is sinusoid. The power factor is 0.96 
in AC side. Fig.9 shows DC link voltage waveform of PWM rectifier. It has only a 
small fluctuation. Fig.10 shows the three current waveform of PWM rectifier.  

5 Conclusion 

In the MTG system, PWM rectifier is utilized to regulate DC voltage, AC current 
waveform and power factor. After PWM rectifier modeling and analysis, a fast 
tracking control scheme is proposed with tracking differentiator. The scheme can 
automatically compensate and track for active power or reactive power changing. 
Finally, a stable DC link voltage, three current sinusoid waveform and high power 
factor are achieved. The results of simulation and experiment are shown that the 
proposed scheme is valid and correct. 
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Abstract. In this paper, an adaptive dynamic programming (ADP)-based self-
learning algorithm is developed for solving the two-person zero-sum differential
games for continuous-time nonlinear systems with saturating controllers. Optimal
control pair is iteratively obtained by the proposed ADP algorithm that makes the
performance index function reach the saddle point of the zero-sum differential
games. It shows that the iterative control pairs stabilize the nonlinear systems and
the iterative performance index functions converge to the saddle point. Finally, a
simulation example is given to illustrate the performance of the proposed method.

Keywords: Adaptive dynamic programming, zero-sum differential game,
saturating controller, optimal control, neural networks.

1 Introduction

A large class of real systems are controlled by more than one controller or decision
maker with each using an individual strategy. These controllers often operate in a group
with a performance index function as a game [6]. Zero-sum differential game theory has
been widely applied to decision making problems [8, 10, 16]. In these situations, many
control schemes are presented in order to reach some form of optimality [6, 7]. Adap-
tive dynamic programming (ADP), proposed by Werbos [19], is an effective approach
to solve optimal control problems forward-in-time and has been paid much attention
in these years [1, 12, 14, 17, 18, 20, 21]. There are several synonyms used including
“Adaptive Critic Designs” (ACD), “Approximative Dynamic Programming”, “Neural
Dynamic Programming”, “Reinforcement Learning” (RL), and so on.

In [4] and [5], ADP algorithm is applied to solve discrete-time zero-sum games for
linear systems based on the Ricatti equation theory. In [2], ADP algorithm is used to
solve two-person zero-sum games for continuous-time affine nonlinear systems under
L2-gain assumption. In [22], an iterative ADP algorithm is proposed to obtain the op-
timal control pair while the L2-gain assumption is released. Although, ADP is widely
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used for solving zero-sum game problems [2, 9, 11, 13, 15, 16], most results are based
on the controls without constraints. To the best of our knowledge, only in [3], satu-
ration in one controller (u controller) is considered. To guarantee the existence of the
saddle point, L2-gain assumption is also necessary in [3]. There is no discussion on
two-person zero-sum differential games considering saturations in both two controllers
which motivates our research.

In this paper, it is the first time that the two-person zero-sum differential games for
continuous-time nonlinear systems are solved by the iterative ADP method consider-
ing the saturations in both two controllers. By introducing a generalized non-quadratic
utility function, the saturating controllers are transformed to a non-saturating ones. Us-
ing the proposed iterative ADP method, the optimal control pair is obtained to make
the performance index function reach the saddle point while the L2-gain assumption is
unnecessary in the proposed method. Stability analysis is proposed to show that the iter-
ative control pairs stabilize the system. Convergence proofs are presented to guarantee
that iterative performance index functions convergence to the optimum.

2 Problem Statement

In this paper, we consider the following two-person zero-sum differential game. For
∀t ≥ 0, the system state x = x(t) is described by the continuous-time affine nonlinear
equation

ẋ = f(x, u, w) = a(x) + b(x)u+ c(x)w, (1)

where x ∈ Rn, a(x) ∈ Rn, b(x) ∈ Rn×k, c(x) ∈ Rn×m. Let the initial condition
x(0) = x0 is given. The saturating controls are expressed by u = (u1, u2, . . . , uk)

T ∈
Rk, w = (w1, w2, . . . , wm) ∈ Rm. Let αi ≤ ui ≤ αi, i = 1, 2, . . . , k and β

j
≤ wj ≤

βj , j = 1, 2, . . . ,m, where αi, αi, βj , βj are all constants. The performance index
function is the following non-quadratic form

V (x(0), u, w) =

∫ ∞

0

(xTAx+R(u) + S(w))dt, (2)

where R(u) = 2
∫ u

0
(Φ−1(v))TBdv and S(w) = 2

∫ w

0
(Ψ−1(μ))TCdμ. Let the matri-

cesB > 0, C < 0. Let Φ(·) and Ψ(·) be both bounded one-to-one monotone increasing
functions. According to the situation of two players we have the following definitions.
Define the upper performance index function as V (x) := inf

u
sup
w
V (x, u, w) and de-

fine the lower performance index function as V (x) := sup
w

inf
u
V (x, u, w) with the

obvious inequality V (x) ≥ V (x). Define the optimal control pairs to be (u,w) and
(u,w) for upper and lower performance index functions, respectively. Then, we have
V (x) = V (x, u, w) and V (x) = V (x, u, w). If V (x) = V (x) = V ∗(x), then we say
that the saddle point exists and the corresponding optimal control pair is denoted by
(u∗, w∗). We have the following Lemma.

Lemma 1. [22] If the nonlinear system (1) is controllable and the upper performance
index function and the lower performance index function both exist, then V (x) is a
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solution of the following upper Hamilton-Jacobi-Isaacs (HJI) equation inf
u

sup
w

{V t +

V
T

x f(x, u, w) + l(x, u, w)} = 0, which is denoted by HJI(V (x), u, w) = 0 and
V (x) is a solution of the following lower HJI equation sup

w
inf
u
{V t + V

T
x f(x, u, w) +

l(x, u, w)} = 0, which is denoted by HJI(V (x), u, w) = 0.

3 Iterative ADP Algorithm for Zero-Sum Differential Games with
Saturating Controllers

The optimal control pair can be obtained by solving the HJI equations, but these equa-
tions cannot be solved in general. There is no current method for rigorously confronting
this type of equations to find the optimal performance index function of the system. This
is the reason why we introduce the iterative ADP method. In this section, the iterative
ADP algorithm for zero-sum differential games with saturating controllers is proposed.

3.1 The Iterative ADP Algorithm

Given the above preparation, we now formulate the iterative adaptive dynamic program-
ming algorithm for zero-sum differential games as follows.

Step 1. Initialize the algorithm with a stabilizing control pair (u(0), w(0)) and perfor-
mance index function V (0). Choose the computation precision ζ > 0.

Step 2. For i = 0, 1, . . ., from the same initial state x(0) run the system with con-
trol pair (u(i), w(i)) for the upper performance index function and run the system with
control pair (u(i), w(i)) for the lower performance index function.

Step 3. For i = 0, 1, . . ., for upper performance index function, let

V
(i)
(x(0)) =

∫ ∞

0

(
xTAx+ 2

∫ u(i+1)

0

Φ−T(v)Bdv + 2

∫ w(i+1)

0

Ψ−T(μ)Cdμ

)
dt,

(3)

and the iterative optimal control pair is formulated as

w(i+1) = Ψ

(
−1

2
C−1cT (x)V

(i)

x

)
, (4)

and

u(i+1) = Φ

(
−1

2
B−1bT (x)V

(i)

x

)
, (5)

where (u(i), w(i)) satisfies the HJI equation HJI(V
(i)
(x), u(i), w(i)) = 0.

Step 4. If
∣∣∣V (i+1)

(x(0))− V (i)
(x(0))

∣∣∣ < ζ, let u = u(i), w = w(i) and V (x) =

V
(i+1)

(x), and go to Step 5. Else, set i = i+ 1 and go to Step 3.
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Step 5. For i = 0, 1, . . ., for lower performance index function, let

V (i)(x(0)) =

∫ ∞

0

(
xTAx+ 2

∫ u(i+1)

0

Φ−T(v)Bdv + 2

∫ w(i+1)

0

Ψ−T(μ)Cdμ

)
dt,

(6)

and the iterative optimal control pair is formulated as

u(i+1) = Φ

(
−1

2
B−1bT (x)V (i)

x

)
, (7)

and

w(i+1) = Ψ

(
−1

2
C−1cT (x)V (i)

x

)
, (8)

where (u(i), w(i)) satisfies the HJI equation HJI(V (i)(x), u(i), w(i)) = 0.

Step 6. If
∣∣∣V (i+1)(x(0))− V (i)(x(0))

∣∣∣ < ζ, let u = u(i), w = w(i) and V (x) =

V (i+1)(x), and go to the next step. Else, set i = i+ 1 and go to Step 5.
Step 7. If

∣∣V (x(0)) − V (x(0))∣∣ < ζ, stop, and the saddle point is achieved. Else,
stop and the saddle point does not exist.

3.2 Properties of the Iterative ADP Algorithm

In this subsection, we present proofs to show that the proposed iterative ADP algorithm
for zero-sum differential games can be used to improve the properties of the system.

Lemma 2. Let a, b ∈ R
l, be both real vector where l is an arbitrary positive integer

number. Let Γ (v) is a monotone increasing function of v, and then we have∫ b

a

Γ (v)dv − Γ (b)(b− a) ≤ 0. (9)

Theorem 1. Let u(i) ∈ Rk, w(i) ∈ Rm and the upper iterative performance index

function V
(i)
(x) satisfy the HJI equation HJI(V

(i)
(x), u(i), w(i)) = 0, i = 0, 1, . . .. If

for ∀ t, l(x, u(i), w(i)) ≥ 0, then the new control pairs (u(i+1), w(i+1)) given by (4) and
(5) which satisfy (3) guarantee the system (1) to be asymptotically stable.

Proof. Taking the derivative of V
(i)
(x) along t, we have

dV
(i)
(x)

dt
=V

(i)T

x a(x) + V
(i)T

x b(x)u(i+1) + V
(i)T

x c(x)w(i+1)

=V
(i)T

x a(x) + V
(i)T

x b(x)u(i+1) + V
(i)T

x c(x)Ψ

(
−1

2
C−1c(x)V

(i)

x

)
.

(10)
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From the HJI equation we have

0 = V
(i)T

x f(x, u(i), w(i)) + l(x, u(i), w(i))

= V
(i)T

x a(x) + V
(i)T

x b(x)u(i) + V
(i)T

x c(x)Ψ

(
−1

2
C−1c(x)V

(i)

x

)
+ xTAx

+ 2

∫ u(i)

0

Φ−T (v)Bdv + 2

∫ Ψ(− 1
2C

−1cT (x)V
(i)
x )

0

Ψ−T (μ)Cdμ. (11)

Combining (10) and (11), we get

dV
(i)
(x)

dt
=V

(i)T

x b(x)(u(i+1) − u(i))− xTAx − 2

∫ u(i)

0

Φ−T (v)Bdv

− 2

∫ Ψ(− 1
2C

−1cT (x)V
(i)
x )

0

Ψ−T (μ)Cdμ (12)

According to (5) we have

dV
(i)
(x)

dt
=− 2Φ−T (u(i+1))B(u(i+1) − u(i))

+ 2

(∫ u(i+1)

0

Φ−T (v)Bdv −
∫ u(i)

0

Φ−T (v)Bdv

)
−
(
xTAx

+2

∫ u(i+1)

0

Φ−T (v)Bdv + 2

∫ Ψ(− 1
2C

−1cT (x)V
(i)
x )

0

Ψ−T (μ)Cdμ

)
.

(13)

If we substitute (5) into the utility function, we obtain

l(x, u(i+1), w(i+1))

=xTAx+ 2

∫ u(i+1)

0

Φ−T (v)Bdv + 2

∫ Ψ(− 1
2C

−1cT (x)V
(i)
x )

0

Ψ−T (μ)Cdμ

≥ 0. (14)

On the other hand, as we have Φ is a monotone increasing function, then according to
Lemma 2, we have

− 2Φ−T (u(i+1))B(u(i+1) − u(i)) + 2

(∫ u(i+1)

0

Φ−T (v)Bdv −
∫ u(i)

0

Φ−T (v)Bdv

)

=2

(∫ u(i+1)

u(i)

Φ−T (v)Bdv − Φ−T (u(i+1))B(u(i+1) − u(i))
)

≤ 0. (15)

Thus we can derive
dV

(i)
(x)

dt
≤ 0.
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Theorem 2. Let u(i) ∈ Rk, w(i) ∈ Rm and the lower iterative performance index
function V (i)(x) satisfy the HJI equation HJI(V (i)(x), u(i), w(i)) = 0, i = 0, 1, . . ..
If for ∀ t, l(x, u(i), w(i)) < 0, then the control pairs (u(i), w(i)) formulated by (7)
and (8) which satisfy the performance index function (6) guarantee system (1) to be
asymptotically stable.

Corollary 1. Let u(i) ∈ Rk, w(i) ∈ Rm and the lower iterative performance index
function V (i)(x) satisfy the HJI equation HJI(V (i)(x), u(i), w(i)) = 0, i = 0, 1, . . ..
If for ∀ t, l(x, u(i), w(i)) ≥ 0, then the control pairs (u(i), w(i)) which satisfy the per-
formance index function (6) guarantee system (1) to be asymptotically stable.

Corollary 2. Let u(i) ∈ Rk, w(i) ∈ Rm and the upper iterative performance index

function V
(i)
(x) satisfy the HJI equation HJI(V

(i)
(x), u(i), w(i)) = 0, i = 0, 1, . . ..

If for ∀ t, l(x, u(i), w(i)) < 0, then the control pairs (u(i), w(i)) which satisfy the per-
formance index function (3) guarantee system (1) to be asymptotically stable.

Theorem 3. If u(i) ∈ Rk, w(i) ∈ Rm and the upper iterative performance index func-

tion V
(i)
(x) satisfy the HJI equation HJI(V

(i)
(x), u(i), w(i)) = 0, i = 0, 1, . . ., and

l(x, u(i), w(i)) is the utility function, then the control pairs (u(i), w(i)) which satisfy the
upper performance index function (3) guarantee system (1) asymptotically stable.

Proof. For the time sequence t0 < t1 < t2 < · · · < tm < tm+1 < · · · , without loss of
generality, we assume l(x, u(i), w(i)) ≥ 0 in [ t2n, t(2n+1)) and l(x, u(i), w(i)) < 0 in
[ t2n+1, t(2(n+1))) where n = 0, 1, . . ..

For t ∈ [t0, t1) we have l(x, u(i), w(i)) ≥ 0 and
∫ t1
t0
l(x, u(i), w(i))dt ≥ 0. Accord-

ing to Theorem 2, we have

‖x(t0)‖ ≥ ‖x(t′1)‖ ≥ ‖x(t1)‖, (16)

where t
′
1 ∈ [t0, t1).

For t ∈ [t1, t2) we have l(x, u(i), w(i)) < 0 and
∫ t2
t1
l(x, u(i), w(i))dt < 0. Accord-

ing to Corollary 2, we have

‖x(t1)‖ > ‖x(t′2)‖ > ‖x(t2)‖, (17)

where t
′
2 ∈ [t1, t2). So we can obtain

‖x(t0)‖ ≥ ‖x(t′0)‖ > ‖x(t2)‖, (18)

where t
′
0 ∈ [t0, t2).

Then using the mathematical induction, for ∀ t, we have ‖x(t′)‖ ≤ ‖x(t)‖ where
t′ ∈ [t,∞). So we can conclude that the system (1) is asymptotically stable and the
proof is completed.

Theorem 4. If u(i) ∈ Rk, w(i) ∈ Rm and the lower iterative performance index func-
tion V (i)(x) satisfies the HJI equationHJI(V (i)(x), u(i), w(i)) = 0, i = 0, 1, . . . and
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l(x, u(i), w(i)) is the utility function, then the control pair (u(i), w(i)) which satisfies
the upper performance index function (6) is a pair of asymptotically stable controls for
system (1).

In the following part, the analysis of convergence property for the zero-sum differen-
tial games is presented to guarantee that the iterative control pair reaches the optimal
solution.

Theorem 5. If u(i) ∈ Rk, w(i) ∈ Rm and the upper iterative performance index func-

tion V
(i)
(x) satisfies the HJI equationHJI(V

(i)
(x), u(i), w(i)) = 0, then the iterative

control pairs (u(i), w(i)) formulated by (4) and (5) guarantee the upper performance

index function V
(i)
(x) → V (x) as i→ ∞.

Proof. Let us consider the property of
d(V

(i+1)
(x) − V (i)

(x))

dt
. According to the HJI

equation HJI(V
(i)
(x), u(i), w(i)) = 0, we can obtain

dV
(i+1)

(x)

dt
by replacing the

index “i” by the index “i+ 1”

dV
(i+1)

(x)

dt
= −xTAx− 2

∫ u(i+1)

0

Φ−T (v)Bdv −2

∫ Ψ(− 1
2C

−1cT (x)V
(i)
x )

0

Ψ−T (μ)Cdμ

(19)

According to (13), we can obtain

d(V
(i+1)

(x) − V (i)
(x))

dt
=2Φ−T (u(i+1))B(u(i+1) − u(i))

− 2

(∫ u(i+1)

0

Φ−T (v)Bdv −
∫ u(i)

0

Φ−T (v)Bdv

)
(20)

According to Lemma 2, we have
d(V

(i+1)
(x) − V (i)

(x))

dt
≥ 0. Since the system (1)

asymptotically stable, its state trajectories x converge to zero, and so does V
(i+1)

(x)−

V
(i)
(x). Since

d
(
V

(i+1)
(x)− V (i)

(x)
)

dt
≥ 0 on these trajectories, it implies that

V
(i+1)

(x)−V (i)
(x) ≤ 0; that is V

(i+1)
(x) ≤ V (i)

(x). As such, V
(i)
(x) is convergent

to V (x) as i→ ∞.

Theorem 6. If u(i) ∈ Rk, w(i) ∈ Rm and the lower iterative performance index func-
tion V (i)(x) satisfies the HJI functionHJI(V (i)(x), u(i), w(i)) = 0, then the iterative
control pairs (u(i), w(i)) formulated by (7) and (8) guarantee the lower performance
index function V (i)(x) → V (x) as i→ ∞.
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Theorem 7. If the optimal performance index function of the saddle point exists, then

the control pairs (u(i+1), w(i+1)) and (u(i+1), w(i+1)) guarantee V
(i)
(x) → V ∗(x)

and V (i)(x) → V ∗(x), respectively, as i→ ∞.

Proof. For the upper performance index function, according to Theorem 5, we have

V
(i)
(x) → V (x) under the control pair (u(i+1), w(i+1)) as i → ∞. So the optimal

control pair for upper performance index function satisfies

V (x) = V (x, u, w) = inf
u∈U [t,∞)

sup
w∈W [t,∞)

V (x, u, w). (21)

On the other hand, there exists optimal control pair (u∗, w∗) to make the performance
index reach the saddle point. According to the property of the saddle point [3, 22], the
optimal control pair (u∗, w∗) satisfies

V ∗(x)=V (x, u∗, w∗) = inf
u∈U [t,∞)

sup
w∈W [t,∞)

V (x, u, w), (22)

which is the same as (21). So we have V (x) → V ∗(x) under the iterative control pair
(u(i+1), w(i+1)) as i→ ∞.

Similarly, we can derive V (x) → V ∗(x) under the control pair (u(i+1), w(i+1)) as
i→ ∞.

4 Simulation Study

Our example is chosen as the benchmark nonlinear system in [3, 22]. The dynamics of
the nonlinear system can be expressed by system (1) where

a(x)=

[
x2

−x1+εx24 sinx3
1− ε2cos2x3 x4

ε cosx3(x1−εx24 sinx3)
1− ε2cos2x3

]T
b(x)=

[
0

−ε cosx3
1− ε2cos2x3 0

1

1− ε2cos2x3

]T
c(x)=

[
0

1

1− ε2cos2x3 0
−ε cosx3

1− ε2cos2x3

]T
(23)

and ε = 0.2. Let the control constraints be expressed by |u| ≤ 0.5 and |w| ≤ 0.2. The
performance index function is expressed by (2). Let the matrices B = I and C = −5I
where I is the identity matrix with suitable dimensions. Let Φ(·) = Ψ(·) = tanh(·).

We use BP neural networks to implement the iterative ADP algorithm. We choose
three-layer neural networks as the critic network and the action networks with the struc-
tures 4–8–1 and 4–8–1. The initial weights are all randomly chosen in [−0.1, 0.1]. For
the given initial state x(0) = [1, 1, 1, 1]T , the critic network and the action networks are
trained for 5000 steps so that the given accuracy ε = 10−6 is reached. In the training
process, the learning rate βa = αc = 0.05. The convergence curve of the performance
index functions is shown in Fig.1(a). The corresponding control curves are given as Fig.
1(b). The state trajectories are given as Fig. 1(c) and Fig. 1(d).
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Fig. 1. The results of the algorithm. (a) Convergence curves of the performance index functions.
(b) Control curves of u and w. (c) State trajectories of x1 and x3. (d) State trajectories of x2

and x4.

5 Conclusions

In this paper we propose an effective iterative ADP algorithm to solve the continuous-
time two-person zero-sum differential games for nonlinear systems considering the sat-
urations in both two controllers. First, by introducing a generalized non-quadratic util-
ity function, the saturating controllers are transformed to a non-saturating ones. Second,
the optimal control pair is obtained iteratively to make the performance index function
reach the saddle point using the proposed iterative ADP method, while the L2-gain as-
sumption is unnecessary in the proposed method with stability and convergence proofs.
Finally, a simulation example is proposed to show the effectiveness of the iterative ADP
algorithm.
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Abstract. Wind power as a renewable energy source is irregular in occurrence. 
It is interesting yet challenging to maximize the energy capture from wind. 
Most existing control methods for wind power generation are traditionally 
based on wind turbine with fixed ratio gear box. In this work we investigate the 
control problem of wind power conversion by wind turbine with Variable-
Ratio-Gearbox (VRG). In this setting, a permanent magnet synchronous motor 
(PMSM) unit is embedded into the system to enhance the generated power 
quality. This is achieved by regulating the PMSM speed properly to maintain 
constant (synchronous) speed of the generator over wide range of wind speed. 
Model-independent control algorithms are developed based on neuroadaptive 
backstepping approach. Both theoretical analysis and numerical simulation 
confirm that the proposed control scheme is able to ensure high precision motor 
speed tracking in the presence of parameter uncertainties and external load 
disturbances. 
 
Keywords: PMSM, Wind Turbine, Neuroadaptive Control, Speed Regulation. 

1 Introduction 

Wind power is a rich renewable source of energy. Converting such energy into high 
quality and reliable electrical power, however, calls for advanced enabling 
technologies, one of which is the control system for maintaining reliable and effective 
operation of wind turbine. Variable-speed wind turbines can capture more power than 
fixed-speed turbines operating in the same wind conditions because they can track its 
maximum aerodynamic efficiency point. The most widely used variable-speed wind 
turbine topology, in present, is the doubly fed induction generator (DFIG) wind 
turbine. It is noted that most existing variable-speed wind turbines do not offer 
satisfactory low voltage ride-through capabilities. 

In this paper, a wind turbine with a virtually variable-ratio-gearbox unit as 
illustrated in Fig.1. In this setting, the PMSM unit is embedded into the system to 
enhance the generated power quality. This is achieved by regulating the PMSM speed 
properly to maintain constant (synchronous) speed of the generator over wide range 
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of wind speed. The main task is to regulate the PMSM speed (which, virtually, is 
equivalent to altering the gear ratio) to guarantee constant synchronous speed of 
generator so as to enhance the power quality, complementing calm interconnection 
with grid as well as operating at optimum power point. 

      

     

3w

1w

2w

w

Fig. 1. Block diagram of Wind Turbine with Variable-
Ratio-Gearbox 

Fig. 2. The structure of VRG 

In this work, we present a structurally simple and computationally inexpensive 
neuroadaptive backstepping control approach for a surface-mounted PMSM speed 
assistant unit. Neuroadaptive control algorithms are developed to exclusively adjust 
the speed of the PMSM under varying operation conditions. With the Lyapunov 
stability theory, we establish the global speed tracking stability for the proposed 
control scheme. Numerical simulation is conducted to demonstrate the benefits and 
effectiveness of the method. 

2 VRG Description 

As the synchronous generator is directly connected to the grid, it is crucial to ensure 
the generator to operate at constant speed so that the output frequency of the generator 
is maintained at 50Hz. At the same time, it is important that the wind turbine operates 
with optimum tip speed ratio.  

To this end, we examine the operation principle of the VRG. The structure of VRG 
is illustrated as Fig. 2.It incorporates a two stage planetary gear, in which the first 
stage planetary gear is used to speed up the rotor speed, and the second stage 
differential planetary gear train is controlled by the PMSM system in order to achieve 
the above mentioned operating goals. 

For the differential planetary gear train, it holds that  

1 0 2 0 3(1 ) 0w w wμ μ+ − + =    (1)

where 1w , 2w and 3w is respectively speed of sun gear, ring gear and planetary gear, 

and 0μ is a constant related to the ratio between the sun gear and ring gear. As seen 
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from Fig.2, the turbine rotor speed w is accelerated by the first stage planetary gear, 
which leads to the planetary gear speed 3w of differential planetary gear train.  

The power coefficient pC can be approximately expressed as equation (2) based on 

the modeling turbine characteristics： 

2 3 4 5
0 1 2 3 4 5( )pC a a a a a aλ λ λ λ λ λ= + + + + +     

(2)

where 0a to 5a depend on the wind turbine characteristics and the value of λ can be 

calculated from equation (2). Then to extract the maximum active power from the 
wind, we can derive different value of maxpC with different wind speed. In other words, 

given every particular wind speed, we require a unique wind speed to accomplish the 
target of maximum wind power extraction. The value of optλ can be calculated by the 

curves of the maximum power coefficient versus tip-speed ratio. 
Therefore, based on the wind speed, we can achieve the corresponding optimal 

turbine rotor speed comply with maximum wind power tracking is decided by: 

* opt v
w

R

λ ⋅
=

   
(3)

Then, based on the generator speed 2w is 1500rmp, and the optimal speed of planetary 

gear *
3w is achieved by equation (2), we can easily obtain the PMSM ideal speed *

1w by  

* *
1 0 3 0 2(1 )w w wμ μ= + −   (4)

Now the control objective is to regulate the speed of PMSM to track the desired 
speed *

1w as determined by (4). This calls for advanced control schemes for rapid and 

high precision PMSM speed tracking over varying wind speed, which is addressed in 
next section. 

3 Dynamic Model of PMSM 

The mechanical and electrical model of a PMSM in the rotor reference（d-q）frame 
can be described as follows [5]: 

d
d s d r q

q
q s q r d

d
V R i

dt
d

V R i
dt

ψ ω ψ

ψ
ω ψ

 = + −

 = + +    

(5)

where d d d fL iψ ψ= + , q q qL iψ = .The electromagnetic torque eT is given by 

3
[ ( ) ]

2e f q d q d qT p i L L i iψ= + −
  

(6)
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The equation for the motor dynamics is  

r
e l r

d
J T T B

dt

ω ω= − −
     

(7)

Therefore the dynamic model of a surface-mounted PMSM through the Park and 
Clark transformation are given as: 

1 1 2 3

2 3 2

3 3 2 1 2

1

1

1

qs
d

d d d

f l

s d
f q

q q q q

LR
x x px x V

L L L

p B
x x x T

J J J
R L p

x x px x x V
L L L L

ψ

ψ


= − + +


 = − −



= − − − +


&

&

&

  

(8)

where 1 2,d rx i x ω= = and 3 qx i= . From the electromagnetic torque equation given in 

(6), it is seen that the torque control can be obtained by the regulation of 
currents di and qi . For PMSM with surface magnets, we have d qL L= , thus decouples 

the electromagnetic torque from the current component di .Our control objective is to 

ensure speed-tracking through designing the direct-and quadrature-axis stator 
voltages. In addition，the direct axis current di is confined as zero. 

4 Control Design and Stability Analysis 

The Control Design Will Be Carried Out Under the Following Conditions 

 Case I – Unknown System Parameters and Unknown Constant External 
Disturbing Torque 

 Case II – Unknown System Parameters and Unknown Time-Varying External 
Disturbing Torque 

 Case III– Unknown System Parameters and Unknown Nonparametric External 
Disturbing Torque 

Define 1 1 de x i= = , then from (8) we have  

1 1 2 3 1d s q d dL e R x pL x x V P Vξ= − + + = +&       (9)

where 1 2 3[ , ]x x xξ = − , 1 [ , ]T
s qP R L p= . Note that the parameter vector 1P is unknown in 

practice due to parametric uncertainties in PMSM system, thus should not be used 

directly for control design. Let 1̂P be the estimate of 1P and define 1 1 1̂P P P= −% , here 

1P% is the estimate error. Then we choose the first Lyapunov candidate as: 
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2
1 1 1 1

1

1 1 1

2 2
T

dV L e P P
γ

= + % %

     
(10)

so the derivative of (10) is computed as: 

1 1 1 1 1 1 1 1 1
1

1
( )T T

d dV L e e P P e P V P Pξ
γ

= + = + +& && % % % %&

     
(11)

At this point，the direct axis voltage control input dV can be chosen as: 

1 1 1̂dV c e Pξ= − −     (12)

where 1c is a positive constant, so(11) becomes : 

2
1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1

1 1ˆ ˆ( ) ( )T TV e P c e P P P c e e P P Pξ ξ ξ
γ γ

= − − + = − + + − &&& % % % %      (13)

thus, 1̂P is updated by : 1 1 1
ˆ TP eγ ξ=&

. 

The purpose of the control is to achieve the reference speed tracking, so the second 
regulated variable is chosen as: 

2 2e x ω∗= −    (14)

where ω ∗ is the reference speed, hence the derivative of (14) is computed as: 

2 2 2 3 2 2 3

1
( )f l

B B p B B
e e e x x T e e

J J J J J J
ψ ω∗= − + + − − − = − +&&

   
(15)

By defining the error variable 3e as follows: 

3 2 3 2

1
f l

B p B
e e x x T

J J J J
ψ ω∗= + − − − &

  
(16)

Then the derivative of the given error variable 3e is calculated as: 

3 3 2 1 2

1
( ) fs d

f f l q
q q q q

pR LB p p
e x px x x T V

J J L L L J JL

ψ
ω ψ ψ ω∗ ∗= − + − − − − − +&& &&& (17)

Equation (17) multiplying by 1 f

q

p

JL

ψ
ρ = can be written as: 

3 2
q

l q
f

L
e P T V

p
ρ φ

ψ
= − +&& (18)
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where 1 2 2 3[ , , , , ]x x x xφ ω ω∗ ∗= − − − − −& && , 2 [ , , , , ]q q T
d f s

f f

BL JL
P L p p R

p p
ψ

ψ ψ
= . And we 

define 2 2 2̂P P P= −% , in which 2̂P is the estimated value of 2P . 

Due to the wind speed is uncertain and time-variable, consequently the load torque 
are not constant. So it is necessary to develop different control strategy in a variety of 
circumstances. 

Case I – Unknown Constant Load Torque 

In this situation, we assume the wind speed is constant or slowly changing, that is to 
say, the load disturbance of the PMSM system maintains constant or may change 
within a certain ranges. Then we have 0lT =& and 3 2 qe P Vρ φ= +& .  

With the choice of the whole Lyapunov candidate: 

2 2
1 2 3 2 2

2

1 1 1 1

2 2 2
TV V e e P Pρ

γ
= + + + % %

  
(19)

The derivative of (19) is computed as: 

2
1 1 2 2 3 3 2 2 2

2

1 ˆ( ) ( ) T
q

B
V c e e e e e P V P P

J
φ

γ
= − + − + + + + && % (20)

where 2γ is adaption gain which is chosen by the controller. The q axis voltage control 

input can be selected by： 

2 3 2 2̂qV c e e Pφ= − − −
  

(21)

where 2c is a positive constant, so substituting (21) into (20), and using the estimate 

algorithm 2 2 3
ˆ TP eγ φ=&

, we have form (20) that  

2 2 2
1 1 2 2 3 0

B
V c e e c e

J
= − − − ≤&

  
(22)

Then by Babarlat lemma, it is concluded that both 1e and 2e are driven to zero 

asymptotically.  

Case II –Time-Varying Load Torque 

We define:     ( )q
l

f

L
T a

pψ
− ≤ ⋅ < ∞&

    

3

3

ˆc

e
u a

e
=

         

ˆa a a= −%  

where â is the estimate of a , a% is error, and 3â e=& . With the choice of the Lyapunov 

candidate: 

2 2 2
1 2 3 2 2

2

1 1 1 1 1

2 2 2 2
TV V e e P P aρ

γ
= + + + +% % %

  
(23)
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the derivative of (23)is computed as: 

2
1 1 2 2 3 3 2 2 2

2

1 ˆ ˆ( ) ( ) ( )T
q

B
V c e e e e e P V P P a a

J
φ

γ
= − + − + + + + + −& && % % (24)

The q axis voltage control input can be selected by： 

2 3 2 2̂q cV c e e P uφ= − − − −
  

(25)

Then we can obtain: 

2
1 1 2 2 3 3 2 2 3 2 2 2 2

2

2 2 2
1 1 2 2 3 3 2 2 3

2

2 2 2
1 1 2 2 3

1ˆ ˆ ˆ( ) ( ) ( ) ( )

1 ˆ ˆ ˆ( ) ( ) ( )

0

T
c

T

B
V c e e e e e P a c e e P u P P a a

J

B
c e e c e e P P e a a a a

J

B
c e e c e

J

φ φ
γ

φ
γ

≤ − + − + + + − − − − + − + −

≤ − − − + − + − + −

= − − − ≤

& && % %

& &% % (26)

Case III – Time-Varying and Non-parametric Load Torque 

Under the system parameters variations and load torque nonlinearities and time-
variable conditions, the radial basis function (RBF) neural networks (NN) are applied 
to the speed tracking of the PMSM system. For any ( )tη ，it can be written as 

*( ) ( )Tt W x bη φ= +   (27)

where * 1cW R ×∈ ( c  is the number of the neurons) is the weight vector, b is the 

construction error, 1 2( ) [ ( ), ( ),... ( )]T
cx x x xφ φ φ φ= represents the basis function of all 

neural nodes, defined as 

2

( ) ( )
( ) exp[ ], 1, 2,...

2

T
i i

i
i

x u x u
x i lφ

σ
− − −

= =
 

where x is the input variable, iu is the center of neuron node, and iσ is the width of the 

Gaussian function. Thus, (18) can be rewritten as: 

3 2 2 ( )q
l q q

f

L
e P T V P V

p
ρ φ φ η

ψ
= − + = + + ⋅&&

  

(28)

Define ( ) ( ) ( )TW x b tη ϕ⋅ = + and 3
1 0

3

ˆ
c

e
u b

e
= , in which 0( )b t b≤ < ∞ , and 0b , 

0b̂ respectively are the upper bound and estimated value of b .Therefore, the input 

controller is chosen as： 

2 3 2 2 1
ˆ ˆ T

q cV c e e P w uφ ϕ= − − − − −
  

(29)
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With 3ˆ ( )w e xϕ=& and 0 3b̂ e=&
.In terms of the above controller, we consider the 

following Lyapunov function candidate: 

2 2 2
1 2 3 2 2 0

2

1 1 1 1 1 1

2 2 2 2 2
T TV V e e P P w w bρ

γ
= + + + + + %% % % %

  
(30)

Taking the derivative of (30), we can obtain 

2 2 2
1 1 2 2 3 3 3 0 0 0 0

2 2 2
1 1 2 2 3

ˆ ˆˆ( ) ( ) ( )

0

T TB
V c e e c e w e w e b b b b

J
B

c e e c e
J

ϕ≤ − − − + − + − + −

= − − − ≤

&& %& %

(31)

Again, by Babarlet lemma, all the error variables 1e , 2e and 3e  converge to zero 

as t → ∞ .  

5 Simulation Results 

To evaluate the performance of the proposed nonlinear neuroadaptive backstepping 
control algorithm，we conducted a series of simulations on a PMSM drive system. 
The system parameter used in the simulation is shown in Tab.1. 

The controller parameters of the backstepping algorithm are chosen as 1 1.23c = , 

2 0.012c = and 6
1 0.15 10γ −= × , 6

2 0.05 10γ −= × .The tracking performance of the 
proposed control scheme under constant or slowly varying load disturbance with the 
adaptive controller is examined.  

When the wind speed varies from 3m/s to 5m/s, to guarantee that the generator 
operates at constant speed, the desired speed of PMSM is 300rmpω∗ = − , 
meanwhile PMSM system is initiated at a load torque of 2N.m.A step load torque 
of 4N.m is applied at t=0.5s, and the corresponding results are shown in Fig.3.It is 
observed that the speed and current response is excellent and the PMSM system 
can track the optimum ideal speed reference under varying wind speed as well as 
load torque. 
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Fig. 3(a). PMSM speed tracking       Fig. 3(b). Stator current response 
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To test the robustness of the control scheme, direct-and quadrature-axis 
inductances of the PMSM system parameters are switched to a new value at t=0.5s. 
We can see the proposed control scheme is virtually unaffected by these variations. 
Thus, the results in Fig.4 illustrate that for the proposed scheme there is no need to 
know the system load torque and the system parameter precisely. 
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Fig.4 (a). PMSM speed tracking Fig.4 (b). Stator current response 

Similarly, when the wind speed is larger than 9m/s, we assume the PMSM speed 
starting value is 100rmpω∗ = − , at which point the wind speed is lower than 5m/s, 
then the wind speed starts to exceed 9m/s at t=0.5s, the PMSM system nevertheless 
can track the ideal reference value, as shown in the Fig.5. In this case, the PMSM 
speed assistant unit is able to ensure that the generator operates at (synchronous) 
constant speed with the adaptive controller. 

Finally, with the proposed NN controller based on the backstepping approach, we 
tested most difficult situation that the wind speed continuously changes from 3m/s to 
11m/s, meanwhile the system parameters experience uncertain variations. As seen 
from Fig.6, the simulation results confirm that even both the system parameter and the 
load torque are time-varying, the performance of the PMSM system with the NN 
controller based on the backstepping scheme maintains fairly satisfactory.  
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Fig. 5. PMSM speed tracking Fig. 6. PMSM speed tracking 

Table 1. PMSM System Parameters 

Rated power 1500W  Rated Voltage 380V  

Rated speed 3000 rpm  Number of pole pairs 4 
Stator 

resistance 2.875 Ω  d-axis inductance 8.5 mH  

q-axis 
inductance 

8.5 mH  Magnet flux linkage 0.175Wb  

Moment of 
inertia 

3 20.89 10 kg m−× ⋅ Viscous friction 
coefficient 

30.05 10 N m−× ⋅ ⋅
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6 Conclusion  

A model-independent control scheme based on neuroadaptive backstepping method is 
developed for speed tracking of PMSM system under parametric and load 
uncertainties. Based on Lyapunov stability theory, we establish stable speed tracking 
of the motor when integrated into the wind turbine with variable gear-ratio box. This 
method shows great promise for wind turbine with VRG (Variable-Ratio-
Gearbox).The ongoing research is the development of testbed for experiment 
verification of the control scheme. 
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Abstract. The capability of perceiving and expressing emotions through 
different modalities is a key issue for the enhancement of human-agent 
interaction. In this paper, an architecture for the development of intelligent 
multimodal affective interfaces is presented. It is based on the integration of 
Sentic Computing, a new opinion mining and sentiment analysis paradigm 
based on AI and Semantic Web techniques, with a facial emotional classifier 
and Maxine, a powerful multimodal animation engine for managing virtual 
agents and 3D scenarios. One of the main distinguishing features of the system 
is that it does not simply perform emotional classification in terms of a set of 
discrete emotional labels but it operates in a novel continuous 2D emotional 
space, enabling the output of a continuous emotional path that characterizes 
user’s affective progress over time. Another key factor is the fusion 
methodology proposed, which is able to fuse any number of unimodal 
categorical modules, with very different time-scales, output labels and 
recognition success rates, in a simple and scalable way. 
 
Keywords: Sentic computing, Facial expression analysis, Sentiment analysis, 
Multimodal fusion, Embodied agents. 

1 Introduction 

Embodied Conversational Agents (ECAs) [1] are graphical interfaces capable of 
using verbal and non-verbal modes of communication to interact with users in 
computer-based environments. These agents are sometimes just as an animated 
talking face, may be displaying simple facial expressions and, when using speech 
synthesis, with some kind of lip synchronization, and sometimes they have 
sophisticated 3D graphical representation, with complex body movements and facial 
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expressions. Besides their external appearance, they must also possess some 
affectivity, an innate characteristic in humans, to be believable. For this reason, an 
important strand of emotion-related research in human-computer interaction is the 
simulation of emotional expressions made by embodied computer agents.  

Besides expressing emotions, ECAs should also be capable of understanding users’ 
emotions and reacting accordingly. Recent research focuses on the psychological 
impact of affective agents endowed with the ability to behave empathically with the 
user [2-4]. The findings demonstrate that bringing about empathic agents is important 
in human-computer interaction. Moreover, addressing user’s emotions significantly 
enhances the believability and lifelikeness of virtual humans [5]. Nevertheless, to 
date, there are not many examples of agents that can sense in a completely automatic 
and natural (both verbal and non-verbal) way human emotion and respond 
realistically. A key aspect when trying to achieve natural interaction is multimodality. 

Natural human-human affective interaction is inherently multimodal: people 
communicate emotions through multiple channels such as facial expressions, gestures, 
dialogues, etc. Although several studies prove that multisensory fusion (e.g. audio, 
visual, physiological responses) improves the robustness and accuracy of machine 
analysis of human emotion [6-8], most emotional recognition works still focus on 
increasing the success rates in sensing emotions from a single channel rather than 
merging complementary information across channels [6]. The multimodal fusion of 
different affective channels is far from being solved [9] and represents an active and 
open research issue. 

In this paper, an architecture capable of integrating and taking into account 
affective information coming from different affect recognition modules is presented. 
Based on an original and scalable fusion methodology and a multimodal engine 
developed to manage 3D embodied virtual agents, the system is capable of integrating 
a framework for affective common sense reasoning [10] and a facial emotional 
classifier [11], presenting user affective information in the form of a continuous 2D 
emotional path that shows user emotion evolution along the user-virtual agent 
interaction process. The structure of the paper is the following: Section 2 presents a 
brief overview of the proposed Sentic Maxine architecture and of the two affective 
input channels implemented (based on the analysis of text contents and facial video, 
respectively); Section 3 details the multimodal affective fusion methodology 
developed; Section 4 presents and discusses fusion results; Section 5, finally, sets out 
our conclusions and a description of future work. 

2 Sentic Maxine: System Overview 

The architecture proposed (illustrated in Fig. 1) is based on Maxine, a powerful script-
directed engine for the management and visualization of 3D virtual worlds [12]. In 
Maxine, the virtual agent is endowed with the following differentiating features: 

- It supports interaction with the user through different channels: text, voice (through 
natural language), peripherals (mouse, keyboard), which makes the use of the 
generated applications available to a wide range of users, in terms of communication 
ability, age, etc. 
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- It gathers additional information on the user and the environment: noise level in the 
room, image-based estimate of user’s emotional state, etc. 
- It has its own emotional state, which may vary depending on the relationship with 
the user and which modulates the agent’s facial expressions, answers and voice.  

 

Fig. 1. Sentic Maxine overview 

Maxine’s general architecture consists of four main modules: Perception, Affective 
Analysis, Deliberative/Generative, and Motor module. The Perception module simply 
consists of the hardware and software necessary to gather multimodal information 
from user, i.e., keyboard, microphone, and web-cam. The Deliberative/Generative 
module is in charge of processing the resulting affective information to manage the 
virtual agent’s decisions and reactions, which are finally generated by the Motor 
module. In this paper, we focus in the Affective Analysis module, more specifically, 
in the general and scalable methodology developed to fuse multiple affect recognition 
modules. The Affective Analysis Module is in charge of extracting emotions from 
two channels and integrate it: typed-in text and speech-to-text converted contents 
analyzed using sentic computing [13] and user facial videos through a facial 
expression analyzer [11]. 

In particular, sentic computing techniques are hereby used to give structure to 
unstructured natural language data [14] and, hence, infer a list of emotional labels. 
The facial expression analysis studies each frame of the recorded video sequence to 
automatically classify the user’s facial expression in terms of Ekman’s six universal 
emotions (plus the neutral one), giving a membership confidence value to each output 
emotional category. The classification mechanism inputs are a set of facial distances 
and angles between feature points of the face (eyebrows, mouth, and eyes) extracted 
thanks to a real-time facial feature tracking program. The module is capable of 
analyzing any subject, male or female, of any age and ethnicity with an average 
success rate of 87%. 

Both analysis modules perform categorical user affect sensing but each of them 
employs different emotional categories: the text module processes natural language 
texts to extract a list of emotional labels resulting from different levels of activation of 
Pleasantness, Aptitude, Attention, and Sensitivity dimensions [15]; the facial module 
interprets user’s facial expressions to extract affective information in terms of 
Ekman’s universal emotions.  
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3 Scalable Multimodal Fusion for Continuous Affect Sensing 

This section details a general methodology for fusing multiple affective recognition 
modules and obtaining, as an output, a global 2D dynamic emotional path in the 
evaluation-activation space. In order to let the modules be defined in a robust and 
reliable way by means of existing categorical databases, each module is assumed to 
classify in terms of its own list of emotional labels. Whatever these labels are, the 
method is able to map each module’s output to a continuous evaluation-activation 
space, fuse the different sources of affective information over time through 
mathematical formulation and obtain a 2D dynamic emotional path representing the 
user’s affective progress as final output. The proposed methodology is sufficiently 
scalable to add new modules coming from new channels without having to retrain the 
whole system. Fig. 2 shows the general fusion scheme that will be explained step-by-
step in sections 3.1, 3.2, and 3.3. 

3.1 Emotional Mapping to a Continuous 2D Affective Space 

The first step of the methodology is to build an emotional mapping so that the output 
of each module i at a given time t0i can be represented as a two-dimensional 
coordinates vector pi(t0i)=[xi(t0i);yi(t0i)] on the evaluation-activation space that 
characterizes the affective properties extracted from that module. 

 

Fig. 2. Continuous multimodal affective fusion methodology 
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To achieve this mapping, one of the most influential evaluation-activation 2D 
models is used: the Whissell space [16]. In her study, Whissell assigns a pair of values 
<evaluation; activation> to each of the approximately 9000 affective words that make 
up her “Dictionary of Affect in Language”. The majority of categorical modules 
described in the literature provide as output at the time t0i (corresponding to the 
detection of the affective stimulus) a list of emotional labels with some associated 
weights. Whatever the labels used, each one has a specific location, i.e., an associated 
2D point in the Whissell space. The components <xi(t0i);yi(t0i)> of the coordinates 
vector pi(t0i) are then calculated as the barycenter of those weighted points. 

3.2 Temporal Fusion of Individual Modules 

Humans inherently display emotions following a continuous temporal pattern. With 
this starting postulate, and thanks to the use of evaluation-activation space, the user’s 
emotional progress can be viewed as a point (corresponding to the location of a 
particular affective state in time t) moving through this space over time. The second 
step of the methodology aims to compute this emotional path by fusing the different 
pi(t0i) vectors obtained from each modality over time. 

The main difficulty to achieve multimodal fusion is related to the fact that t0i 
affective stimulus arrival times may be known a-priori or not, and may be very 
different for each module. To overcome this problem, the following equation is 
proposed to calculate the overall affective response p(t)=[x(t);y(t)] at any arbitrary 
time t: 

p(t) =
αi (t)pi (t0i )

i=1

N

∑

αi (t)
i=1

N

∑
 

(1)

where N is the number of fused modalities, t0i is the arrival time of the last affective 
stimulus detected by module i and αi(t) are the 0 to 1 weights (or confidences) that can 
be assigned to each modality i at a given arbitrary time t. 

In this way, the overall fused affective response is the sum of each modality’s 
contribution pi(t0i) modulated by the αi(t) coefficients over time. Therefore, the 
definition of αi(t) is especially important given that it governs the temporal behavior 
of the fusion. Human affective responses, in fact, are analogous to systems with 
additive responses with decay where, in the absence of input, the response decays 
back to a baseline [17]. Following this analogy, the αi(t) weights are defined as: 

αi(t) =
bi.ci (t0i ).e

−di (t−t0 i ) if greater than ε
0 elsewhere

⎧
⎨
⎪

⎩⎪
     (2)

 



560 I. Hupont et al. 

 

where: 
 

• bi is the general confidence that can be given to module i (e.g. the general 
recognition success rate of the module).  

• ci(t0i) is the temporal confidence that can be assigned to the last output of 
module i due to external factors (i.e. not classification issues themselves). For 
instance, due to sensor errors if dealing with physiological signals, or due to 
facial tracking problems if studying facial expressions (such as occlusions, 
lighting conditions, etc.). 

• di is the rate of decay (in s-1) that indicates how quickly  an emotional stimulus 
decreases over time for module i.  

• ε is the threshold below which the contribution of a module is assumed to 
disappear. Since exponential functions tend to zero at infinity but never 
completely disappear, ε indicates the αi(t) value below which the contribution 
of a module is small enough to be considered non-existent. 

 
By defining the aforementioned parameters for each module i and applying (1) and 
(2), the emotional path that characterizes the user’s affective progress over time can 
be computed by calculating successive p(t) values with any desired time between 
samples Δt. In other words, the emotional path is progressively built by adding p(tk) 
samples to its trajectory, where tk=k.Δt (with k integer). 

3.3 “Emotional Kinematics” Path Filtering 

Two main problems threaten the emotional path calculation process: 

1. If the contribution of every fused module is null at a given sample time, i.e. 
every αi(t) is null at that time, the denominator in (1) is zero and the emotional 
path sample cannot be computed. Examples of cases in which the contribution 
of a module is null could be the failure of the connection of a sensor of 
physiological signals, the appearance of an occlusion in the facial/postural 
tracking system, or simply when the module is not reactivated before its 
response decays completely. 

2. Large “emotional jumps” in the Whissell space can appear if emotional 
conflicts arise (e.g., if the distance between two close coordinates vectors 
pi(t0i)  is long). 

To solve both problems, a Kalman filtering technique is applied to the computed 
emotional path. By definition, Kalman filters estimate a system’s state by combining 
an inexact (noisy) forecast with an inexact measurement of that state, so that the 
biggest weight is given to the value with the least uncertainty at each time t. In this 
way, on the one hand, the Kalman filter serves to smooth the emotional path’s 
trajectory and thus prevent large “emotional jumps”. On the other hand, situations in 
which the sum of αi(t) is null are prevented by letting the filter prediction output be 
taken as the 2D point position for those samples. 
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In an analogy to classical mechanics, the “emotional kinematics” of the 2D point 
moving through the Whissell space (position and velocity) are modelled as the 
system’s state Xk in the Kalman framework, i.e., Xk=[x, y, vx, vy]k

T representing x-
position, y-position, x-velocity, and y-velocity at time tk. The successive emotional 
path samples p(tk) are modelled as the measurement of the system’s state. Once the 
process and measurement equations are defined, the Kalman iterative estimation 
process can be applied to the emotional path, so that each iteration corresponds to a 
new sample.  

4 Multimodal Fusion Results 

The Sentic Maxine architecture is still under development and it has yet to be 
evaluated in a real world setting. But the general fusion methodology presented in the 
previous section has been tuned to achieve multimodal affective fusion coming from 
the two affective input channels presented in Section 3 and promising results have 
been obtained. This section aims to show its potential when combining different 
communication modalities (text and video), each one with very different time scales, 
emotional output categories and recognition success rates.  

4.1 Multimodal Fusion Methodology Tuning 

This section describes how the multimodal fusion methodology is tuned to fuse both 
affect recognition modules in an optimal way.  

Step 1: Emotional Mapping to the Whissell Space 
Every output label extracted by the text analysis module, the “emoticon” module and 
the facial expression analyzer has a specific location in the Whissell space. Thanks to 
this, the first step of the fusion methodology (section 3.1) can be applied and vectors 
pi(toi) can be obtained each time a given module i outputs affective information at 
time toi (with i comprised between 1 and 3). 

Step 2: Temporal Fusion of Individual Modalities 
It is interesting to notice that vectors pi(t0i) coming from the text analysis and 
“emoticons” modules can arrive at any time t0i, unknown a-priori. However, the facial 
expression module outputs its p3(t03) vectors with a known frequency, determined by 
the video frame rate f. For this reason, and given that the facial expression module is 
the fastest acquisition module, the emotional path’s time between samples is assigned 
to Δt=1/f. The next step towards achieving the temporal fusion of the different 
modules (section 3.2) is assigning a value to the parameters that define the αi(t) 
weights, namely bi, ci(t0i), d and ε. It should be noted that it is especially difficult to 
determine the value of the different di given that there are no works in the literature 
providing data for this parameter. Therefore it has been decided to establish the values 
empirically. Once the parameters are assigned, the emotional path calculation process 
can be started following (1) and (2). 



562 I. Hupont et al. 

 

Step 3: “Emotional Kinematics” Filtering 
Finally, the “emotional kinematics” filtering technique (section 3.3) is iteratively 
applied in real-time each time a new sample is added to the computed emotional path. 
As in most of the works that make use of Kalman filtering, parameters σ and λ are 
established empirically. An optimal response has been achieved for σ=0.5 units.s-2 
and λ=0.5 units2. 

4.2 Experimental Results 

In order to demonstrate the potential of the presented fusion methodology, it has been 
applied to a conversation in which the text typed by a user and his facial capture video 
have been analyzed and fused. The user narrates an “emotional” incident: at first, he 
is excited and happy about having bought a wonderful new car and shortly afterwards 
becomes sad when telling he has dented it. 

Fig. 3 shows the emotional paths obtained when applying the methodology to each 
individual module separately (i.e., the modules are not fused, only the contribution of 
one module is considered) without using “emotional kinematics” filtering. At first 
sight, the timing differences between modalities are striking: the facial expressions 
module’s input stimuli are much more numerous than those of the text, making the 
latter’s emotional paths look more linear. Another noteworthy aspect is that the facial 
expression module’s emotional path calculation is interrupted during several seconds 
(14s approximately) due to the appearance of a short facial occlusion during the user’s 
emotional display, causing the tracking program to temporarily lose the facial 
features. Fig. 4 presents the continuous emotional path obtained when applying the 
methodology to fuse both modules, both without (a) and with (b) the “emotional 
kinematics” filtering step.  

 

Fig. 3. Emotional paths obtained when applying the methodology to each individual module 
separately without “emotional kinematics” filtering. Square markers indicate the arrival time of 
an emotional stimulus (not shown for facial expression module for figure clarity reasons). 
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(a) (b) 

Fig. 4. Continuous emotional path obtained when applying the multimodal fusion methodology 
to the conversation shown in Table 5, without using “emotional kinematics” filtering (a), and 
using “emotional kinematics” filtering (b). 

As can be seen, the complexity of the user’s affective progress is shown in a simple 
and efficient way. Different modalities complement each other to obtain a more 
reliable result. Although the interruption period of the emotional path calculation is 
considerably reduced with respect to the facial expressions module’s individual case 
(from 14s to 6s approximately), it still exists since the text modules decay process 
reaches the threshold ε before the end of the facial occlusion, causing the α1(t) and 
α2(t) weights to be null. Thanks to the use of the “emotional kinematics” filtering 
technique, the path is smoothed and the aforementioned temporal input information 
absence is solved by letting the filter prediction output be taken as the 2D point 
position for those samples. 

5 Conclusion and Future Work 

This paper describes an architecture that makes use of an original and scalable 
methodology for fusing multiple affective recognition modules. This methodology is 
able to fuse any number of unimodal categorical modules, with very different time-
scales and output labels. This is possible thanks to the use of a 2-dimensional 
evaluation-activation description of affect that provides the system with mathematical 
capabilities to deal with temporal emotional issues. The key step from a discrete 
perspective of affect to a continuous emotional space is achieved by using the 
Whissell dictionary, which allows the mapping of any emotional label to a 2D point in 
the activation-evaluation space. The proposed methodology outputs a 2D emotional 
path that represents in a novel and efficient way the user’s detected emotional 
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progress over time. A Kalman filtering technique controls the emotional path in real-
time through an “emotional kinematics” model to ensure temporal consistency and 
robustness. The methodology has been shown effective to fuse two different affect 
sensing modalities: text and facial expressions. The first experimental results are 
promising and the potential of the proposed methodology has been demonstrated. 
This work brings a new perspective and invites further discussion on the still open 
issue of multimodal affective fusion. 

In general, evaluation issues are largely solved for categorical affect recognition 
approaches. Unimodal categorical modules can be exhaustively evaluated thanks to 
the use of large well-annotated databases and well-known measures and 
methodologies (such as percentage of correctly classified instances, cross-validation, 
etc.). The evaluation of the performance of dimensional approaches is, however, an 
open and difficult issue to be solved. In the future, our work is expected to focus in 
depth on evaluation issues applicable to dimensional approaches and multimodality. 
The proposed fusion methodology will be explored in different application contexts, 
with different numbers and natures of modalities to be fused. 
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Abstract. A set of 180 high quality stock titles is analyzed on hourly
and daily time scale for conditional heteroskedastic behavior of individual
volatility, further accompanied by bivariate GARCH(1,1) regression with
index volatility over the three-year period of 2000/7/4 to 2003/6/30.
Persistence of individual prices with respect to randomly chosen initial
values (individual persistence) is compared to the collective persistence of
the entire set of data series, which exhibits stylized polynomial behavior
with exponent of about -0.43. Several modified approaches to quantifying
individual and index-wide persistence are also sketched. The inverted fat
tail series of standard persistence are found to be a useful predictor of
substantial inversions of index trend, when these are used to compute
the moving averages in a time window sized 200 steps. This fact is also
emphasized by an empirical evidence of possible utilization in hedging
strategies.

1 Introduction

Time series generated by financial markets belong among the most intensely
studied economic indicators, owing this attention to the high frequency trading
systems generating detailed data, and the rigor in their definition, as evident in
comparison with variables closer to the production economy. The efficient mar-
ket hypothesis, maintained by mainstream financial economics, postulates the
price process to behave as martingale, a random walk process with current value
being the expected one, if conditioned by all available information. The random-
ness is rooted in full rationality of market participants, who by definition share
all relevant data; any departures from this postulate can be explained either in
terms of incomplete information [1, 2] or behavioralism (psychological failure to
follow mathematically optimal strategy [3, 4]). There is, however, a substantial
possibility that some aspect of information can be missed by all market par-
ticipants (whether unknown or presumed as irrelevant). Such a situation can
be illustrated by one classical example from computer science, case of (pseudo-
)random number generator. Once such a generating formula underlying some
apparently random behavior is revealed, the phenomena previously perceived as
random become “understood”, and the content of being rational consequently
updates its meaning, reconstituting the postulate of martingale process. Within
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such a sketch of system dynamics in the incomplete enclosure by traditional
disciplines, econometricians as well as the neural network community have long
studied the statistical properties of financial time series from innovative points
of view [5–9].

The approach of mathematical finance opts to elaborate on regression formulas
for stochastic processes, motivated by the calculus of stochastic differential or dif-
ference equations. The approach of physics (or econophysics [10]) often adheres to
the application of thermodynamic limit (and fluctuation theorem tools) for micro-
scopic phenomena, thus bringing an invaluable insight from material science and
classical dynamics of statistical systems. Some of the ultimate challenges for both
approaches have been recognized in connection with stylized features of large sys-
tems, which derive from the structure or network of mutual interaction, and may
even require new information-theoretic approaches to be developed.

Within the above context, we study the statistical properties of 180 time series
of selected NIKKEI 225 index constituent tick prices resampled on representative
time scales for a period of three years. Section 2 provides a phenomenological de-
scription of the data set in terms of regression formula for the generalized autore-
gressive conditional heteroskedastic process (GARCH); the individual recurrence
relations are accompanied by bivariate analysis for each time series and their in-
dex. In Section 3, statistical properties of individual price persistence are briefly
discussed. Section 4 explains the price persistence behavior in terms of entire in-
dex portfolio, demonstrates its stylized behavior, and motivates possible flavors in
definition of market persistence. Concluding remarks close the paper in Section 5.

2 GARCH Regression

Stylized facts in the distribution of price logarithms, originally used for cotton
prices by Mandelbrot, have been asserted in the high-frequency financial time
series, namely the S&P 500 index, by Mantegna and Stanley [12]. The probability
distribution of normalized returns, Rt = log(Pt/Pt−1) has fat tails, p(R) ∼ R−α,
with the exponent either being stable over a range of orders of magnitude [13] or
exhibiting a well-defined crossover of exponents [14]. It has been stated [15] that
the power-law behavior may also stem from the econometric formulas, namely
the generalized autoregressive conditional heteroskedastic process, GARCH(p,q),
given as

Rt = μt + εt, εt = σtzt, zt ∼ D(0, 1), (1)

with

σ2t = ω +

p∑
i=1

αiεt−i +

q∑
j=1

βjσt−j . (2)

Probability distributions in the class of D(0, 1) in Eq. (1) are normalized to
zero mean and unit variance. It has been recognized that the standardized t-
distribution is suitable to capture high kurtosis in real financial series rather than
the normal distribution [16]; generalized error distributions [17] with asymmetric
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re-scaling [18] have also been developed. The issue of stability of the power law
regime in GARCH models has been related to fractional integration of volatility
series [15], and applied to modeling the crossover of power law exponents [19].
There is, however, still rather limited analytical insight how the GARCH param-
eters (also the distribution of coefficients used in computing volatility and the
effect of truncation in moving averages) translate into the power law exponent
(in contrary to achievements of many econophysics models, e.g. [20]). One of the
reasons of limited theoretical studies is the obviously multi-variate character of
almost all empirical financial series, daily evidenced at globally interconnected
markets, which has been addressed by the MGARCH models [21]. In the bivari-
ate case employed hereafter, the most common representation is the one after
Baba, Engle, Kraft and Kroner, BEKK(1,1,1) [22],

Fig. 1. GARCH(1,1) fit for 180 stable constituents of NIKKEI 225 index during
2000/7/4 to 2003/6/30. Univariate case: coefficients α0 and β0 for time series on (a)
60 min and (b) 6 hour scale. The stability line α+ β = 1 is also shown. Bivariate case:
(c) diagonal coefficients m11 (stock title) and m22 (stock index) in scatter plot, and
(d) the distribution of off-diagonal coefficients.

εt = H
1/2

t zt, (3)

where H is a symmetric 2×2 matrix, zt components are independent and iden-
tically distributed random variables as before, and the regression formula reads
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[
h11t h12t
h12t h22t

]
=

[
c11 0
c21 c22

] [
c11 c21
0 c22

]
+[

a11 a21
a12 a22

] [
ε21,t−1 ε1,t−1ε2,t−1

ε1,t−1ε2,t−1 ε22,t−1

] [
a11 a12
a21 a22

]
+[

m11 m21

m12 m22

] [
h11,t−1 h12,t−1

h12,t−1 h22,t−1

] [
m11 m12

m21 m22

]
.

(4)

We have applied the univariate and bivariate regression framework to the set of
tick data for 180 stock titles (codes listed in Table 1 of Ref. [23]) in the period
from 2000/7/4 to 2003/6/30. The blue chip stock titles were easily identified as
major constituents of NIKKEI-225 index, which did not undergo index recon-
stitution for a period extending beyond the three year span of the data sample
studied (there is a common practice to revise components every six months).
In general, NIKKEI-style indices are defined by uniform weights, i.e. as a plain
sum of prices It = γt

∑
i Pi(t), where γt = γt−1 except for the time of index

reconstitution, τ , when γτ+1 = Iτ/
∑

i′ Pi′ (τ). Here i
′ scans the updated set

of components and i the original one, both of which have the same number of
elements.

The minute-scale prices and the resulting index values shown below were ob-
tained by standard aggregation of tick data. For the sake of consistent scaling
in data regression, after-hours price changes were removed from the data set
(renormalization of prices based on log returns). Figure 1 shows the GARCH
regression results for the present 181 univariate time series on the 60 (a) and
360 (b) minute scales (the latter scale approximately corresponds to one trading
session). The obtained results clearly demonstrate that GARCH regression pro-
cess on the short time scales moves away from the stability line α+β = 1, which
is commonly associated with scale-persistent power-law behavior in normalized
returns. The elements of the 2×2 matrix m from Eq. (4), which regulates the
one-step regression of correlated variances of index constituent and the index
itself are shown in Fig. 1(c) (diagonal distribution) and Fig. 1(d) (off-diagonal
distribution). The statistical distribution of GARCH coefficients in both cases
show significant parameter dispersion, an interesting phenomenon to be consid-
ered when developing microscopic stock market models or designing statistical
regression algorithms applicable to entire markets.

3 Individual Persistence Distributions

In addition to the distribution of normalized log returns, Rt in previous section,
price persistence represents an interesting complementary way for analysis of
time series. It is defined on the discrete time grid as joint probability of contin-
uously staying above initial price threshold,

π(t) = p(

t′∑
t′′=0

Rt′′ ≥ 0 ∀t′ = 0, .., t). (5)
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Fig. 2. Distribution of price persistence for individual stock titles: 60 minute sampling
(a) and 6 hour sampling (b). Persistence of index values (index represented as a single
asset) is also shown (grey line), accompanied with two power-law lines (exponents -0.45
and -1.0, grey dotted lines).

The individual persistence series can be evaluated in principle as

πi(t) =
t∏

j=1

∫ ∞

−∑j−1
k=1 Rk

dRjpi(Rj), t = 0, . . . (6)

The above distributions were determined numerically for all 181 time series (in-
dividual distributions pi(R) are not identical). Single individual persistence eval-
uated ex post at one time point is a binary series of 1s followed by 0s, taking
the form of a step function, θ(τ(t; t0) − t), t = t0, .. with some τ(t; t0) > t0; the
smooth quantity from Eq. (5) is obtained under the assumption of stationary
dynamics by averaging over the values of t0.

The results are shown in Fig. 2 on the 60 minute (a) and 6 hour scale (b) for
all time series considered. The spread of the persistence distribution (on identical
grid of physical time) increases with shortening the sampling interval; also the
absolute values decrease, since the probability to detect

∑
Ri breaching zero

threshold increases with finer sampling. The persistence of the calculated index
series (as a single asset, full grey line in Fig. 2) shows a cross-over of exponents.
In the following section, we show that the exponent value for the first ten sessions
is in a good agreement with ensemble-defined persistence.

4 Persistence in Market Index Prices

The (positive) index persistence has been defined [24]

Π+(t) =
1

N

N∑
i=1

countif{Pi(t′) ≥ Pi(0) ∀t′ = 0, .., t}, (7)
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which for the time series symmetric with respect to R↔ −R coincides with

Π−
i (t) =

1

N

N∑
i=1

countif{Pi(t′) ≤ Pi(0) ∀t′ = 0, .., t}. (8)

In what follows, we concern with the positive persistence, and omit the super-
script plus. Persistence defined as in Eq. (7) has recently been studied for FTSE
100 by Jain [24], who found the exponent of -0.36 for the first four sessions,
and -0.49 for the subsequent 20 sessions. Before comparing this value to our re-
sults, and for the sake of completeness, we extend the above notion by defining
a persistence relative to index trend (instead of a static threshold value),

Π(I)(t) =
1

N

N∑
i=1

countif{Pi(t
′)

Pi(0)
≥ I(t

′)
I(0)

∀t′ = 0, .., t}, (9)

and a quantified persistence,

Π(Q)(t) =
1

N

N∑
i=1

Pi(t)

Pi(0)
countif{Pi(t

′)
Pi(0)

≥ 1 ∀t′ = 0, .., t}, (10)

in which the actual price ratio is used to weight every count of price persisted
above the initial threshold. For the persistence quantities defined as above,
Π(0) = Π(I)(0) = Π(Q)(0) = πi(0) = 1 for i = 1, . . . , N .

Figure 3 gives the index-wide persistence for the standard (Eq. (7)), de-
trended (Eq. (9))and weighted (Eq. (10) formulae. The standard and de-trended
persistence exhibit clear power law behavior with single exponent value applica-
ble for up to 100 sessions. The finer the time scale, the smaller the persistence
value. The exponent for one session (360 minutes) of approximately -0.43 does
not differ substantially from the value for index as a single asset found in previous
section, and is also close to the value reported for FTSE 100 [24].

Finally, the inverse power series of index persistence values, Π201−i, i =
1, .., 200 were normalized to one, and employed for trend analysis of the index
itself, using both the current (moving window of 200 steps) and static values
for trend analysis. Figure 4 gives the results along with the index dynamics (the
initial value was fixed to 18000). The static weight coefficients produce a smooth
trend curve, which crosses with the index time series at the turning points of
index trend. In addition, predictions based on the last 200-day persistence values
exhibit occasional oscillations along this trend, which surprisingly well coincide
with abrupt index changes. Although the absence of verifiable knowledge on
hedging strategies of Japanese stock market traders prevents us from making
a definite statement on the origin of this very interesting phenomenon, there
may exist a causal link between moving averages based on index persistence and
hedging algorithms.



572 K. Hayashi, L. Pichl, and T. Kaizoji

Fig. 3. Index-wide persistence of prices on time scales of 60 (dotted line), 180 (dashed
line) and 360 (full line) minutes: the standard definition I+ (black), de-trended version
I(I) (dark grey) and weighed version (light grey)

Fig. 4. Persistence based 200-step moving averages of stock index: the case of static
weights (grey line) and adaptive weights (dashed line). Vertical lines indicating sub-
stantial trend inversions coincide with the points of intersection between the original
and moving average series.
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5 Concluding Remarks

Univariate GARCH regression was performed for a set of 180 stock titles selected
from among the constituents of NIKKEI-225 index over a period of three years,
accompanied by bivariate regression between each stock and collective index
computed from the data sample. The graphical representation of GARCH(1,1)
coefficients shows remarkable dispersion of values, and strong trends with respect
to intraday time scales. These data quantify the mutual relation between each
individual stock title and the index representing the overall trend of the market,
and provide a unique benchmark for mean-field studies and various market trend
predicting algorithms, including classical feed-forward artificial neural networks.
Persistence of individual stock prices was studied in the latter half of the work.
The statistical distribution among stock titles exhibits the inverse power law
behavior with exponents ranging from 0.3 to 0.6. The persistence of stock index
as an asset, and ensemble-based persistence (across index constituents) almost
coincide for the first 10 sessions. In the latter case, the power law exponent of
0.43 was found to extend its validity up to about a hundred trading sessions. A
very interesting correlation emerged between moving averages based on adaptive
persistence in a moving window, turning points for index trend dynamics, and
occurrence of sudden index corrections. The results of the price persistence dis-
tribution also quantify the solution of the optimal stopping problem with zero
reward within the stochastic distribution of the market data studied in this work.
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Abstract. A hierarchically neural network (HNN) is proposed in this paper. 
This HNN, contains two sub-neural networks, is used to predict the chemical 
oxygen demand (COD) and biochemical oxygen demand (BOD) 
concentrations. In the model the effluent COD of wastewater treatment is taken 
as the input of effluent BOD. The three layered RBF neural network is used in 
each sub-neural network. The training algorithm of the proposed HNN is 
simplified through the use of an adaptive computation algorithm (ACA). 
Meanwhile the results of simulations demonstrate that the new neural network 
can predict the key parameters accurately and the proposed HNN has a better 
performance than some other existing networks. 

Keywords: hierarchically, neural network, soft measurement, simulation. 

1 Introduction 

Recently the need to water increases sharply with the rapid development of economic 
construction and the dramatically increased population. It greatly exacerbated the 
contradictions between the supply and demand of water resources [1]. In order to 
control the pollution, key parameters of wastewater treatment must be measured to 
make sure the water emission measure up to the international standard. 

Some methods are taken to measure the key parameters of wastewater treatment. 
However, as it is well known that wastewater treatment is a complicated and 
nonlinear system, getting all the key parameters by sensors is nearly impossible [2]. In 
order to overcome this problem, soft sensors are used to predict the key parameters. 
Soft sensors can estimate the unmeasured state variables according to the information 
provided by the online instruments available in the wastewater treatment system. 

Artificial neural networks (ANNs), originally inspired by the ability of human 
beings to perform many complicated tasks with ease, are usually used to model 
complex relationships between inputs and outputs. ANNs are the most widely used 
soft measurement methods. They have great potential in solving the problem of 
modeling systems with strong nonlinearity and heavy uncertainty. Different kinds of 
ANNs are used to get the key parameters of wastewater treatment. For example Ren 
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et al. [3] established a three-layer BP neural network and the biochemistry oxygen 
demand (BOD), chemical oxygen demand (COD), nitrogen (N) and Phosphorus (P) 
which cannot be detected on-line are taken as the primary variables, Oxidation-
Reduction Potential (ORP), dissolved oxygen (DO), hydrogen ion concentration 
(PH) which can be detected on-line are taken as the secondary variables. However, 
there is no closly connection between primary variables and secondary variables, so 
the result is not very satisfied. Zhang et al. [4] established a three-layer self-
organizing neural network to predict the effluent BOD, influent quantity (Q), PH, 
COD, Suspended Substance (SS) and total nitrogen (TN) act as the input of the 
neural network. The result is perfect, but it predicts the BOD only and this self-
organization algorithm is only perfect used in one-output ANN. Hamed et al. [5] 
established ANN models to predict BOD, COD, SS of wastewater treatment process 
based on the past information which is collected from a conventional wastewater 
treatment plant, and the method is proved efficient and robust. Zhu et al. [6] 
established a time delay neural network (TDNN) model to predict BOD, the results 
show that the prediction accuracy is improved through this method.  

In practice, COD and BOD are usually used as the main parameters to reflect the 
quality of the wastewater [8]. A lot of methods are used to get the measurement 
results as above stated. But problems are existed. A new neural network is proposed 
to predict key parameters of wastewater treatment COD, BOD in this paper. It is 
known that there is a correlation between wastewater effluent key parameters, so the 
hierarchically neural network takes the output of one sub-neural network as another 
sub-neural network’s input. Therefore, hierarchically neural network will be used to 
predict the key parameters effluent COD, BOD of wastewater treatment. 

2 Hierarchically Neural Network  

2.1 The Structure of Soft Measurement Process 

The aim of this paper is to predict COD, BOD in a HNN with two sub-neural 
networks. HNN model is a part of the soft measurement model, the soft measurement 
model design is shown in Figure 1, which contains input variable selection, data 
preprocessing, ascertaining assistant variables, hierarchically neural network 
designing. 

 

Fig. 1. The structure of the soft measurement process 
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A.  Input Variable Selection 
Input variable selection is important to the neural network models. It is very important 
in the soft measurement process. The database for the soft measurement comes from 
the measurement variables which is related to the effluent COD, BOD. The 
measurable variables are: PH, SS, Ca2+, CODin, BODin, TN, Q, ORP, MLSS, DO, 
NH3-N, NO2-N, NO3-N, Cr6+, AS and T etc. In the existent papers [9-11], some 
measurable variables which own intense relative strength effect to COD, BOD: 
influent COD, NH3-N, SS, PH, BOD, TN and so on. 

 
B. Data Preprocessing 
The purpose of data preprocessing is eliminating the abnormal data and data 
normalization. The abnormal data can be eliminated by experience; data 
normalization can do as follows. 

m nX ×  is the matrix consists of all the input variables, m represents the dimension of 

the input variables, n is the number of the p-dimensional data set. xij (i=1, 2,… , m ; j= 
1, 2 , … , n) is the value of the ith row and the jth column of m nX × . The data set can 
be dealt as follows. 
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jx  is the mean of ith samples; jσ  is the sample covariance of xj. At last the data 

will belong to [0, 1]. 

 
C.  Assistant Variables Ascertaining 
An intelligent method based on Principle Component Analysis (PCA) is used in this 
part [12]. PCA is a useful statistical technique which is popular applicated in 
information process and image compression, etc. In this paper, PCA is used for 
dimensionality reduction of the input values before establishing the neural network 
model. Through the PCA method, CODin, BODin, SS, PH, TN, NH3-N are taken as the 
input values of HNN. 
 
D.  Establishing Hierarchically Neural Network 
COD and BOD are two of the most common generic indices used to assess the water 
pollution. The effluent COD, BOD is closely related which is shown in Esner’s paper 
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[15]. A lot of soft measurement methods are used to predict effluent COD, BOD, but 
almost all the methods have some drawbacks as the introduction shows. The simple 
normal MIMO neural network which is used for measuring effluent COD, BOD have 
lots of problems, for example the problem of structure adjustment. So in this paper, 
HNN is prepared using to predict effluent COD, BOD. HNN is a kind of integrated 
neural network which is made up of sub-neural networks, the amounts of sub-neural 
networks are according to the actual demand.  

In this paper, the problem is how to get effluent COD, BOD simultaneously and 
more accurate compared with the previous ANN methods. At first the model should be 
established precisely. In the model the influent COD, NH3-N, SS, PH, BOD, TN are 
taken as the HNN’s input, effluent COD, BOD are taken as the model’s output. The 
model contains two sub-neural networks, each sub-neural network is established based 
on the three-layer feedforward neural network. It contains an input layer, a hidden 
layer and an output layer. The information is transmitted from the input layer to the 
hidden layer and then to the output layer. The network topology is shown in Figure 2.  

Wi,j Wj

…

CODin

NH3-Nin

SSin

PHin

Wk,l

BODin

TNin

CODout

…

Wl

BODout

 

Fig. 2. The diagram of hierarchically neural network 

In the Figure 2, influent COD, NH3-N, SS, PH are taken as the assistant variables 
of effluent parameter COD. Then because there is a definite link between effluent 
COD and BOD, influent COD, SS, PH, BOD, TN and effluent COD are taken as the 
assistant variables of effluent parameter COD. 

2.2 Learning Algorithm 

It is well known that BP training algorithm is the most widely used learning method 
in neural network, but it has slow convergence and traps at local minima easily during 
gradient descent. Adaptive Computation Algorithm (ACA) [7] is a new learning 
method and is proved having fast convergence and strong robustness in Han’s paper.  
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So ACA is used in this new established neural network. HNN is different from the 
traditional single neural network, it has two sub-neural networks, ACA is used in each 
sub-neural network independently, and each sub-neural network is a RBF neural 
network [13-14]. 

Input layer: The first sub-neural network which the output is effluent COD has four 
nodes in this layer; the second sub-neural network which the output is effluent BOD 
has five nodes in this layer. The input and output value of this layer are: 

,, I
i

I
ii

I
i XYxX ==  (3)

where I
iX  is the ith input value and I

iY  is the ith output value. 

Hidden layer: There are 22 nodes in this layer of the two neural networks. The 
input and output value of this layer are: 
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where H
jX  is the input of the jth hidden layer, H

jY  is the output of the jth hidden 

layer, wij is the connecting weights between the input neurons and the hidden layer. 

And μj is the centre vector of the jth hidden neuron, and || H
jx -μj|| is the Euclidean 

distance between H
jx and μj, σj is the radius or width of the jth hidden neuron.  

Output layer: There is only one node in each sub-neural network in this layer. The 
input and output value of this layer are: 
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where W=[ w1, w2, …, wj] is the connecting weights between the hidden neurons and 

the output layer. OX  is the input of the output layer, OY  is the output of the output 

layer. 
Then, network training is required to optimize W to minimize the mean-squared 

error (MSE), 
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k
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where, k is the numbers of training samples. o
ky is the output of the neural network 

and tk is the system output for the current input sample. 
The training rule for the weight W is 

( ) ( )ˆ ,T H H
j jW Y e k Y e kη λ

⋅

= −  (7)
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where, η>0 is the learning rate for connecting weights, λ>0 is the penalty coefficient, 

e(k)=t(k)-y(k), ˆH H
j jY Y I= . Using this method finds the appropriate W of the two  

sub-neural networks. 

3 The Simulation Result  

110 group samples are used for simulation in this paper, 70 group samples are used 
for training, 40 group samples are used for prediction, and the samples are from daily 
sheet of a small-sized wastewater treatment plant. Six instrumental variables CODin, 
NH3-N, SS, PH, BODin, TN which influence effluent COD, BOD mostly are chosen 
by PCA. The hidden layer of the two sub-neural networks both have 22 neurons, the 
initial values of weight matrix in hidden layer and weight vectors in output layer of 
the two sub-neural networks are chosen randomly between -1 and 1, the expected 
error is 0.01. 

The result of the hierarchically neural network is shown as follows. 
Figure 3 is the training curve of effluent COD of HNN, the fitting effect is good in 

general and only some points can’t achieve the goal, but it don’t affect the training 
result, so the approximating effect of effluent COD is alright. Figure 4 is the training 
result of effluent BOD of HNN. Some samples approximating may be not perfect, but 
the error is not very large, so the fitting effect is good. Figure 5 is the training figure 
of effluent BOD of normal RBF neural network, the fitting effect is worse than the 
HNN obviously by comparing the two figures. 

Training steps and training time of COD, BOD is clearly shown in Table 1. 
From the approximating figures and Table 1 it can conclude that the proposed 

neural network HNN make great performance in approximating highly nonlinear 
dynamic system.  
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Fig. 3. Approximation of hierarchically neural network 
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Fig. 4. Approximation of hierarchically neural network 
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Fig. 5. Approximation of RBF neural network 

Table 1. Training results of hierarchically neural network 

Key parameter Expected error Training steps Time 
COD (HNN) 0.01 1568 1.4159s 
BOD (HNN) 0.01 369 1.7482s 
BOD (RBF) 0.01 648 2.1900s 

The trained HNN is used to predict COD, BOD, which the results are shown as 
follows.  
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Figure 6 is the predictive curve of effluent COD of HNN. Figure 7 is the predictive 
result of effluent BOD of HNN. Figure 8 is the effluent BOD predictive result of the 
RBF neural network which the input is without effluent COD compared with HNN. 
The MSE of the figures 6, 7, 8 are shown in the Table 2. 

From the figures and Table 2 it can conclude that the mean squared error (MSE) of 
HNN is lower than RBF neural network, so it can be safe to say that the HNN is 
effective in key parameters prediction.  
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Fig. 6. Prediction result of hierarchically neural network 
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Fig. 7. Prediction result of hierarchically neural network 
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Fig. 8. Prediction result of RBF network 

Table 2. Prediction result of COD, BOD 

Key parameter MSE 
COD (HNN) 0.1679 
BOD (HNN) 0.1960 
BOD (RBF) 0.2566 

4 Conclusion 

A new soft measurement model which is used to measure effluent COD, BOD is 
proposed in this paper. HNN is different from the common neural network in 
predicting the two key parameters; the outputs of the two sub-neural networks are 
made full use in the HNN. In the model, effluent COD acts as the input of effluent 
BOD. RBF neural networks are used in the two sub-neural networks. And learning 
algorithm ACA is used as the sub-neural networks’ training algorithm. Through 
approximating to actual data of wastewater treatment, the model is proved meeting 
our requirements, the well trained neural network is used in prediction afterwards, and 
it is shown that the proposed model can predict COD, BOD efficiently. In conclusion, 
this model (HNN) can be well used in the measurement of effluent COD, BOD of  
waste water treatment. 
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Predictive Model of Production Index for Sugar 
Clarification Process by GDFNN 
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Abstract. Clarification process is significant to the cane sugar product, because 
its production index have direct effect on the output and quality of refined sugar.  
To maintain the index always in the range of expected value through adjusting 
operation parameters, an index predictive model is need. In this paper, the 
principle component analysis(PCA) and other statistical method were employed 
to deal with massive field data first, then built the generalized dynamic fuzzy 
neural network(GDFNN) predictive model, and finally the new model was 
compared with the back propagation(BP) network one on various performances. 
 
Keywords: clarification process, index predictive model, principle component 
analysis (PCA), generalized dynamic fuzzy neural network (GDFNN), back 
propagation (BP) network. 

1 Introduction 

Clarification process is an important section in carbonation method sugar factory. In 
order to reach better economic benefits, it is critical to keep this process production 
indices such as purified juice color value and calcium salt content in the range of 
expected values. Generally, the expected production indices of clarification process are 
given by technicians and are distributed into every operator before production begins. 
During the real working, operators adjust related controller setting parameters to meet 
the expected production indices values of current condition. However, this adjustment 
is not continuous because the practical production indices must be offline detected for 
two hours after one adjustment, the controller setting values don’t alter with the change 
of working conditions during this period, and thus it may lead to bad production in 
other different working conditions. In order to solve this problem, a production indices 
predictive model of clarification process for different conditions should be built. 

There are many methods for building a predictive model [1][2][3]. However, it is 
not easy to build a predictive mechanism model in traditional ways for clarification 
process, since this section is a complex physical and chemical process with strong 
nonlinear, time-varying, multiple constraints and multi-input. Currently, some 
predictive models of production index for clarification process has been built by the 
means of wavelet neural network and Elman network [4][5]. Unfortunately, all of 
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these models are only fit for the sulfurous method sugar factory, and the predictive 
index just refers to pH, while the other key indices haven’t been considered. Recently, 
it is a hot topic of data-driven modeling, control and decision to implement operate 
optimize and system monitoring of industry production by dealing with massive 
historical data, which is on the basis of multivariate statistical analysis theory, such as 
data processing, diagnosis and repairing. Now this method has been used in steel mill, 
urban sewage pump station, mine field production and fault diagnosis [6]-[8]. 
Meanwhile, generalized dynamic fuzzy neural network (GDFNN) has the 
characteristics of generating and correcting fuzzy rules online without priori 
knowledge, fast convergence and high precision, so it is suitable for building 
data-based models. 

In this paper, the study object is clarification process of a certain carbonation 
method sugar factory in Guangxi. According to online data and offline indices values, 
the PCA and other multivariate statistical method were employed to achieve data 
preprocessing, then built the GDFNN indices predictive model, and finally the new 
model was compared with the BP net one on various performances. 

2 Illustration of Clarification Process for Carbonation Method 
Sugar Factory 

The Carbonation method clarification process includes five steps, i.e. preliming, first 
carbonation, second carbonation, sulfuring and filtration.  

First, mixed juice is sent into the carbonating tank for the first carbonation after 
preliming, meanwhile adds lime milk in proportion and carbon dioxide. During this 
process, the precipitation of calcium carbonate that is generated by the reaction can 
adsorbent and remove soluble calcium salt, colloid and colorant in mixed juice, then 
the filtered first carbonation juice can be obtained after filtering. Next, similar with 
the first carbonation, the residual non-sugar contents in the filtered juice are further 
removed during the second carbonation and the filtered second carbonation juice is 
got after filtering. Finally, through two times of sulfuring, the resulting pure syrup is 
sent into boiling house for the following process. 

From sugar technology [9], we can know that the indices of first carbonation and 
second carbonation are significant to evaluate clarification process good or bad. The 
key production indices of these two parts mainly include two purified juice color 
value, alkalinity of the filtered first carbonation juice and the calcium salt content in 
the filtered second carbonation juice. And the related factors with these indices are 
liming amount, carbonation temperature, carbonation pH values and flow of sugar 
cane juice. 

The full flow diagram of carbonation method clarification process is shown as 
Fig.1. Because it is similar to build predictive model of production indices for first or 
second carbonation, in this paper, only the model of first carbonation has been 
discussed. 
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Fig. 1. Flow diagram of the carbonation method clarification process of sugar cane juice 

3 Modeling Data Preprocessing 

In order to build a data-driven predictive model of production index for clarification 
process, we have to confront large amounts of data. However, it isn’t fit for modeling by 
using original sampled data. Because on the one hand, there are gross errors in offline data 
and random errors in online data, which are caused by human factors in data records and 
noise signal pollution in instrument measurement respectively. And on the other hand, 
there maybe exist data redundancy, missing and incomplete for the purpose of pursuing a 
comprehensive analysis of clarification process. Both of these factors can lead to lower 
accuracy of the predictive model. So it is a great need for data preprocessing before 
modeling. In the following two tables, original sampled data including online one and 
offline one are demonstrated in Table 1 and Table 2 separately. 
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Table 1. Part of the original online sampled data. It is from a production site of some carbonation 
method sugar factory in Guangxi by Kingview software. 

Time 
First carbonation 

pH values 
Liming 

amount 
Flow of sugar 
cane juice 

Carbonation 
temperature 

2011-3-10 
17:00 

10.260023 1.97 320 55 

2011-3-10 
17:01 

10.260024 1.96 320 55 

... ... ... ... ... 
2011-3-19 
17:00 

9.829992 2.17 335 56.5 

Table 2. Part of the original offline sampled data. It is from a production site of some carbonation 
method sugar factory in Guangxi by human laboratory records. 

Time 
Alkalinity of filtered first carbonation 

juice 
Purified juice color 

value 

2011-3-10 
17:00 

0.036 84 

2011-3-10 
19:00 

0.038 83 

... ... ... 

2011-3-19 
17:00 

0.040 83 

 
Because the sampling time is inconsistent, first we should reselect corresponding 

online data on a basis of sampling time of offline one and reintegrate them into a new 
data. Then remove gross errors by rejecting parts of data which is beyond operation 
range and use 3σ criterion to reject outliers. Next apply seven-point linear smoothing 
method for eliminating random noise pollution of data. Finally employ PCA method to 
compress and reduce dimension of original data for offsetting the impact of data 
missing. The result of PCA method is seen in following table (Table 3). 

Table 3. Result of PCA method. When m=3, the cumulative contribution rate has been over 85 
percent, so it is reasonable to believe that only three principle component variables can reflect 
91.6801 percent of original variables information. 

Variables 
Contribution 

rate 
Cumulative contribution 

rate 

First carbonation pH 
values 

41.2937% 41.2937% 

Liming amount 37.6704% 78.9641% 

Flow of sugar cane juice 12.7160% 91.6801% 

Carbonation 
temperature 

8.3199% 100.0000% 
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4 Construction of Production Index Predictive Model  
by GDFNN 

In this paper, GDFNN is employed to build the production index predictive model of 
first carbonation. The number of hidden layer nodes is the same with the one of fuzzy 
rules. Fig.2. shows structure of this model. 

1x

2x

3x

1y

2y

 

Fig. 2. The model structure applying GDFNN. The inputs are three principle component 
variables, and outputs are production indices including purified juice color value and alkalinity of 
filtered first carbonation juice. 

Learning Algorithm. The biggest feature of GDFNN is that the generation or 
trimming of fuzzy rules are adaptive during network training and without any prior 
knowledge. For rule generation, it is determined by network output error and ε  

-completeness of fuzzy rules, where minε  is 0.5 usually. For rule trimming, it means 

that to delete the rules which are no longer adapt sample data with training processing 
on a basis of error reduction rate.  

(1) Rule Generation: Consider error first. Define network output error is  

k k ke t y= −
. 

(1)

Where kt and ky are expected values and output values of the k-th training sample 

respectively. If
k ee k> , then produce a new fuzzy rule. Here ek is the expected 

error precision threshold, which is decided by next formula 
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In this equation, m ine is the desired output precision of net, m axe is the selected 

maximum error, k is learning times, and β is called convergence constant whose 

formula is 
3/
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where c is the membership function center, and σ is the width. Find 
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doesn’t meet ε  -completeness and has to add a new rule. Here dk is the 

membership function effective radius of accommodate boundary, expressed as 
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where k is learning times, and γ is attenuation constant which is decided by  

3/3/
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(2) Premise parameter estimation: Suppose that n fuzzy rules have been generated yet, 
when a new input sample 1 2( , , ..., )k nx x x=X is got, calculate the Euclidean 

distance ( )ied j  between k
ix and the boundary set min 1 , max( , ,..., )k i i in ix c c x=Φ , if  

( )i n m fe d j k≤ . (7)

then k
ix is considered as complete representation and without generating a new 

membership function, or else assign a new Gaussian function whose width and centre 
c is set as 
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(3) Rule trimming: Given the linear regression model of output 

θD = H + E . (9)

where D is desired output, H is regress vector, and E is error vector. 
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H can be resolved to orthogonal basis vector set through full rank factorization, 

H = PN . (10)

where 1 2( , , , )np p p=P  . Define error reduction rate is 
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On a basis of above formula, define the significance of the j-th rule 
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+
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if 
j errkη < , then reject this rule. Here errk is predefined threshold of rule 

importance. 
(4) Network output: Finally we can get output from next expression, 
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= • . (13)

5 Experimental Results and Discussions 

After data preprocessing, we divide new data into two parts. The data of odd serial 
number are for training, and residual one are for testing. The training result of 
GDFNN model is shown in Fig. 3: 

 

Fig. 3. Fitting curve of training data. In these two figures, the horizontal axes denote number of 
sample, and the vertical axes represent alkalinity and color value respectively. Both of figures show 
that predictive values (dotted line) of GDFNN model are very close to actual values (solid line). 
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In fact, when a new model is built, it is also very important for generalization test 
because only this way can reflect the effectiveness of model. By using same residual 
data, we compare the generalization performance of GDFNN model with the one of 
BP network model. The BP network model is four layers structure, it is composed of 
an input layer with 3 neurons, two hidden layers with 100 neurons and 70 neurons 
respectively , besides the activation functions is sigmoid, and an output has two 
neurons layer with linear functions. The max iterations are 5000, learning rate is 0.01 
and using “traingda” as the training function. Both of the generalization results of test 
data for GDFNN model and BP network one are as shown below: 

 

(a) 

 

(b) 

Fig. 4. Generalization curve of test data using GDFNN and BP net. Fig. (a) shows the results of 
GDFNN model and Fig. (b) shows the results of BP network one. All of horizontal axes denote 
number of test data, and vertical axes represent alkalinity and color value respectively, where 
solid and dotted lines are, separately, corresponding with the actual values and predictive values. 

From above figures, we can see that GDFNN model is not only good at fitting 
ability for training data, but also has better capability of generalization for unseen 
samples than the one of BP network model. In order to demonstrate this issue more 
fully, the results of a variety of performance comparison are listed below (Table 4). 
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Table 4. Performance comparison between two kinds of predictive models. Where MAE is mean 
absolute error, and RMSE is root mean square error, both of them decide the predictive accuracy. 

Items GDFNN BP 

MAE of generalization for alkalinity 0.0011 0.0016 
MAE of generalization for color value 0.9766 1.3829 
RMSE of generalization for alkalinity 0.0015 0.0016 
RMSE of generalization for color value 1.2707 1.7670 
Training time  0.6931s 9.1673s 
Convergence yes yes 

6 Conclusion 

This paper applied GDFNN and BP net to construct data-driven production indices 
predictive model of first carbonation in sugar clarification process after data 
preprocessing. Through variety of performance comparison, the results show that 
whether MAE or RMSE of GDFNN model generalization are both smaller than that of 
BP model. Moreover, the training time of GDFNN model is just about 6.5 percent of 
BP model’s. So the GDFNN model is more accuracy and more suitable for production 
indices predict. 
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Abstract. In this paper, a support vector machine (SVM) classifier is 
designed for predicting the energy consumption level of Ironmaking process. 
To improve the accuracy, particle swarm optimization (PSO) is introduced to 
optimize the parameters of SVM. First, the consuming structure of Ironmaking 
process is analyzed so as to accurately modeling the prediction problem. Then 
the improved SVM algorithm is presented. Finally, the experimental test is 
implemented based on the practical data of a Chinese Iron and Steel enterprise. 
The results show that the proposed method can predict the consumption of the 
addressed Ironmaking process with satisfying accuracy. And that the results can 
provide the enterprise with effective quantitative analysis support.  

Keywords: Energy consumption prediction, Ironmaking process, PSO, SVM. 

1 Introduction 

Iron & Steel industry is always energy-intensive that covers 10 percent of energy 
consumption of total industry.  Recently, with the increasing shortage of energy 
resource, the situation of energy supply in Iron & Steel enterprise is growing 
increasingly tense. The development of energy-saving strategy has become an 
increasingly prominent task, which can be accomplished in such ways as technical 
progress, equipment renovation and management improvement. The implementation 
of the former two strategies usually involves huge cost caused by equipment and 
production technology replacement, while the latter strategy aims at reducing energy 
consumption level by exploring advanced management tools, which from the view of 
cost, are feasible ways to improve the utilization rate of energy in Iron & Steel 
industry. 

Iron & Steel production is a complicated system with multi-operation, multi-
equipment and multi-energy. With the increasing of energy prices, The cost of energy 
consumption covers 10-20% that of the whole Iron & Steel production. High-energy 
consumption will undoubtedly leads to the increasing of the cost of Iron & Steel 
products, and means more pollution and emission. Therefore, it has been a major task 
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for energy management department to insure continuous, safe, and economical energy 
supply, and efficient energy utilization. By energy consumption prediction system [1], 
the trend of energy consumption can be learned, the energy storage can be controlled, 
the energy can be saved and furthermore, the steel cost will be reduced. It is 
tremendously significant for improving the market competitiveness, economic benefit 
and information management level of Iron & Steel products. 

In this paper, the Ironmaking process of Iron and Steel enterprise is addressed. To 
establish accurate model, the comprehensive understanding of the characteristic of 
energy generation, consumption, recovery and transformation is needed. The task of 
Ironmaking operation generally refers to the Blast Furnace (BF) Ironmaking, that is, 
obtain pig iron by add fuels and fluxes including carbon monoxide (CO2), hydrogen (H2) 
together with ironstone and coke into the BF to melt. The energy consumed in this 
process include coal, coke, blast furnace gas (BFG), coke oven gas (COG), linz-donawitz 
gas(LDG), electricity, wind, oxygen, water, while the energy recovered are BFG and 
electricity (showed in Figure 1). 
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Fig. 1. Illustration of energy consuming and recovering in Ironmaking Process 

The consumption level of energy has close relationship with production condition. 
First of all, the consumption level of all kinds of energy is directly proportional of the 
quantity of production output, that is, the larger the production output is, the more 
quantities of energy will be consumed. And, the consumption level of certain types of 
energy such as gas is affected by the air temperature, which differs from season to 
season. 

Valsalam et al. developed online energy guide system based on self-training and 
learning of the historical energy data [2]. Common methods of predicting include 
regression analysis [3], time series analysis [4], artificial neural network [5], and so 
on. Due to the excellent ability of generalization, SVM algorithm is suitable for the 
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addressed energy prediction problem and adopted in this paper. As a small sample 
approach, SVM has attracted much attention and performs well in many classification 
problems [6-7]. 

The rest parts of this paper are organized as follows. In section 2 the problem 
statement is given. The description of PSO, SVM and hybrid algorithm for prediction 
are presented in section 3. Problem examples are given in the next section followed 
by the summary and analysis of the computational results. The conclusion is 
presented in the last section. 

2 Problem Description 

Energy prediction aim at providing the enterprise with accurate amount of energy 
consumption based on some sample data and the production plan of certain period of 
time in future. According to the analysis on the characteristics of production & energy 
utilization of Ironmaking process given in section 1, the prediction model is 
established as follows: Air temperature and production output are determined as the 
inputs, while all the energy consumed and recovered are designed as the outputs. This 
paper proposed PSO-optimization based SVM for predicting. At the stage of training, 
some groups sample data are fed to the algorithm for iterating until the stop criteria is 
satisfied. Then with the obtained parameters of SVM, the energy level according the 
production plan is estimated. 

3 Design of the SVM Algorithm with PSO-Based Optimization 

The performance of SVM is affected by different determination of kernel function 
parameters, normalization parameter C and kernel function parameterγ . In this paper 
PSO algorithm is introduced as the part of SVM to optimize the values of such 
parameters at each iteration. PSO algorithm searches the best place in the guidance of 
swarm intelligence optimization through the cooperation and competition among the 
particles [8-9]. Suppose there is a swarm composed of m particles, each of which 
determines its position and velocity considering its own best previous solution and 
that of the best particle in the swarm. Usually, the objective function of optimization 
problem or its transformation is set as the fitness value of PSO. 

3.1 Design of SVM Algorithm 

Let the training set be },...,2,1),{( liyx ii = , N
i Rx ∈ is the input mode of sample 

data i, Ryi ∈ is the corresponding desired output, l is the number of sample data. 

RBF (Radial Basis Function) kernel function is adopted,  

),exp()( 22 γxxxxK ii −−=⋅  γ is RBF kernel function parameter. 
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Root-Mean-Square Error (RMSE) is selected as the performance index, which is 
defined as, 


=

−=
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, iŷ is the predicted value. 

3.2 Parameter Optimization by PSO  

Let D be the dimension of searching space of PSO, the velocity and position of 
particle j are denoted by Vj = (vj1, vj2, …, vjD) and Sj = (sj1, sj2, …, sjD) respectively, 
where j = 1, 2, …, Popsize, Popsize is the number of particles in the population. Pj = 
(pj1, pj2, …, pjD) is best postion of particle j so far, Pgbest = (pgbest1, pgbest2, …, pgbestD) is 
the corresping best position of the population. The position and velocity of each 
particle is updated by, 
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where, k is the index of iteration, c1 and c2 are learning factors, which are the step 
sizes when flying to the individual best particle and the global best particle, usually 
c1 = c2 = 2; r1 and r2 are random numbers in [0, 1]. w is the inertia weight, which 
plays the role of disterbance that can prevent the algorithm from premature 
convergence. 

3.3 Procedures of Improved SVM with PSO 

When the improved SVM is applied to energy predicting, the pretreatment of data 
must first implement. Then the detailed procedures are as follows. 

Step 1: Pretreatment of sample data set. Since the consumption data are in different
dimension and value, normalization is implemented so as to guarantee the
accuracy and the stability. 

Step 2: Determine the training data set and the inputs of the testing data set. 
Step 3: Set PSO parameters, including population size, the maximum number of

iteration, the initial values of inertia weights, learning factors, the initial
values and bounds of velocities. 

Step 4: Update the position and velocity of each particle according to (1) and (2) 
Step 5: Compute the fitness of each particle. Update the best individual and global

positions by far.  
Step 6: If the maximum number of iteration is reached, go to the next step with the

obtained values of SVM parameters; otherwise, return to Step 4. 
Step 7: Training the SVM with the sample data. 
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Step 8: If the stop criterion is satisfied, that is, the RMSE is less than a predefined
value, the training process end, go to the next step with the obtained model
parameters; otherwise return to Step 7. 

Step 9: Predict the values of outputs using the inputs of testing and the model
parameters obtained in the process of training. 

Step 10: End. 

From the above procedures, the flowchart of improved SVM can be illustrated as 
follows. 

 

Fig. 2. Flowchart of improved SVM with PSO-based parameters optimization 
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4 Experimental Test 

To demonstrate the performance of the improved SVM for prediction, some practical 
data in an Iron and Steel enterprise are used. The proposed approach is implemented 
by Language C++ on a PC with Pentium-IV (2.40GHz) CPU with 512 CDRAM using 
Windows2000 operating system. 

The 10-group practical data of production and energy is shown in Table 1 (Temp: 
Temperature, CBFG: Consumed BFG, PO: Production Output, CE: Consumed 
Electricity, RE: Recovered Electricity, RBFG: Recovered BFG). In Table 1, the 
former 7 groups of data are selected as the training data, the last 3 groups of data are 
used ad the testing data. The results of prediction are summarized in Table 2 (RValue: 
Real Value, PValue: Predicted Value).  

Table 1. The sample data set of energy consumption in a practical Ironmaking process  

 Temp PO CBFG COG O2 N2 Air Steam CE RE RBFG 

1 3.6 24.46 59.72 1.55 5.21 1.14 32.26 1.08 15.50 15.37 180.27 
2 6.0 20.90 65.13 1.63 7.92 1.18 32.02 1.94 16.27 15.23 184.02 
3 8.6 22.62 61.72 1.79 7.00 1.28 31.93 1.94 16.66 14.44 179.51 
4 12.8 17.32 63.40 1.90 5.77 1.58 35.79 1.00 19.57 13.28 195.58 
5 21.1 24.70 44.57 1.92 7.73 1.12 31.83 0.82 14.72 13.84 172.11 
6 24.8 22.70 50.56 2.42 6.90 1.31 32.59 1.16 15.38 13.86 175.86 
7 28.3 24.44 47.35 2.43 7.81 1.13 31.75 1.04 15.00 12.93 169.80 
8 29.7 24.27 47.39 2.49 8.04 1.15 31.61 1.06 15.22 13.10 172.40 
9 24.2 23.53 48.25 2.10 7.62 1.21 31.71 1.10 14.92 13.44 171.61 

10 17.1 24.69 53.00 1.83 6.99 1.19 31.89 1.24 14.62 13.98 172.38 

Table 2. The prediction results of energy consumption in Ironmaking process  

Item RValue PValue Deviation(%) Item RValue PValue Deviation(%) 

CBFG 
47.39 49.12 3.654

Steam 

1.06 1.10 4.084 
48.25 48.78 1.101 1.10 1.10 0.616 
53.00 50.87 4.008 1.24 1.13 9.196 

COG 

2.49 2.41 3.282
CE 

15.22 15.15 0.468 
2.10 2.29 9.027 14.92 15.12 1.359 
1.83 1.88 2.834 14.62 15.23 4.142 

O2 

8.04 7.60 5.550
RE 

13.10 13.03 0.572 
7.62 7.30 4.271 13.44 13.66 1.638 
6.99 7.20 2.922 13.98 14.12 0.983 

N2 

1.15 1.15 0.124
RBFG 

172.40 171.39 0.584 
1.21 1.22 0.855 171.61 173.60 1.158 
1.19 1.16 2.298 172.38 175.16 1.613 

Air 
31.61 32.07 1.466     

31.71 32.34 1.982     

31.89 32.37 1.492     
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The deviation is defined as, 

%100×
−

=
RValue

RValuePValue
Deviation  

It can be observed from the results of Table 2 that the deviations of most of the 
predicted items are lower than 5% except only 2 items in COG and Steam. It can be 
computed that average deviation is 2.639%, which implies satisfying prediction 
accuracy. From the experiments, the average running time is 0.02 seconds, which is 
not given in paper since all results are obtained very quickly. The accuracy of a 
certain item is relatively larger may be caused by occasional change of production 
condition or there is other factor that has close relation to the consumption of energy. 
Future work will focus on the deep analysis of such factors so as to provide more 
efficient prediction. 

5 Conclusions 

In this paper, the analysis of energy and production in Ironmaking process is provided 
so as to modeling the prediction problem. The PSO algorithm is introduced to 
improve the performance of SVM by providing optimal kernel parameters. The 
experimental results of the practical data from the Ironmaking process in an Iron and 
Steel enterprise demonstrate the efficiency that the average prediction deviation of the 
addressed cases is 2.639%. 
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Abstract. One of the most challenging issues for nowadays Wireless Sensor 
Networks (WSNs) is represented by the capability of self-powering the network 
sensor nodes by means of suitable Energy Harvesting (EH) techniques. However, 
the nature of such energy captured from the environment is often irregular and 
unpredictable and therefore some intelligence is required to efficiently use it for 
information processing at the sensor level. In particular in this work the authors 
address the problem of task scheduling in processors located in WSN nodes 
powered by EH sources. The authors’ objective consists in employing a 
conservative scheduling paradigm in order to achieve a more efficient 
management of energy resources. To prove such a claim, the recently advanced 
Lazy Scheduling Algorithm (LSA) has been taken as reference and integrated 
with the automatic ability of foreseeing at runtime the task energy starving, i.e. the 
impossibility of finalizing a task due to the lack of power. The resulting technique, 
namely Energy Aware Lazy Scheduling Algorithm (EA-LSA), has then been 
tested in comparison with the original one and a relevant performance 
improvement has been registered in terms of number of executable tasks. 
 
Keywords: Energy Aware approach, Lazy Scheduling Algorithm, Task 
Scheduling, Energy Harvesting, Wireless Sensor Networks. 

1 Introduction 

One of the main issues with Energy Harvesting Sensor Nodes (EHSN) is represented 
by the scarcity and variability of powering, due to the harvester properties and to the 
random nature of the renewable energy sources. The solutions to this issue are mainly 
oriented to perform an efficient usage of available energy, to maximize the amount of 
it dedicated to the tasks to be executed in the EHSN, and also to accomplish an 
optimal energy distribution strategy, so that avoiding the overflow of the accumulator 
in idle phases and task starving in high-activity situations, and the. 

A remarkable energy resources requirement for EHSN devices is related to 
networking functionalities. That is why the biggest efforts in the scientific literature 
have been oriented in the recent past to keep low the computational and energetic 
burden of such functionalities, by proposing efficient solutions in terms of 
cryptography [1], protocols [2], routing schemes and congestion avoidance [3].  

Also the problem of energy resources management has been object of scientific 
attention, and different methods have been advanced. A direct approach is oriented to 
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improve the device efficiency through dynamic power management technique, as the 
dynamic voltage and frequency scaling [4], or through the reduction of the 
accumulator charge/discharge phases [5], to reduce the device energy overhead. Other 
solutions propose to diversify the nature of energy sources for EHNS device powering 
[6] or to predict the energy availability [7]. Some scientists suggest interesting 
methods to maximize the harvester performances and the device power autonomy [8]. 

The task management issue is strictly related to the efficient usage and allocation 
of available resources and therefore has a relevant impact on the device performances, 
in terms of how much and how long it can operate. Some recent solutions tend to face 
the problem from the perspective of the overall Wireless Sensor Network (WSN), 
trying to optimally share the total WSN computational burden among all nodes so that 
having uniform energy consumption and therefore maximizing the working time of 
the network [9-10]. Other approaches propose instead optimal schemes for energy 
assignment to the tasks relative to each single node [11-12].  

In general, the more conservative a resource management policy is, the bigger is 
the number of operations to be accomplished by the single WSN device and therefore 
the overall network accordingly. An approach like this can be performed by reducing 
the amount of processing non-contributing to the device “throughput”, like the 
scheduling overhead [13], that means the computational complexity associated to the 
procedure required for optimal task allocation, and the tasks which are destined to be 
violated due to resource starving. This can be achieved by integrating an offline 
scheduling procedure, able to guarantee an optimal resource allocation, with a run-
time control of the effective possibility to complete a task on the basis of the available 
resources. In this paper, such a complementary paradigm has been addressed and a 
suitable algorithm implemented to verify its effectiveness. The resulting innovative 
technique has been derived from the offline solution proposed in [11-12], namely 
Lazy Scheduling Algorithm (LSA), and due to its real-time capability of predicting 
the task energy starving has been named Energy Aware LSA (EA-LSA). 

In Section 2 a brief review of the LSA approach is accomplished, whereas  
Section 3 is devoted to the discussion of the interventions applied to obtain the 
innovative EA-LSA. Section 4 deals with the computer simulations performed to 
evaluate the superiority of the new algorithm w.r.t. the original one in terms of 
reduced number of violated tasks. Section 5 concludes the paper. 

2 Lazy Scheduling Algorithm 

The LSA approach, proposed in [11-12] as “clairvoyant” algorithm, assumes the 
knowledge of future availability of environmental power, described by the function 
PH(t), and therefore the energy EH(t1,t2) acquired in the time interval [t1,t2]. The 
overall algorithm pseudo-code is reported below (Algorithm 1).  

Jn identifies the generic n-th task and all parameters related to it are characterized 
by the pedix n as follows:  

• an: the arrival time, namely “phase” 
• dn: the deadline 
• fn: the task completion time instant 
• sn: the optimal starting time 
• en: the energy required for that task 
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Other parameters are: 

• Q: the task index set 
• PS(t): the power absorbed by the device 
• PH(t): the acquired power 
• pd: the power drain maximum value 
• EC(t): the energy stored in the accumulator 
• C: the accumulator energy capacity 

 

The optimal starting time sn is defined as the maximum value between the two 
quantities  and :   ,

 (1)

  , . (2)

As pointed out in the algorithm pseudo-code, the routine is able to ensure the optimal 
allocation of stored energy but it is not able to guarantee the total absence of task 
energy and time starving. In order to face this issue the LSA proposers [5] suggest to 
employ a kind of admissibility test aimed at verifying that the energy required by the 
allocated tasks is compatible with the energy attainable from the environment and 
with the device processing capabilities.  

Such a test consists in two comparisons, to check the absence of energy and time 
starving respectively: one is between the total energy demand function A(Δ) relative 
to the task set and the function representing the minimum energy availability (i.e. the 
lowest energy variability characterization functions), denoted by εl; the other is 
between the total energy demand function and the energy drain generated by the 
device and calculated as pd·Δ, where Δ is the amplitude of the time interval of interest. 
These comparisons are reported as follows: 

 
 

 
Algorithm 1 (Lazy Scheduling with pd = const.) 

Require: maintain a set of indices �� ��of all ready but not finished tasks ���
������ �; 
while (true) 

	
� min 	������ � ; 
calculate �
�; 
process task �
�with power �����; 
�� current time; 
if ������then add index �to �; endif 
if �����
�then remove index 
�from �; endif 
if ����������then ������ �����; endif 

   if �� �
�then ������ �	; endif 
endwhile 
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 (3)

 (4)

3 Energy Aware LSA 

The main limitation in (3) is that the curve εl establishes the minimum energy 
availability from a statistical perspective and therefore it does not provide any 
guarantee about the effective acquired amount of energy. It follows that even though a 
task satisfies the condition in (3), this does not mean that energy starving does not 
occur. If an energy deficit takes place, since the original routine is not able to foresee 
the occurrence of task starving, the task execution will be accomplished even if it will 
not be finalized, thus determining an effective usage of energy but with no useful 
processing results. It seems obvious that avoiding performing a task which is not 
going to be completed due to the lack of energy resources, will not affect the deadline 
violation for that task but it allows preserving useful resources for succeeding tasks. 

It can be observed that a task, characterized by the parameters (ai, di, ei ), can be 
completed if the available energy (given by the sum of energy acquired during the 
task execution and accumulated before the task starting time) is equal or superior to 
the energy demand of that task: , . (5)

This constraint, preceding the actual management of each task, gives LSA the 
property to be energy aware by expending resources only on those tasks that can be 
completed. The resulting algorithm is reported above (Algorithm 2).  

 

 

 

Algorithm 2 ( EA-Lazy Scheduling with pd = const.) 
Require: maintain a set of indices �� ��of all ready but not finished tasks ���
������ �; 
while (true) 

	
� min 	������ � ; 
if � ������������������	
��� � then remove index 
�from �; 
else 

calculate �
�; 
process task �
�with power �����; 
�� current time; 
if ������then add index �to �; endif 
if �����
�then remove index 
�from �; endif 
if ����������then ������ �����; endif 

if �� �
�then ������ �	; endif 
    endif 
endwhile 
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It can be noted that the quantity at the right of the inequality expressed in (5), 
coincides with the numerator of the fraction in (1), therefore implementing such an 
operation requires at most a comparison and a memory slot to store the task energy 
demand value.  

4 Computer Simulations 

4.1 Experimental Setup 

In order to evaluate the effectiveness of the proposed solution, some experimental 
tests have been performed, putting in comparison the original LSA and the innovative 
EA-LSA. All simulations have been conducted on a PC (32-bit single-threaded 
processor, Windows 7 OS) and by means of Matlab 7.12.0 software environment. 

The same test condition addressed in [11] has been considered here. In particular, 
we specifically refer to the task set T1 characterized by: 

• 30 tasks periodically located at 300 time instants of distance, within a scheduling 
session of 3000 time instants.  

• The arrival time, the related deadline and the energy demand of the tasks are 
uniformly distributed over a preset range. 

• The absolute deadlines are uniformly distributed over a period of 300 time instants, 
so that avoiding the overlap of two T1 consecutive instances. 

• The absolute task set energy demand has been normalized w.r.t. the average energy 
acquired in one period in order to guarantee the deadline violation.  

• The vector of values used to simulate the power harvest has been generated by 
selecting the positive values of a normally distributed random variable with null 
mean and unitary variance, while replacing the negative ones with zeros, in order 
to have a profile similar to that one used in [11]. 

Results relative to task set T2 are completely compliant with those related to task set 
T1 here discussed, and therefore omitted for the sake of conciseness. 

4.2 Test Results 

The test sessions have been performed by varying the energy capacity of the 
accumulator and considering two case studies for the assigned device power: pd = ∞ 
(which is the only case considered in [11]) and pd = 2. Such a finite power value is 
inferior to the maximum value of acquired power and the minimum attainable with 
the admissibility test (approximately equal to 2.5 - note that the admissibility test 
assumes for all task an arrival time equal to zero and therefore it executes an excess 
estimate of the minimum device power needed to avoid the task time starving.). It 
must be underlined that the lower is the available device power, the more relevant is 
the anticipation of the task execution time with respect to the deadline and thus the 
bigger is the probability of task concurrence.  



606 M. Severini, S. Squartini, and F. Piazza  

Looking at the results shown in Figures 1 and Figure 3, the following observations 
can be made first in terms of first deadline violation time (i.e. the time instant at 
which the first deadline violation occurs): 

• The two algorithms behave similarly for all C values and for both device power 
case studies. 

• The existing time difference corresponds to the time interval between the task 
selection and its deadline, in accordance with the fact that LSA waits for deadline 
violation whereas EA-LSA anticipates it by removing the task when selection 
takes place.  

Then in terms of deadline violation number, looking at Figures 2 and 4 we can 
observe that: 

• There is a relevant performance difference between LSA and EA-LSA for C<52, 
value corresponding to the test completion.  

• For approximately C = 5, LSA produces a number of deadline violation which 
doubles the one occurring in EA-LSA case. The improvement margin of EA-LSA 
w.r.t. LSA is close to 50% up to C = 25. For 25 < C <35 we have a margin in the 
range 20-30%, obviously decreasing to zero when C increases to 52, due to 
optimality hypothesis of the LSA approach.  

• This behaviour occurs for both case studies addressed and it is confirmed if we 
examine the evolution of scheduling as function of time for the two algorithms 
(with C=1). It can be also noted that for EA-LSA, the number of deadline 
violations coincides with the number of tasks removed from the list. 

4.3 Further Issues: EA-LSA for a More Flexible Energy Management 

In spite of the little effort needed to achieve energy awareness within the LSA 
scheme, the related energy saving is not the only benefit we can achieve. In fact while 
a wise energy employment is mandatory to reduce the power supply costs, the 
capability to prevent a deadline violation leads to a flexible approach toward 
scheduling and thus to a different approach toward the sensor design.  

Due to the fluctuation of the harvested energy in the long period (for instance 
yearly for solar power), if the harvester cannot supply the minimum required energy 
to the device during the harshest conditions, the task set completion cannot be safely 
achieved by means of energy storage, which usually last a few days. Thus even LSA, 
whose main objective is ensuring the task set completion, cannot reach this goal under 
those conditions. It must be also noted that the maximum energy harvest can exceed 
ten times the minimum (at least in the solar power case study [14]) therefore, if we 
choose the right harvester to guarantee the task set completion during the harshest 
conditions, since the energy demand remains unchanged, during the favourable 
conditions we have an energy surplus that cannot be used, meaning that in this case 
the harvester represents an extra cost.  
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Fig. 1. Infinite Device Power case study. 
Scheduling time preceding the first deadline 
violation: detail.  

Fig. 2. Infinite Device Power case study. 
Number of violated deadline at the end of each 
scheduling session. 

 

Fig. 3. Finite Device Power case study. 
Scheduling time preceding the first deadline 
violation.  

Fig. 4. Finite Device Power case study. 
Number of violated deadline at the end of each 
scheduling session. 

Now, as EA-LSA can foresee the task energy-starving occurrence and drop the task 
that cannot be completed, the scheduler can be designed to replace that task with a 
less demanding one that can be completed instead. What we suggest is a “fall-back” 
mechanism that automatically reduces the load applied to the device. Simply, let’s 
assume that we can define a high load task set providing, for each of the most 
demanding tasks, a low load alternative. Then we can assign the high load task set to 
the device, to obtain the maximum energy employment, while the device is free to 
“fall-back” to the low cost alternative, each time the energy harvest is lacking. As 
added benefit, if the tasks are interdependent, the completion of the entire set can be 
achieved further avoiding energy misspending, by means of a proper task selection. 

Let’s show this concept with an example and assume to have a family of tasks T  j , j | j , j  , where: 
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• : deadline = 2 , energy demand = 1 

• : deadline = 4 , energy demand = 4 

• : deadline = 4 , energy demand = 0.5 

• : deadline = 6 , energy demand = 2 

so that j  and j′  differs only by means of some optional load (e.g. additional data 
analysis) and thus are exchangeable. In this case the two task configurations T = [ j ,  j ,  j ] and T′  = [ j ,  j′ , j  , whose total energy demands are depicted in  
Fig. 13, share the same mandatory elaboration. 

 

Fig. 5. T total energy demand against max energy harvest εu and T’ total energy demand 
against min energy harvest εl. 

Actually if we describe the energy source by means of the energy variability 
curves εl (minimum energy availability) and εu (maximum energy availability) as 
suggested in [12], all that we need to define the energy demand of T* tasks, is the 
admissibility test proposed in [12]. In particular, whereas the configuration T’ can 
be simply defined by applying the admissibility test as proposed in [13], to define 
the T configuration in our simple example we just have to substitute the profile εl 
with εu. Since the available energy varies between the two curves, the allocation of 
T guarantees that all harvested energy is employed, while the “fall back” 
mechanism reduces the load when needed by substituting j  to j . The energy 
allocated to j  will never be misspent, while the task j  can always be completed, 
thus the task set completion is guaranteed. In addition, since only T will be 
allocated, the actual total energy demand always follows the energy harvesting 
profile, avoiding energy waste. 

5 Conclusions 

In this paper an improved version of the Lazy Scheduling Algorithm, suitable for 
applications with Energy Harvesting Sensor Nodes, has been proposed. The new 
algorithm has been named Energy-Aware LSA (EA-LSA) due to its capability of 
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predicting the occurrence of task energy starving. As confirmed by experimental 
results, the new approach ensures a more conservative and efficient management of 
energy w.r.t. the original LSA: indeed the number of violated tasks due to energy 
starving is significantly reduced, whereas performances in terms of first deadline 
violation time are kept almost unchanged. We can thus conclude that if a certain 
percentage of missed tasks is tolerated, the EA-LSA allows using an energy 
accumulator with reduced capacity (and thus price) than the one attainable with LSA 
analysis. As future work, the authors intend to work on the computational complexity 
impact of the algorithm in order to reduce the amount of energy needed for algorithm 
processing and thus maximizing the one assigned to task execution. 
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Abstract. In this paper, we proposed a ‘Projection Based Learning for Meta-
cognitive Radial Basis Function Network (PBL-McRBFN)’ classifier for effective
diagnosis of Parkinson’s disease. McRBFN is inspired by human meta-cognitive
learning principles. McRBFN uses the estimated class label, the maximum hinge
error and class-wise significance to address the self-regulating principles of what-
to-learn, when-to-learn and how-to-learn in a meta-cognitive framework. Ini-
tially, McRBFN begins with zero hidden neurons and adds required number of
neurons to approximate the decision surface. When a neuron is added, network
parameters are initialized based on the sample overlapping conditions. The out-
put weights are updated using a PBL algorithm such that the network finds the
minimum point of an energy function defined by the hinge-loss error. The exper-
imental results on parkinson’s data sets based on vocal and gait features clearly
highlight the superior performance of PBL-McRBFN classifier over results re-
ported in the literature for detection of individual with or without PD.

1 Introduction

Parkinson’s disease (PD) is characterized by progressive neurodegeneration of
dopamine neurons in the substantia nigra pars compacta. Symptoms of PD include
muscle rigidity, tremors, and change in speech and gait. There is no cure for PD, the di-
agnosis of PD is based on medical history and neurological examination conducted by
interviewing and observing the patient in person using the Unified Parkinson’s Disease
Rating Scale (UPDRS). The reliable diagnosis of PD is notoriously difficult, especially
in its early stages. Due to symptoms overlap with other diseases, only 75% of clin-
ical diagnoses of PD are confirmed to be idiopathic PD at autopsy. Thus, automatic
techniques based on Computational Intelligence are needed to increase the diagnosis
accuracy and to help physicians make better decisions.

In the literature, PD classification studies have been conducted using vocal and gait
features using Artificial Neural Networks (ANN) and Support Vector Machine (SVM)
as classifiers [1,2,3,4,5]. In [1], dysphonia measurements were used for telemonitoring
of PD using a kernel-SVM and achieved the classification performance of 91.4%. In [2],
parallel neural networks approach was used for prediction of PD and obtained the classi-
fication performance of 91.2%. In [3], four independent classification schemas (Neural

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 611–620, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://sce.ntu.edu.sg
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Networks, DMNeural, Regression and Decision Trees) were compared for diagnosis of
PD. Among the four schemas, Neural networks classifier yields the best classification
performance of 92.9% [3]. In [4], the ability of ANN and SVM classifiers on three
gait features (basic spatiotemporal, kinematic and kinetic) was discussed. In [5], a new
image data (Spatial-Temporal Image of Plantar pressure) was proposed to acquire gait
feature and SVM was applied to discriminate between Parkinson and normal gait.

All the classification algorithms for diagnosis of PD in literature uses all the sam-
ples in the training data set to address how to learn the functional relationship between
the input features and their targets. They do not address the issues of what samples
are to be learned and when to use the samples for learning. Recent studies on human
learning [6,7,8] has revealed that the learning process is effective when the learners
adopt self-regulation in learning process using meta-cognition. Meta-cognition means
cognition about cognition. In a meta-cognitive framework, human-beings think about
their cognitive processes, develop new strategies to improve their cognitive skills and
evaluate the information contained in their memory. Hence, there is a need to develop
a meta-cognitive machine learning network that analyzes its cognitive processes and
chooses suitable strategies to improve its cognitive skills. Such a machine learning net-
work must be capable of deciding what-to-learn, when-to-learn and how-to-learn the
decision function from the training data.

Self-adaptive Resource Allocation Network (SRAN) [9] and Complex-valued Self-
regulating Resource Allocation Network (CSRAN) [10] address the what-to-learn com-
ponent of meta-cognition by selecting significant samples using misclassification error
and hinge loss function. It has been shown in SRAN and CSRAN, that the selecting
appropriate samples for learning and removing repetitive samples helps in improving
the generalization performance. In literature, Meta-cognitive Neural Network (McNN)
[11], Meta-cognitive Fully Complex-valued Radial Basis Function (Mc-FCRBF) net-
work [12] and Meta-cognitive neuro-Fuzzy Inference System (McFIS) [13] address the
three components of meta-cognition. However, Mc-FCRBF updates the network pa-
rameters using the gradient descent based algorithm and McNN, McFIS update the net-
work parameters using extended kalman filter algorithm which increases computational
burden for large networks. Therefore, in this paper, we introduce a Meta-cognitive Ra-
dial Basis Function Network (McRBFN) that addresses the three components of meta-
cognition with least computational effort simultaneously.

Unlike the existing batch learning algorithms that require the number of hidden neu-
rons to be fixed a priori, the Projection Based Learning (PBL) begins with zero hidden
neurons and adds neurons during the learning process to obtain an optimum network
structure. When a neuron is added to the cognitive component, the input/hidden layer
parameters are fixed based on the input of the sample and the output weights are es-
timated by minimizing an energy function given by the hinge-loss error function [14].
The McRBFN using the PBL to obtain the network parameters is referred to as, ‘Pro-
jection Based Learning algorithm for a Meta-cognitive Radial Basis Function Network
(PBL-McRBFN)’. PBL-McRBFN classifier performance is evaluated on vocal data set
from Oxford University [1] and gait data set from Physionet [15]. The performance
of PBL-McRBFN classifier is compared with the best performing sequential learning
algorithm reported in the literature SRAN [9], batch ELM [16] and SVM classifiers.
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2 Projection Based Learning Algorithm for Meta-cognitive RBF
Network Classifier

McRBFN architecture has two components, namely the cognitive component and the
meta-cognitive component.

2.1 Cognitive Component of McRBFN

The cognitive component of McRBFN is a three layered feed forward radial basis func-
tion network with a linear input and output layers. The neurons in the hidden layer of
the cognitive component of McRBFN employ the Gaussian activation function.

Without loss of generality, we assume that the McRBFN buildsK Gaussian neurons
from t− 1 training samples. For a given input xt, the predicted output ŷtj is

ŷtj =

K∑
k=1

wkjh
t
k, j = 1, 2, · · · , n (1)

where wkj is the weight connecting the kth hidden neuron to the jth output neuron and
htk is the response of the kth hidden neuron to the input xt is given by

htk = exp

(
−‖xt − μl

k‖2
(σlk)

2

)
(2)

where μl
k ∈ �m is the center and σlk ∈ �+ is the width of the kth hidden neuron. Here,

the superscript l represents the corresponding class of the hidden neuron.
The cognitive component uses Projection Based Learning (PBL) algorithm for learn-

ing process. The PBL algorithm is described as follows.

Projection Based Learning Algorithm: The projection based learning algorithm
works on the principle of minimization of energy function and finds the network output
parameters for which the energy function is minimum. The considered energy function
is the sum of squared errors at McRBFN output neurons

J(W) =
1

2

t∑
i=1

n∑
j=1

(
yij −

K∑
k=1

wkjh
i
k

)2

(3)

where hik is the response of the kth hidden neuron for ith training sample. The optimal
output weights (W∗ ∈ �K×n) are estimated such that the total energy reaches its
minimum.

W∗ = arg min
W∈K×n

J(W) (4)

The optimal W∗ corresponding to the minimum energy point of the energy function
(J(W∗)) is obtained by equating the first order partial derivative of J(W) with respect
to the output weight to zero, i.e.,

∂J(W)

∂wpj
= 0, p = 1, · · · ,K; j = 1, · · · , n (5)
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After solving Eq. (5), we can obtain

K∑
k=1

t∑
i=1

hikh
i
pwkj =

t∑
i=1

hipy
i
j (6)

Eq. (6) can be written as

K∑
k=1

akpwkj = bpj , p = 1, · · · ,K; j = 1, · · · , n (7)

which can be represented in matrix form as AW = B, where the projection matrix
A ∈ �K×K , and the output matrix B ∈ �K×n are given by

akp =

t∑
i=1

hikh
i
p; bpj =

t∑
i=1

hipy
i
j , k, p = 1, · · · ,K; j = 1, · · · , n (8)

Eq. (7) gives the set ofK×n linear equations withK×n unknown output weights W.
Note that the projection matrix is always a square matrix of orderK ×K . The solution
for the system of equations in Eq. (7) can be determined as W∗ = A−1B.

2.2 Meta-cognitive Component of McRBFN

The meta-cognitive component uses estimated class label (ĉt), maximum hinge error
(Et) and class-wise significance as the measures of knowledge in the new training sam-
ple. Using these measures, the meta-cognitive component controls the learning process
of the cognitive component by selection suitable strategy for the current training sample
to address what-to-learn, when-to-learn and how-to-learn properly.
Estimated Class label (ĉt): Using the predicted output (ŷt), the estimated class label
(ĉt) can be obtained as

ĉt = arg max
j∈1,2,··· ,n

ŷtj (9)

Maximum Hinge Error (Et): It has been shown in [17,14] that the classifier developed
using hinge loss function estimates the posterior probability more accurately than the
classifier developed using mean square error function. Hence, in McRBFN, we use the

hinge loss error
(
et =

[
et1, · · · , etj, · · · , etn

]T) ∈ �n defined as

etj =

{
0 if ytj ŷ

t
j > 1

ytj − ŷtj otherwise
j = 1, 2, · · · , n (10)

The maximum absolute hinge error (Et) is given by

Et = max
j∈1,2,··· ,n

∣∣etj∣∣ (11)

Class-wise Significance (ψc): The class-wise distribution plays a vital role and it will
influence the performance the classifier significantly. Hence, we use the measure of the
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spherical potential of the new training sample xt belonging to class c with respect to
the neurons associated to same class (i.e., l = c). Let Kc be the number of neurons
associated with the class c, then class-wise significance (ψc) is defined as

ψc =
1

Kc

Kc∑
k=1

h
(
xt,μc

k

)
(12)

The spherical potential explicitly indicates the knowledge contained in the sample, a
higher value of spherical potential (close to one) indicates that the sample is similar
to the existing knowledge in the cognitive component and a smaller value of spherical
potential (close to zero) indicates that the sample is novel. For more details on the class-
wise significance of McRBFN, one can refer to [11].

Learning Strategies: The meta-cognitive part controls the learning process in cogni-
tive component by selecting one of the following four learning strategies.

Sample Delete Strategy: When the predicted class label of the new training sample
is same as the actual class label and the maximum hinge error is very small then the
new training sample does not provide additional information to the classifier and can
be deleted from training sequence without being used in learning process. The sample
deletion criterion is given by

ct == ĉt AND Et ≤ βd (13)

The meta-cognitive deletion threshold (βd) commands the number of samples partici-
pating in the learning process. If one selects βd close to 0 then all the training samples
participates in the learning process which results in over-training with similar samples.
Increasing βd beyond the desired accuracy results in deletion of too many samples from
the training sequence. But, the resultant network may not satisfy the desired accuracy.
βd is selected in the range of [0.1 - 0.2].

Neuron Growth Strategy: When a new training sample contains significant informa-
tion and the estimated class label is different from the actual class label then one need to
add new hidden neuron to represent the knowledge contained in the sample. The neuron
growth criterion is given by(

ĉt �= ct OR Et ≥ βa
)

AND ψc(xt) ≤ βc (14)

where βc is the meta-cognitive knowledge measurement threshold and βa is the self-
adaptive meta-cognitive addition threshold. The terms βc and βa selects samples with
significant knowledge for learning first then uses the other samples for fine tuning. If βc
is chosen closer to zero and the initial value of βa is chosen closer to the maximum value
of hinge error, then very few neurons will be added to the network. Such a network will
not approximate the function properly. If βc is chosen closer to one and the initial value
of βa is chosen closer to the minimum value of hinge error, then the resultant network
may contain many neurons with poor generalization ability. In our simulation studies,
βc is selected in the range of [0.3 - 0.7] and the initial value of βa is selected in the
range of [1.3 - 1.7]. The βa is adapted based on the prediction error as:

βa := δβa + (1− δ)Et (15)
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where δ is the slope that controls rate of self-adaptation and is set close to 1.
When a new hidden neuron K + 1 is added, then its parameters are initialized us-

ing the overlapping and distinct cluster criterion. The new training sample may have
overlap with other classes or will be from a distinct cluster far away from the nearest
neuron in the same class. Therefore, the overlapping and condition affects the classi-
fication performance of a classifier significantly. However, the existing classifiers do
not address this condition. Hence, McRBFN measures inter/intra class nearest neuron
distances from the current sample in assigning the new neuron parameters.

Let nrS be the nearest hidden neuron in the intra-class and nrI be the nearest hidden
neuron in the inter-class. They are defined as

nrS = arg min
l==c;∀k

‖xt − μl
k‖; nrI = arg min

l �=c;∀k
‖xt − μl

k‖ (16)

Let the distances between the new training sample to nrS and nrI are given as follows

dS = ||xt − μc
nrS ||; dI = ||xt − μl

nrI || (17)

Based on the these distances, the new hidden neuron center (μc
K+1) and width (σcK+1)

parameters are determined for the different overlapping/no-overlapping conditions as
follows:

– no-overlapping with any class: when a new training sample is far away from both
intra/inter class nearest neurons (dS >> σcnrS AND dI >> σlnrI),

μc
K+1 = xt; σcK+1 = κ

√
xtTxt (18)

where κ is a overlap factor of the hidden units, which lies in the range 0.5 ≤ κ ≤ 1.
– no-overlapping with the inter-class: When a new training sample is close to the

intra-class nearest neuron then the sample does not overlap with the other classes,

μc
K+1 = xt; σcK+1 = κ‖xt − μc

nrS‖ (19)

– Minimum Overlapping with the inter-class: when a new training sample is close to
the inter-class nearest neuron compared to the intra-class nearest neuron,

μc
K+1 = xt + ζ(μc

nrS − μl
nrI); σ

c
K+1 = κ‖μc

K+1 − μc
nrS‖ (20)

where ζ is center shift factor which lies in range [0.01-0.1].

The above mentioned center and width determination conditions helps in minimizing
the misclassification in McRBFN classifier.

When a neuron is added to McRBFN, the output weights are estimated using the
PBL as follows:

The size of matrix A is increased fromK ×K to (K + 1)× (K + 1)

A(K+1)×(K+1) =

[
AK×K + (ht)

T
ht aT

K+1

aK+1 aK+1,K+1

]
(21)
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where ht = [ht1, h
t
2, · · · , htK ] is a vector of the existingK hidden neurons response for

current (tth) training sample. aK+1 ∈ �1×K and aK+1,K+1 ∈ Re+ given as

aK+1,p =
t∑

i=1

hiK+1h
i
p; aK+1,K+1 =

t∑
i=1

hiK+1h
i
K+1, p = 1, · · · ,K (22)

The size of matrix B is increased fromK × n to (K + 1)× n

B(K+1)×n =

[
BK×n + (ht)

T
(yt)

T

bK+1

]
(23)

where bK+1 ∈ �1×n is a row vector assigned as

bK+1,j =
t∑

i=1

hiK+1y
i
j, j = 1, · · · , n (24)

Finally the output weights are estimated as[
WK

wK+1

]
=
(
A(K+1)×(K+1)

)−1
B(K+1)×n (25)

where WK is the output weight matrix for K hidden neurons, and wK+1 is the vector
of output weights for new hidden neuron after learning from tth sample.

After calculating inverse of the matrix A(K+1)×(K+1) recursively using matrix iden-
tities, the resultant equations are

WK =

[
IK×K +

(AK×K)
−1aTK+1aK+1

Δ

] [
WK + (AK×K)−1 (ht

)T (
yt
)T ]

− (AK×K)−1aT
K+1bK+1

Δ
(26)

wK+1 = − 1

Δ

[
aK+1

(
WK + (AK×K)

−1 (
ht
)T (

yt
)T)

+ bK+1

]
(27)

whereΔ = aK+1,K+1 − aK+1

(
AK×K + (ht)

T
ht
)−1

aT
K+1

Parameters Update Strategy: The current (tth) training sample is used to update the
output weights of the cognitive component (WK = [w1,w2, · · · ,wK ]T ) if the follow-
ing criterion is satisfied.

ct == ĉt AND Et ≥ βu (28)

where βu is the self-adaptive meta-cognitive parameter update threshold. If βu is cho-
sen closer to 50% of maximum hinge error, then very few samples will be used for
adapting the network parameters and most of the samples will be pushed to the end of
the training sequence. The resultant network will not approximate the function accu-
rately. If a lower value is chosen, then all samples will be used in updating the network
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parameters without altering the training sequence. Hence, the initial value of βu can be
selected in the range of [0.4 - 0.7]. The βu is adapted based on the prediction error as:

βu := δβu + (1− δ)Et (29)

The PBL algorithm updates the output weight parameters as follows:
The matrices A ∈ �K×K and B ∈ �K×n are updated as

A = A+
(
ht
)T

ht; B = B+
(
ht
)T (

yt
)T

(30)

and the output weights are updated as

WK = WK +A−1
(
ht
)T (

et
)T

(31)

where et is the hinge loss error for tth sample obtained from Eq. (10).

Sample Reserve Strategy: If the new training sample does not satisfy either the dele-
tion or the neuron growth or the parameters update criterion, then the sample is pushed
to the rear of the training sequence. Since McRBFN modifies the strategies based on
current sample knowledge, these samples may be used in later stage.

3 Experimental Results

All the simulations are conducted in MATLAB 2010 with Intel Core 2 Duo, 2.66
GHz CPU and 3 GB RAM. For ELM classifier, the number of hidden neurons are
obtained using the constructive-destructive procedure. The simulations for batch SVM
with Gaussian kernels are carried out using the LIBSVM package in C [18]. For SVM
classifier, the parameters (c,γ) are optimized using grid search technique.
A brief description of PD data sets considered in this work are as follows:

Vocal Data Set: This data set is a voice recording originally done at University of Ox-
ford by Max Little [1]. The recording consists of 195 entries collected from 31 people
whom 23 are suffering from PD. From the 195 samples, 147 are of PD patients and 48
healthy subjects. Averages of six phonations were recorded from each subject, ranging
from 1 to 36 sec in length. The 22 attributes used in this prediction task are MDVP:Jitter
(Abs), Jitter:DDP, MDVP:APQ, Shimmer:DDA, NHR, HNR, RPDE, DFA, D2 and
PPE. These attributes describe changes in fundamental frequency, amplitude variations,
noise to tonal components and other nonlinear voice measurements.

Gait Data Set: This data set obtained from Gait in Parkinson’s disease data base pub-
lished in [15]. This data base consists 166 samples, contains measures of gait from 93
PD patients and 73 healthy subjects. The database includes the vertical ground reaction
force records of subjects as they walked at their usual, self-selected pace for approxi-
mately 2 minutes on level ground. Underneath each foot were 8 sensors that measure
force (in Newtons) as a function of time. The 10 attributes used in this prediction task
are left swing interval (sec), right swing interval (sec), left swing interval (% of stride),
right swing interval (% of stride), double support interval (sec), double support interval
(% of stride), left stride variability, right stride variability, cadence and speed.
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Table 1. PBL-McRBFN testing performance comparison with SRAN, ELM and SVM

Data PBL-McRBFN SRAN ELM SVM

set Mean STD Mean STD Mean STD Mean STD

Vocal 99.35 0.68 96.54 1.89 96.31 1.02 96.66 2.16

Gait 84.36 2.42 81.47 2.52 81.52 2.57 77.37 3.68

Table 1 presents the mean and the standard deviation (STD) of testing efficiencies
obtained during the 10 trials for PBL-McRBFN, SRAN, ELM and SVM classifiers. In
each trial, randomly 75% of total samples are selected for training and 25% for test-
ing. From the Table 1, we can see that on vocal data set the generalization performance
of PBL-McRBFN is 3% more than other classifiers with lesser STD. On gait data set,
the generalization performance of PBL-McRBFN is 3 % more than SRAN and ELM
and 7% more than SVM. On vocal data set, the PBL-McRBFN classifier generalization
performance is also better than reported results in literature. PBL-McRBFN generaliza-
tion performance is 8% more than kernel SVM in [1], 8 % more than parallel neural
networks in [2], 6% more than neural networks in [3].

4 Conclusions

In this paper, we have presented a Projection Based Learning Meta-cognitive Radial
Basis Function Network (PBL-McRBFN) classifier for effective detection of Parkin-
son’s Disease. The meta-cognitive component in McRBFN controls the learning of the
cognitive component in McRBFN. The meta-cognitive component adapts the learning
process appropriately and hence it decides what-to-learn, when-to-learn and how-to-
learn efficiently. The PBL algorithm helps to reduce the computational effort used in
training. PBL-McRBFN classifier performance is evaluated on two well known PD data
sets based on vocal and gait features and compared with SRAN, ELM, SVM classifiers.
From the performance evaluation study, it is evident that the proposed PBL-McRBFN
classifier outperforms other classifiers for detection of individuals with or without PD.

Acknowledgment. The authors would like to thank the MOE, Singapore for their
financial support through the Academic Research Funding (AcRF) Tier I (No.
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CNN Hyperchaotic Synchronization with Applications  
to Secure Communication 

Xiao-Dong Wang, Wei-Jun Li, and Ping Xiong 

College of Science, Naval University of Engineering, Wuhan 430033, China  

Abstract. In this paper, the problem of synchronization of CNN(Cellular Neural 
Network) hyperchaotic system is studied. The hyperchaotic system has very 
strong random and inscrutability and make use of its multiple state variables to 
encrypt the information signal, therefore having higher security. Based on state 
observer, we realize the synchronization of the CNN hyperchaotic system. The 
synchronization theory is applied in the two-channel secure communication. 
Finally, we put forward a new six order CNN hyperchaotic system in simulation. 
The synchronization results verify the correctness of the theory. The secure 
communication simulation demonstrates the effectiveness of the method. 

Keywords: cellular neural network, hyperchaotic synchronization, state 
observer, two-channel secure communication. 

1 Introduction 

Since Pecora and Carroll put forward the P-C method that realized the chaotic 
synchronization for the first time. in 1990[1], the theoretical study of the control and 
synchronization has attracted much attention, bringing forth various synchronous 
methods. Now the common synchronous methods include active control method[2], 
adaptive method[3-4] , one-way coupling method[5], and guaranteed cost control[6-7], 
etc. Recently, the synchronous method based on observer aroused extensive 
attention[8-10]. 

Hyperchaotic system are able to produce much more complicated dynamic behavior 
than ordinary chaotic system, having stronger randomness and inscrutability, so it is 
suitable to be a carrier in secure communication. Now the study of the synchronous 
problem of the hyperchaotic system is open to further study. 

The CNN(Cellular Neural Network) extremely arouses the researchers’ attention, 
because it can present chaotic and hyperchaotic behaviors. Currently, CNN is a kind of 
flexible and effective cellular network model with extensive applications to image 
processing, pattern recognition, intelligent control, associative memory security 
communication[11-14], etc. Especially in secure communication, CNN hyperchaotic 
system become a hotspot [15-16]. This paper will first solve the synchronous problem 
of CNN hyperchaotic system by observer design method, then establish a new six order 
CNN hyperchaotic system and fullfill its' observer design which is used in the 
two-channel secure communication to offer a more complex encrpytion strategy. 
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2 Observer Design 

Without loss of generality, we consider the CNN hyperchaotic system as follows: 

{ ( )x Ax BF x
y Kx
= +
=


 (2.1)

where n nA R ×∈ • n nB R ×∈ • T
1 2( , , , )nx x x x=  , T

1 2( ) ( ( ), ( ), ( ))nF x f x f x f x=   and 

1
( ) (| 1 | | 1 |),

2j j jf x x x= + − − ( 1,2, , )j n=  .It's obvious that 

1 2 1 2( ) ( )F Fξ ξ ξ ξ− ≤ −  (2.2)

“  ” denotes the Eucliden norm of the vector or the 2-norm of the matrix. y is the 

output of the system, as the feedback driving signal of the 
synchronization. m nK R ×∈ is the matrix to be designed. According to the state 
observer theory in the automatic control theory, if the pair [ , ]A B is controllable, we 
can construct the following full-dimensional state observer as the synchronous system 
of system (2.1)  

{ ( )x Ax BF x B y y
y Kx

= + + −
=
   
 

（ ） (2.3)

Let the state error e x x= -  . Then we can get the error system as  

( ) ( ( ) ( ))e A BK e B F x F x= - + -  (2.4)

Denote 1A A BK= − . When 1A is diagonalizable•there exists an invertible 

matrix P satisfying 

1
1 1 2 1 2diag( , , ) Re( ) Re( ) Re( )n nPA P λ λ λ λ λ λ− = Λ = ≥ ≥ ≥ ，  (2.5)

Then we have the following Lemma. 

Lemma 1: To the diagonalizable matrix 1A , the following inequality holds. 

11exp( ) cond( ) e Re(xp( ),) 0A t P t tλ≤ ≥  (2.6)

Proof: From Eq. (2.5) , we get  

1

1

1
1exp( ) exp( ) exp( )

cond( ) ex Re( )p( ), 0

t P t P t

P t t

A P P

λ

−−= Λ ≤ Λ

≤ ≥
 (2.7)

where 
1Cond( )P P P−=  represents the condition number of the matrix P . 

Thus, this completes the proof of Lemma 1.  
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Gronwall-bellman inequality: For any constants , 0α β ≥  and continuous function 
[ ): ,g a R+∞ → •if if the following inequality is satisfied  

0
( ) ( )d

t

t
g t gα β τ τ≤ +   (2.8)

when 0a t t≤ ≤ , then the following inequality holds. 

( ) exp( ( ))g t t aα β≤ −  (2.9)

Lemma 2: For any constants 0, 0,a b λ> >  and continuous function 
[ ): ,g a R+∞ → ，if the following inequality for 0a t t≤ ≤  is satisfied 

then the following inequality holds. 

Proof: According to Eq. (2.10), we get  

0
0exp( ) ( ) exp( ) exp( ) ( )d

t

t
t g t a t b gλ λ λτ τ τ− ≤ − + −  (2.12)

By the use of Gronwall-bellman inequality , we can obtain  

0( ) exp(( )( ))g t a b t tλ≤ + −  (2.13)

This completes the proof of Lemma 2.  

Theorem 1: If there exists a matrix m nK R ×∈ , making matrix 1A and matrix P satisfy 

the following inequality 

1 cond (R e( ) ) 0P Bλ + <  (2.14)

then the closed loop error system is asymptotically stable.  

Proof: According to Eq. (2.4), we get that 

0
1 0 0 1( ) exp( ( )) ( ) exp( ( )) ( ( ( )) ( ( )))d

t

t
e t A t t e t A t B F X F Xτ τ τ τ= + − - -  (2.15)

Take the norm of both sides. According to Lemma 1, we have 

0

0

1

1

1

0 0

0 0

1

( ) cond( ) exp( ( )) ( )

cond( ) exp( ( )) ( ( )) ( ( )) d
cond( ) exp

Re( )

Re( )
Re( )

Re(
( ( )) ( )

cond( ) exp( ( )) ( )) d

t

t

t

t

e t P t t e t

P t B F X F X
P t t e t

P t B e

λ

λ
λ

τ τ τ τ

τλ τ τ

≤

+ −
≤

+ 


-

-
-

-

 (2.16)

0
0( ) exp( ( )) exp( ( )) ( )d

t

t
g t a t t b t gλ λ τ τ τ≤ − + −  (2.10)

0( ) exp(( )( ))g t a b t tλ≤ + −  (2.11)
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Then , by the use of Lemma 2 , it is obvious that  

0 1 0( ) ( ) Re(cond( ) exp(( ) cond( () ) ))e t P P B tt te λ≤ + -  (2.17)

It follows from Eq. (2.17) that 

1 0( cond( ) )( ))lim exp( R )e( 0)
t

P B t tλ
→+∞

+ − =  (2.18)

Thus lim 0
t

e
→+∞

= . The proof of Theorem 1 is completed.  

3 Realization of Secure Communication  

The two-channel secure communication is an important method in signal 
communication. There are two channels are needed: one is used to transmit the signal 
dependent on the information signal for the synchronization, while the other channel 
transmits the information signal encrypted by the chaotic signal. It can be realized 
through the following steps: 

 

Fig. 1. process of the two-channels secure communication 

(1) Encryption of the information signal: Based on Theorem 1 proved above , 
Construct the observer as Eq. (2.3) to realize the synchronization, and then encrypt 
the information signal 0 ( )s t  by the hyperchaotic signal ( )x t . Let 

1 2 0( , ) ( ) ( )es x s F x F x s= Φ = +  be the encryption function, where 1F , 2F are any 
continuous real valued functions, and 2 ( ) 0F x ≠ . 

(2) Processing of the encrypted signal: To make sure of the security of the 
transmitted signal, use 3 4( , ) ( ) ( )e es s t F t F t s= Ω = +  to process the encrypted signal 

es , where 3F , 4F are any continuous real valued functions, and 4 ( ) 0F t ≠ . 
(3) Signal transmittance: Choose another depended channel to transmit the 

processed encrypted signal.  
(4) Inverse processing of the transmitted signal: From 

1 3 4( , ) ( ( )) ( )s s t s F t F tθ= = − , we get the inverse processing signal. 
(5) Decryption of the transmitted signal: At the receiver, by computing 

1 1 1 2( , ) ( ( )) ( )ds s x s F x F x= Ψ = −    as the decryption function, the information signal 
0s  is recovered. 
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4 Simulations  

This section we choose two three order chaotic CNNs which have different types of 
attractors to construct a new six order CNN hyperchaotic system. By the coupling 
method between two sate variables of two chaotic systems, we establish a new six 
order CNN hyperchaotic system as 

1 1 2 1 1

2 1 2 3

3 2 5

4 4 5 4 4

5 4 5 6

6 5

4 8 5( 1 1 )

14
0.343 4.925 7.17( 1 1 )

3.649

x x x x x
x x x x
x x x
x x x x x
x x x x
x x
y Kx

 = − − + + − −
 = − +
 = − − = − − + − −

= − +
 =
 =








 (4.1)

The attractor of the above system is shown in the following figures 

  

Fig. 2. Attractor of the six order CNN hyperchaotic system (4.1) 

From Eq. (4.1), we get 14.34B = . Based on the gradient flow algorithm,we can 
get 1 2 3 4 5 6 14.5, 15, 15( , , , , , .2, 1) ( 5.8, 16, 1 )7λ λ λ λ λ λ − −= − −− − and  

 4.224      69.094    -23.192    -0.043   -26.523   -7.405

     0              0            0                0             0           0

     0              0            0                0           
K =

  0           0

-0.072     -2.176     1.165        -3.180    -45.221    -72.625

     0              0            0                0             0           0

     0              0            0                0             0           0

 
 
 
 
 
 
 
 
  

 
(4.2)
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So Eq. (2.17) is satisfied, according to Theorem 1 , the closed loop error system  

(2.4) is asymptotically stable. The state curves of error system (2.4) are shown as 

follows 

          

Fig. 3. State curves of the error system (2.4) 

According to Section 3, Choose 2
1 1( ) 2F x x= ，

2
2 2( ) 1F x x= + ，

2
3 ( ) cosF t t= , 

2
4 ( ) 1 sinF t t= + , for the information signal 0 sins t= , we get the following figures 

in simulation. 

  

Fig. 4. The information signal Fig. 5. The transmitted signal 

  

Fig. 6. The decryption signal Fig. 7. The signal error 

5 Conclusion 

From figure 5, we can see the transmitted signal exhibiting a characteristic of anomaly 
which is very difficult to be recovered if the system parameter is unknown; from figure 
7 , it is obvious that the information signal and the decryption signal reach 
synchronization rapidly. Therefore, the system has a very good secure communication 
property which makes it very practical in the secure communication. 
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Abstract. Decision tree is a popular classification technique in many
applications, such as retail target marketing, fraud detection and design
of telecommunication service plans. With the information exploration,
the existing classification algorithms are not good enough to tackle large
data set. In order to deal with the problem, many researchers try to de-
sign efficient parallel classification algorithms. Based on the current and
powerful parallel programming framework — MapReduce, we propose a
parallel ID3 classification algorithm(PID3 for short). We use water qual-
ity data monitoring the Changjiang River which contains 17 branches as
experimental data. As the data are time series, we process the data to
attribute data before using the decision tree. The experimental results
demonstrate that the proposed algorithm can scale well and efficiently
process large datasets on commodity hardware.

Keywords: Data mining, Parallel decision tree, PID3, Mapreduce.

1 Introduction

Decision tree is a popular classification algorithm which is easy to understand
and implement. Its application domains include retail target marketing,fraud
detection, and design of telecommunication service plans and so on.With the
information exploration in the Internet, more and more real world applications
require the machine learning algorithm to tackle large data set. Efficient parallel
classification algorithms and implementation techniques are the key to meeting
the scalability and performance requirements in large scale data set.

So far, several researchers have proposed some parallel classification algo-
rithms [1,2,3].However, all these parallel classification algorithms have the fol-
lowing drawbacks: a) There is big communication overhead in the higher levels
of the tree as it has to shuffle lots of training data items to different proces-
sors; b) Their parallel systems typically require specialized programming models.
Both assumptions are prohibitive for very large datasets with millions of objects.
Therefore, we need efficient and parallel scalable classification algorithm to pro-
cess large-scale data sets.

In this work, we propose a parallel implementation of ID3(Iterative Di-
chotomiser 3) adopting MapReduce [4,5,6,7] framework. MapReduce model is

J. Wang, G.G. Yen, and M.M. Polycarpou (Eds.): ISNN 2012, Part II, LNCS 7368, pp. 628–637, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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introduced by Google as a software framework for parallel computing in a dis-
tributed environment. A MapReduce job usually splits the input dataset into
independent chunks which are processed by the map tasks in a completely par-
allel manner. The framework sorts the outputs of the maps, which are input to
the reduce tasks. Typically both the input and the output of the job are stored
on HDFS[8]. The framework takes care of scheduling tasks, monitoring them
and re-executes the failed tasks[9,10]. We conduct comprehensive experiments
to evaluate the proposed algorithm. The results demonstrate that our algorithm
can effectively deal with large scale datasets.

The rest of the paper is organized as follows. In Section 2, we present our
parallel ID3 algorithm based on MapReduce framework. In Section 3, we present
how to use the decision tree to predict water quality, then show the experimental
results and evaluate the parallel algorithm in terms of speedup, scaleup and
sizeup. Finally, Section 4 concludes.

2 Parallel ID3 Algorithm Based on MapReduce

In this section we present the main design for Parallel ID3 based on MapReduce.
Firstly, we give a brief overview of the ID3 algorithm and analyze the parallel
parts and serial parts in the algorithms. Then we explain how the necessary
computations can be formalized as map and reduce operations in detail.

2.1 ID3 Algorithm

ID3[11] is a popular decision tree algorithm. A decision tree is a flowchart-
like tree structure,where each internal node (nonleaf node) denotes a judge on
an attribute, each branch represents an outcome of the test, and each leafn-
ode(terminal node) holds a class label. The topmost node in a tree is the root
node. ID3 adopts a greedy approach in which decision trees are constructed in
a top-down recursive divide-and-conquer manner. The algorithm starts with a
training set of tuples and their associated class labels. The aim is to develop a
series of rules which will classify a testing set into one of these classes.

The algorithm proceeds as follows: Firstly, it examines each attribute in turn
to select a best attribute as the splitting attribute. Then the data are parti-
tioned into subsets according to the values of that attribute. This process is
recursively applied to each subset until each tuple is correctly classified. A tree
is constructed whose nodes represent attributes and branches represent possible
attribute values or ranges of values. Terminal nodes of the tree correspond to
class labels.

In ID3 algorithm, the most intensive calculation to occur is the calculation of
splitting attribute. In each iteration, it would require information gain computa-
tions for each attribute, so as to select the best splitting attribute. It is obviously
that the selection of splitting attribute for each layer is relevant to the splitting
attribute for the upper layer.So the splitting attribute computation between lay-
ers should be serially executed. A simple way is to parallel execute within each
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node and serially execute between nodes in each layer or parallel execute between
nodes in each layer and serially execute within each node. Based on MapReduce,
we parallel execute computation both within each node and nodes in each layer
to improve efficiency. More importantly, we use loop to achieve parallel decision
tree algorithm in place of recursive, making the maximum number of jobs to run
the program predictable, thus contributing to control the program execution
state.

2.2 PID3 Based on MapReduce

Based on MapReduce, parallel decision tree would transform prelude information
from the upper layer to the next, which contains splitting attributes information
from root to the current branch.When calculation of each layer is completed,
we will check whether there are new rules to generate. Save new rules in the
rule set and create a new data set, which remove subset fitting new rules from
the original dataset. Then a new job executes on the new dataset. The data set
will become smaller and smaller. The algorithm terminates until there is no new
data set to generate. As for testing, the classification model is always in memory
and the testing data set is assigned to nodes to parallel execute. As analysis
above, PID3 algorithm needs three kinds of MapReduce job. One is for counting
numbers for calculating information gain and another is for deleting subset from
the original data set to generate new data set. The last is for testing the testing
data set and calculating the testing accuracy. The details of the first job are
presented as follows:

Map Step: The input dataset is stored on HDFS in the format of < key, value >
pairs, each of which represents a record in the data set. The key is offset of the
record in the file, and the value is the content of the record. The numAttribute
is the number of attributes in the dataset. A(i) is the ith attribute of the dataset.
The data set is split and globally broadcast to all mappers. The pseudocode of
map function is shown in Algorithm 1.

There are two kinds of output key and value in the algorithm. One output
key is label, the other is label plus attribute’s information.Both output value is
one. Note that Step 2 parses the class label of the record, Step 3 sets the count
to one. Step 6 parses attribute of the record, Step 7 sets the count to one. Step
9 outputs the data which is used in the subsequent procedures.

Reduce Step: The input of the reduce function is the data obtained from themap
function.We get the list of values with the same key, and then sum the values up.
Therefore, we can get the number to compute information gain in the next job. The
pseudocode for reduce function is shown in Algorithm 2.

After information gain for each attribute is computed, the splitting attribute
is the one with the maximum information gain. Then we check if there are new
rules to generate according to the splitting attribute. We remove samples from
the training dataset which contains rules.
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Algorithm 1. TrainMap (key, value)

Input:(key : offset in bytes; value: text of a record)
Output:(key’ : a string representing a cell, value’ : one)

1. Parse the string value to an array, named tempstr ;
2. label ← tempstr [numAttribute − 1];
3. outKey ← label ;
4. outValue ← one;
5. output(outkey,outValue);
6. For i=0 to numAttribute− 1
7. outKey ← label+A(i).name+A(i).value;
8. outValue ← one;
9. output(outkey,outValue);

10. End For

Algorithm 2. TrainReduce (key, value)

Input:(key : a string representing a cell; values: one)
Output:(key’ : the same as the key, value’ : a number representing frequency)

1. Initialize a counter NUM as 0 to record the sum of cells with the same key;
2. While(values.hasNext()){
3. Num += values.next().get();
4. }
5. output(key’,NUM );

In Algorithm 3, we can set some parameters to the job before the map func-
tion invoked.For simplicity, we use RuleStr to refer to the current ruleset.Each
element of RuleStr contains a splitting attribute and a value. Step 6 checks if the
sample contains any rules, Step 12 outputs samples that do not match the rules.
In the second job, we use the IdentityReducer as the reduce function. That is,
the input key and value is the same as the output key and value. The following
job is a little different from the first job since each sample is with prelude. The
mapper is described in Algorithm 4, we set vecPreludeSet as the prelude set be-
fore the job invoked. In Algorithm 4, we first parse the string of the value to an
array and find the prelude. For each attribute that is not in the prelude,output
it with the prelude and set its value to one. The reduce step is the same as that
in the first job. Then another splitting attribute is computed.Attribute deleting
and selection execute in loop until the decision tree is completed.

As for testing, we compare the testing data with the rule set to find its label.
We use MapReduce job to preform the test. The pseudocode for map function
is shown in Algorithm 5. In Algorithm 5, we parse the string of the value to
an array and the rule to a token. If the string matches a rule, it outputs the
predictive value. If the string does not match any rule in the rule set,it outputs
a specific value.
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Algorithm 3. TMapDel (key, value)

Input:(key : offset in bytes; value: text of a record)
Output:(key’ : the same as the input value, value’ : null)

1. Parse the string value to an array, named sline;
2. For i=0 to RuleStr.size()
3. Parse RuleStr.elementAt(i) to an array named as tempstr ;
4. Initialize a counter nCount as 0 to record the number of matches and j as 0

to traversal tempstr ;
5. while(j<RuleStr.length){
6. if sline contains value in tempstr
7. nCount++;
8. j++;
9. }

10. if nCount*2!= RlueStr.size(){
11. output(key’,null);
12. }
13. End For

3 Experimental Results

This section is organized as follows. In data preparation, we process time series
data to attribute data. In experimental environment, we introduce our clus-
ter environment. In experimental results,we evaluate our results using speedup,
scaleup and sizeup. In conclusions, we show our algorithm can predict water
quality effectively and efficiently.

3.1 Data Preparation

We use water quality data monitored from the Changjiang River which contains
17 branches. The original data contains attributes as pH, dissolved oxygen, con-
ductivity and so on. The data are time series since they are monitored weekly.
There is a label representing water quality for each time series. Our purpose
is to predict water qualities for new data. Decision tree is a good classifier for
this problem. In order to predict water qualities using decision tree, we need to
process time series data to attribute data.

First, we symbolize these numerical values using equal frequency bins. For
example,the attribute pH is symbolized as pH1,pH2,...,ph8. For the class labels,
there are six kinds of water quality labels but the labels do not make sense
in our daily life. We symbolize them with drinkable and non-drinkable so that
people can easily understand its meaning. After that, we segment all these data
into two data sets. The first data set consists of segments with the possibility of
non-drinkable, the other include data set without the risk. Fig.1 illustrates seg-
ments extraction with the possibility of non-drinkable. In the implementation of
segment extraction, a parameter α is defined as the extraction interval.Usually
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Algorithm 4. TrainMapCycle (key, value)

Input:(key : offset in bytes; value: text of a record)
Output:(key’ : a string representing a cell, value’ : one)

1. Parse the string value to an array, named tempstr ;
2. label ← tempstr [numAttribute − 1];
3. For k=0 to vecPreludeSet.size()
4. Parse vecPreludeSet.elementAt(k) to a tokenizer named as stoken;
5. Initialize ntoks as the number of tokens and npres as 0 to record the number

of prelude attribute;
6. For t=0 to ntoks/2
7. if tempstr[t] matches stoken.nextToken()
8. npres++;
9. End For

10. if npres == ntoks/2 {
11. For each attribute i that is not in the prelude attribute
12. key’ ← prelude+ label+A(i).name+A(i).value;
13. value’ ← one;
14. output(key’,value’ );
15. End For
16. }
17. End For

class D D D N N D D D N 

ph ph6 ph5 ph5 ph3 ph3 ph5 ph6 ph5 ph2 

do do4 do5 do6 do3 do4 do6 do7 do5 do6 

Fig. 1. Segment extraction

this parameter is evaluated by experiments or suggested by expert. In our exper-
iment, we set α=3. For data set, D represents drinkable and N represents non-
drinkable, phi and doi are the discrete values. Segments with the possibility of
non-drinkable are α records before N. Segments without the risk of non-drinkable
are extracted as follows. Segments with the possibility of non-drinkable and the
points of non-drinkable are removed from the original dataset. The rest data are
cut into α length contiguous sequence as drinkable segments using a sliding win-
dow approach. After the two kinds of segments are prepared, sequential pattern
mining are performed on these segments to find high frequency subsequences.
The parameter support is important to the accuracy. By comparing accuracy of
different support, we set our support to 0.1. We take each segment as a sample
and each frequent subsequence as a feature to make the attribute table. For each
feature,if the sample contains it, its value is 1. If not, its value is 0. The segment
and feature table is shown in Table 1.

The generated table is not time series data, we could use decision tree to
predict the water quality. We replicate it to 1 million, 2 million and 4 million
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Algorithm 5. TestMap (key, value)

Input:(key : offset in bytes; value: text of a record)
Output:(key’ : the same as the input value, value’ : predictive value)

1. Parse the string value to an array, named tempstr ;
2. Initialize a boolean variable named discriminable as false to represent the string is

discriminable or not;
3. For k=0 to vecRuleSet.size()
4. Parse vecRuleSet.elementAt(k) to a tokenizer named as stoken;
5. Initialize ntoks as the number of tokens and nmatches as 0 to record the

number of matches;
6. For t=0 to ntoks/2
7. if tempstr[t] matches stoken.nextToken()
8. nmatches++;
9. End For

10. if nmatches == ntoks/2 {
11. if correctly predict
12. value’ ← predictive value+“correct”;
13. else
14. value’ ← predictive value+“wrong”;
15. output(key’,value’ );
16. discriminable = true;
17. }
18. End For
19. if(!discriminable){
20. outword ← a specific value+“wrong”;
21. output(value,outword);
22. }

instances respectively. The serial and parallel testing accuracy is compared in
Table 2. As we can see, our parallel accuracy is 95.78%, which is almost the same
with the serial accuracy.

3.2 Experimental Environment

The parallel system is a cluster of ten computers, 6 of them each has four 2.8GHz
cores and 4GB memory, the rest four each has two cores and 4GB memory.
Hadoop version 0.20.2 and Java 1.6.0.22 are used as the MapReduce system for
the decision tree.

3.3 Experimental Results

In this section, we evaluate the performance of our proposed algorithm with
respect to speedup, scaleup and sizeup[12,13].

Speedup: Speedup refers to how much faster a parallel algorithm with p proces-
sors is faster than a corresponding sequential algorithm. To measure the speedup,
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Table 1. Attribute table

segment feature1 feature2 · · · feature n class

segment1 0 0 · · · 1 D
...

...
...

...
... D

segmenti 0 0 · · · 0 D
segmenti+1 1 0 · · · 0 N
...

...
...

...
... N

segmenti+h 1 1 · · · 1 N

Table 2. Accuracy table

serial parallel

accuracy 95.90% 95.78%
recall for Y 87.50% 87.50%
recall for N 97.72% 96.79%
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Fig. 2. Evaluations results

we keep the data set constant and increase the number of cores in the system.We
have performed the speedup evaluation on datasets with different sizes and sys-
tems. The number of computers are 4, 8 and 16 respectively. The size of the
datasets vary from 1 million to 4 million. Fig.2.(a) shows the speedup for differ-
ent datasets. The prefect algorithm performs nearly liner speedup. Completely
liner speedup is hard to achieve for the communication cost increases with the
number of computers becomes large. As the size of the dataset increases, the
speedup performs better.

Scaleup: Scaleup is defined as the ability of an m-times larger system to per-
form an m-times larger job in the same run-time as the original system. It
measures the ability to grow both the system and the dataset size, the larger
the better. To demonstrate how well the PID3 performs on the larger dataset
when more cores are available, we have performed scalability experiments where
we increase the size of the data set in proportion to the number of cores. The
data set sizes of 1 million, 2 million and 4 million are performed on 4, 8 and 16
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respectively. Fig.2.(b) shows the performance results of the algorithm. Clearly,
our algorithm scales very well.

Sizeup: Sizeup measures how much longer it takes on a given system when the
dataset size is m-times larger than the original dataset. We keep the number
of cores constant and grow the size of the datasets by factor m. To measure
the performance of sizeup, we have fixed the number of computers to 4,8 and
16 respectively. Fig.2.(c) shows the sizeup results on different computers. The
graph shows that PID3 has very good sizeup performance.

4 Conclusions

In this paper, we present a parallel decision tree classification algorithm based
on MapReduce to predict time series labels. We have processed time series data
from the Changjiang river to attribute data, then use the decision tree to predict
water quality. We use speedup, scaleup and sizeup to evaluate the performance
of our algorithm. The results show that our prediction accuracy can achieve
95.78%. Besides, our algorithm can process large-scale data sets on commodity
hardware efficiently.

Acknowledgments. This work is supported by the National Natural Science
Foundation of China (No. 60933004, 60975039, 61175052, 61035003, 61072085),
National High-tech R&D Program of China (863 Program) (No.2012AA011003).
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Abstract. A hybrid parallel neural network that combined a forward neural 
network with a recurrent neural network was proposed to predict the biomass 
concentration in fermentation. Each of forward neural network and recurrent 
neural network worked as an individual channel of the hybrid neural network 
and made up each other. Their accumulated error was reduced by another neural 
network. The maximum error of hybrid neural network was proved be less than 
or equal to that of the channel and finally the steps of algorithm were given. 
The simulation shows the proposed approach is effective in the complex 
environment.  

 
Keywords: biomass concentration, hybrid neural network, prediction. 

1 Introduction 

The biomass concentration is an important variable in the fermentation. The measure 
of biomass concentration focuses on two methods: the on-line sensor and the soft-
measure. The technology of on-line sensor has made great progress recently, but it 
will spend high costs and have low reliability. The soft-measure is mainly used based 
on the estimation/observation methods. It will spend low costs and have worse 
accuracy. Nucci Edson R. examined and compared five different state estimation 
methods for estimation of biomass concentrations [1]. Gundale Mangesh M proposed 
three sets of DSP algorithms based on the estimation/observation methods [2]. There 
are three classes of models which include mechanics model, experiment model and 
black box model in the prediction biomass concentrations. Ioan discussed the 
advantages and disadvantages of these models and deemed that it was difficult for a 
mechanics model to match real process due to the fermentation’s complexity [3]. 

Many researchers adapted a neural network to predict the crucial variables in 
fermentation [4-6]. The biomass is sensitive to environment factors in fermentation 
and a neural network faces many puzzles of constructing, training and extending. So 
further improvement has been made to keep the accuracy of prediction. Saraceno A. 
combined the mass balance equations with the neural network [7].Yang Qiangda 
proposed some 'inherent sensor' subsystems embodied in Nosiheptide fermentation 
process and used multiple neural networks to fit the inversion of each subsystem [8]. 



 Prediction of Biomass Concentration with Hybrid Neural Network 639 

Scott James compared three black box model and three hybrid model in the 
fermentation and drew the conclusion that the performance of hybrid model was 
better than that of pure black box model [9]. 

Up to the present day a forward neural network is mainly used to predict the 
biomass concentration of fermentation. This implies that a dynamic time-varying 
system is converted to a static space problem in order to use the forward neural 
network. When a dynamic system is very complex it is difficult to build a forward 
neural network to keep up with its varying. A recurrent neural network has a recurrent 
channel to store the information of past time. When a dynamic system is very 
complex it can be easy to trace the tendency though it has worse accuracy. If a 
forward neural network and a recurrent neural network work together and make up 
with each other a better result of predicting the biomass concentration will be reached 
while the neural networks need not have complex structure. 

2 Hybrid Neural Network and Its Algorithm 

The framework of recommended hybrid neural network is in figure 1. 

. 

RBF1 neural 
network

error

Elman neural 
network

RBF2 neural 
network

rejusting output

Y1(t),S1(t)
Y1(t+1),S1(t+1)

Y1(t+1)

Y2(t+1)

Y2(t+1),S2(t+1)
Y2(t),S2(t)

Y3(t+1)

 

Fig. 1. The framework of hybrid neural network 

The RBF1 neural network and the Elman neural network compose the parallel 
channels of the hybrid neural network. Suppose the sequence of sampling time is 
labeled as { , 1, 2, }t t t+ + L , the biomass concentration and the substrate 

concentration under the RBF1 channel at t  are labeled as 1( )Y t  and 1( )S t . The 

biomass concentration and the substrate concentration under the Elman channel at t  

are labeled as 2 ( )Y t  and 2 ( )S t . The output of RBF2 is labeled as 3( )Y t .The input 

of RBF1 is a couple data of biomass concentration 1( )Y t  and substrate concentration 
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1( )S t  and the output is a couple data of biomass concentration 1( 1)Y t +  and 

substrate concentration 1( 1)S t +  at next 1t +  time. The input of Elman is a couple 

data of biomass concentration 2 ( )Y t  and substrate concentration 2 ( )S t  and the 

output is a couple data of biomass concentration 2 ( 1)Y t +  and substrate 

concentration 2 ( 1)S t +  at next 1t +  time. The output couple data 

1 1[ ( 1), ( 1)]TY t S t+ +  and 2 2[ ( 1), ( 1)]TY t S t+ + are sent back to the input of RBF1 

and Elman respectively at next time. Then the RBF1 and the Elman will output the 
data at 1t +  time. The similar process continues until the end. The training samples 
are the couple data of biomass concentration and substrate concentration at sampling 
time. The training of RBF1 and Elman follows the standard algorithm. 

With the time going there is an accumulated error between RBF1 and Elman. The 
RBF2 neural network is used to adjust the accumulated error. The RBF2 has two 

inputs and one output. The two inputs 1( 1)Y t + and 2 ( 1)Y t +   are the biomass 

concentrations of RBF1’s output and of Elman’s output. The output 3Y  is the final 

predictive biomass concentration at 1t +  time. 

Theorem 1. The maximum error of the hybrid neural network with two parallel 
pathways is less than or equal to that of worse pathway if the neural network is 
convergence and the reference is the middle of two pathways outputs . 

Proof: suppose the true value is *y , the output of pathway 1 and pathway 2 is 1y and 

2y  respectively, and the responding maximum error is 1maxe and 2maxe . Let 

},max{ 2max1maxmax eee = ,  so 

* *
1 2 max1 max 2 max| | | | 2y y y y e e e− + − ≤ + ≤ .  (1)

In addition 

* * * * * *
1 2 1 2 1 2 1 2| | | | | | | 2 | || | | 2 ||y y y y y y y y y y y y y y− + − ≥ − + − = + − ≥ + − .    (2)

Using formula (1) and formula (2), we obtain 

*
1 2 max|| | | 2 || 2y y y e+ − ≥ . (3)

So 

*
1 2

max

| | | 2 |
| |

2 2

y y y
e

+ − ≥ . (4)
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Further *
1 2, , 0y y y > , we obtain 

1 2 1 2*
max max2 2

y y y ye y e+ +− ≤ ≤ + .  (5)

The proof is completed. 

Remark 1. According to theorem 1 the real biomass concentration follows the 

distribution of base 
1 2

2
y y+

 and errors max max[ , ]e e−  under two parallel 

pathways. 
The steps of whole algorithm are as follows:  

Step 1: Building a RBF1 and an Elman neural network; 
Step 2: Training the both neural networks with samples; 
Step 3: Checking the output error of RBF1 and Elman. If the error is over range 

then go to step 4,else go to step 6; 

Step 4: Building RBF2 neural network and training with 1 2 0, ,Y Y Y (where 1 2,Y Y  

is the output of RBF1,Elman respectively, 0Y is the true value ); 

Step 5: Outputting RBF2 then go to step 7; 
Step 6: Outputting RBF1 or the Elman neural network; 
Step 7: Testing and retraining the hybrid neural network until the error is less than 

the permission; 
Step 8: Inputting the new data (0)X  and gaining the biomass concentration of 

RBF1 and that of Elman (labeled as 1y  and 2y  respectively); 

Step 9: Let 1 2| |y yε = − , if max2eε >  go to step 10, else output RBF2; 

Step 10: Forcing the output as
1 2

2
y y+

. 

3 Simulation 

Five hundred data are produced with a fed batch model of a streptomyces actuosus 
fermentation. They are divided into two groups. Group A includes 400 data and is 
used to train. Group B includes 100 data and is used to test. The predictions of 
biomass concentration by a hybrid neural network and by a single neural network are 
in figure 2. 
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Fig. 2. The predictions of biomass concentration by hybrid neural network and by single neural 
network 

It is seen from figure 2 that both RBF and Elman are well forecasting the biomass 
concentration of fermentation in the exponential growth period. But there is a 
difference between RBF and Elman at 40-60 hours. This period is the feeding time 
and a great effect is made in the biomass growth. In this period the RBF neural 
network has no memory function and changes quickly from 0.5 DCW to 0.44 DCW 
until the environment is stable. In the same period the Elman has the memory function 
and keeps the original tendency but the accuracy will reduce. The biomass 
concentrations from 35 hours to 60 hours are amplified in figure 3 and errors of RBF, 
Elman and hybrid network are in table 1.  

 
Fig. 3. Partical enlarged detail during 35-60 hours 
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Table 1. Errors of RBF, Elman and hybrid neural network (based on mechanism model) 

 average error mean square deviation maximal error 

RBF 0.0018 0.000054012 -0.039 

Elman 0.0033 0.000054875 -0.202 

Hybrid neural 
network 

0.0018 0.000024423 -0.0203 

 
From table 1 the average error by hybrid neural network is similar to that by RBF 

which is lower of both neural networks. The mean square deviation by hybrid neural 
network is less than that by both neural networks. The maximal error by hybrid neural 
network is less than that by RBF or by Elman respectively. This means the hybrid 
neural network can predict the biomass concentration in a fed batch process better 
than a single neural network do. 

4 Conclusions 

A simple neural network cannot reach a good predictive result if there are some 
environment changes which are usual cases in complex fermentation. A parallel 
hybrid neural network combining a forward neural network with a recurrent neural 
network is proposed to predict the biomass concentration of fermentation. The 
simulation shows the prediction by this method is better than that by a simple neural 
network, especially in the case of changing environment. 
 
Acknowledgments. This work is supported by Young Fertilizer Foundation of 
Tianjin University (TJU-YFF-08B77). 
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Abstract. Wind energy has been widely used as a renewable green energy all 
over the world. Due to the stochastic character in wind, the uncertainty in wind 
generation is so large that power grid with safe operation is challenge. So it is 
very significant to design an algorithm to forecast wind power for grid operator 
to rapidly adjust management planning. In this paper, based on the strong 
randomness of wind and the short precision of BP network forecasting, Short-
Term Power Prediction of a Wind Farm Based on Wavelet Decomposition and 
Extreme Learning Machine (WD-ELM) is proposed. Signal was decomposed 
into several sequences in different band by wavelet decomposition. 
Decomposed time series were analyzed separately, then building the model for 
decomposed time series with ELM to predict. Then the predicted results were 
added. Through a wind-power simulation analysis of a wind farm in Inner 
Mongolia, the result shows that the method in this paper has higher power 
prediction precision compared with other methods. 
 
Keywords: Wind Farm, Power Prediction, wavelet decomposition, Extreme 
Leaning Machine. 

1 Introduction 

Recently, environmental pollution and energy shortage are becoming the social 
problem, so nations from all over the world are adjusting their energy structure to fix 
this change. In this case, the new energy represented by wind power is getting 
increasing attention. By 2020, wind energy resources will be about 12% of total world 
electricity demands [1]. Unfortunately, wind speed, which generates the wind farm 
power, is stochastic, which affects the power grid safe operation. So a good method is 
needed to forecast wind speed to reduce the effect of wind power to grid, which can 
make power grid operator adjust management planning rapidly [2-3]. 
                                                           
* Corresponding author. 
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During the last decades, many techniques, such as Kalman filters [4], time-series 
models [5-6], have been proposed to forecast the wind speed and the wind power. 
Furthermore, some intelligent methods are adopted to forecast the wind speed and the 
wind power. In [7-8] support vector machine is utilized in wind speed forecasting and 
wind turbines’ output power prediction. In [9], wavelet decomposition is used to 
predict wind power. In [10] fuzzy logic strategy is used in the prediction of wind 
speed and the produced electrical power. In [11] a neural network is introduced to 
forecast a wind time series. In addition, an Extreme Learning Machine (ELM) [12] is 
developed to forecast the wind speed [13]. For strong stochastic wind, it is a great 
challenge for power prediction. 

In this paper, Wavelet decomposition and Extreme Learning Machine (WD-ELM) 
is proposed to predict the wind power. First, Signal was decomposed into several 
sequences in different band by wavelet decomposition. Decomposed time series were 
analyzed separately, then building the model for decomposed time series with ELM to 
predict. Then the predicted results were added. Finally a simulation with actual data 
from the wind farm in Inner Mongolia is presented to illustrate effectiveness of the 
method above. 

2 Wavelet Transform 

Wavelet analysis is mainly used to analyze the local features of strong nonlinear 
signal [14]. Signal can be analyzed by the dilation and translation of mother 
wavelet ( )tφ . 

Continuous wavelet transform (CWT) is defined as 

1
( , ) ( ) ( )

x b
W a b f x dx

aa
φ

+∞

−∞

−=    (1)

where, ,

1
( ) ( )a b

x b
x

aa
φ φ −= is base wavelet, a  is scale factor, b is shift factor. 

In actual use, scale factor and shift factor should be discrete. Let 0
ja a= , 0 0

jb ka b= , 

so the discrete wavelet transform (DWT) of signal ( )f x is 

,( , ) ( ) ( ) , ,j kW j k f x t dt j k Zφ
+∞

−∞
= ∈    (2)
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Fig. 1. Wavelet decomposition tree 
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Mallat algorithm is structured by the characteristic of much discrimination 
analysis. Wavelet decomposition tree is shown in Fig. 1. For the much discrimination 
analysis of signal f , the low frequency part ( 1 2 3, ,c c c  ) will further broken down, 

and the high frequency part ( 1 2 3, ,d d d  ) will not be considered. So 

1

( ) ( ) ( )
n

j n
j

f t d t c t
=

= +                         (3)

3 Extreme Learning Machine Models 

3.1 Extreme Learning Machine  

Suppose 1( ) ni ∈x R is the input data and 2( ) ni ∈y R  is the output data, where 

{ }( ) ( )( , ) , 1, ,i i i N=x y   is the sample at time N . M SLFNNs (Single Layer Feed 

forward Neural Networks) are built with 1( )n n n≤  hidden nodes, and the structure of 

SLFNN is shown in Fig. 2. 

n

1( ) ni ∈x R 2( ) ni ∈y R

 

Fig. 2. Architecture of SLFNN Model 

Therefore, jSLFNN  of the model j at time i  is mathematically modeled as: 

( ) ( )

1

( ), 1, , , 1, ,
n

i i
k k k

j j j jk

g b j M i N
=

= ⋅ + = =y β w x


   ,           (4)

where， k
j

w is the weight vector connecting the kth hidden node and the input nodes, 

k
j

β  is the weight vector connecting the kth  hidden node and the output nodes, k
j

b is 

the threshold of the kth  hidden node, ( )g x is activation function, ( )i

j
y is the real 

output of the model. 
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The above N equations can be written compactly as [15] 

( ) ( ) ( )N N N

j jj
=H β Y  (5)

where，

(1) (1)
1 1

( )

( ) ( )
1 1

( ) ( )

( ) ( )

n n
j j j j

N

j
N N

n n
j j j j

N n

g w x b g w x b

g w x b g w x b
×

 ⋅ + ⋅ +
 
 =  

⋅ + ⋅ + 
  

H

 

 





  


is called the hidden layer 

output matrix; and the kth column of ( )N

j
H  is the kth hidden node output vector. 

( )N

j
β is called the weight matrix connecting hidden nodes and the output nodes, 

( )N

j
Y is the output matrix. 

According to randomly initial value of k
j

w , it can calculate the weight matrix 

connecting hidden nodes and the output nodes of the jth model by generalized 

inverse algorithm as: 

( ) 1
( ) ( ) ( ) ( ) ( )

N T
N N N N N

j j j j jj

+ −       =             
H Y L H Yβ     (6)

where, ( )N

j

+
 
  
H is the Moore–Penrose generalized inverse of matrix ( )N

j
H , 

( ) ( ) ( )
T

N N N

j j j

 =   
L H H . 

3.2 Learning of Extreme Learning Machine  

When getting a new group of data ( 1) ( 1)( , )N N+ +x y , It keeps the architecture of the 

network without updating output weight matrix and it just calculate with iteration 
method on the base of the previous model as 

( )( )

( 1)

( 1)( 1)

NN

jj N

NN
j

j j

+
++

  
   =   
     

YH

yh
β                          (7)

where, 
1

( 1) 1 1
1 1( ) ( )

n

N N N
n n

j j j j j

g w x b g w x b
×

+ + + = ⋅ + ⋅ + 
 

h


  is the hidden layer output 

matrix constituting with the new data ( 1) ( 1)( , )N N+ +x y , ( 1)N

j

+y is the model output 

constituting with the new data ( 1) ( 1)( , )N N+ +x y , so 
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Substitute (9) into (8), it can be concluded that 
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N N N N N N N
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By Woodbury formula in [16], it is shown as follow 
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Set 
1

( 1) ( 1)N N

j j

−
+ + =   

F L ，then the recursion formula of ( 1)N

j

+β can be written as 
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So, by equation (12) and (13), it realizes the online learning of network jSLFNN .  

According to equation (12), the model output is 

( 1) ( 1) ( 1)N N N

jj j

+ + += ⋅y h β                            (14)
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4 Short Term Wind Power Prediction Model 

4.1 Model input and output 

The primary factors that affect wind output power are wind speed, wind angle, 
temperatures and so on. In this paper, wind speed、wind angle、temperature and 
wind power are selected as the inputs of the NN models above.  

4.2 Wavelet Decomposition 

In Matlab wavelet toolbox, Using db3 wavelet to decompose the original time series 

into four layer, the low frequency part 4 ( )c k  and the high frequency 

part ( )( 1, 2,3,4)id k i = can be got. 

4.3 Establishment of Extreme Learning Machine 

In extreme learning machine models, there are 12 neurons in the input layer, one 
neuron in the output layer, 12 neurons in hidden layer, and sigmoid function is 
utilized as activation function.  

4.4 The Model Prediction Step 

In this paper, Signal was decomposed into several sequences in different layer 

( 4 ( )c k ， ( )( 1, 2,3,4)id k i = ) by wavelet decomposition. Decomposed time series 

were analyzed separately, then building the model for decomposed time series with 
ELM. In the last the predicted results were added. The model prediction step can be 
seen in Fig. 3. 

jc
1djd

 

Fig. 3. The modeling prediction of the WD-ELM 
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4.5 Experiment Results 

To illustrate the effectiveness of the algorithm above, an ultra-short term wind 
power forecast is studied with a report in Sep 2010 in a wind farm in North 
China.The data is measured with 10min interval. During the experiment, it selects 
wind turbine data of 21-24 Sep, 2010 as for the training samples, data of Sep 25 
for forecasting.  

Using db3 wavelet to decompose the original time series into four layer, The result 

of wavelet decomposition is shown in Fig. 4.Where, 3c is the low frequency part; 

1 2 3, ,d d d are the high frequency part. 
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Fig. 4. The result of wavelet decomposition 

For decomposed time series, Building the model with ELM to prediction, then the 
predicted results were added. By comparing the above simulation results, the 
estimated wind power tracks the actual wind power accurately and the average 
tracking error is about 13.26%, which is less than the error of power prediction about 
28.36% with BP. It is known that the prediction effect of WD-ELM in this paper is 
superior to that of BP, which verifies the feasibility and effectiveness of the algorithm 
above in wind power prediction.  
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Fig. 5. The wind power prediction result using BP and WD-ELM in Sep, 25 2010 

Table 1. Forecasting mean error of BP and WD-ELM in Sep, 25 2010  

 BP WD-ELM 

Mean Error (%) 28.36% 13.26% 

 

5 Conclusions 

In this paper, Wavelet decomposition and Extreme Learning Machine (WD-ELM) is 
proposed for the feature of wind. First, Signal was decomposed into several sequences 
in different band by wavelet decomposition. Decomposed time series were analyzed 
separately, building the model for decomposed time series with ELM to predict. And 
the predicted results were added. Finally, the simulation result shows that the 
proposed algorithm can improves the prediction accuracy greatly. 
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Abstract. In order to reserve more texture features of fingerprint while 
denoising, a new fingerprint enhancement method based on wavelet transform 
and unsharp masking is proposed in this paper, which uses multiresolution 
analysis and local time-frequency analysis characteristics of wavelet. First of 
all, a fingerprint image is decomposed by wavelet analysis. And then some 
different treatments are made for the different frequency graphs according to 
their different characteristics. Third, the initial enhanced fingerprint image is 
reconstructed by the wavelet coefficients which have been adjusted by before. 
Finally, unsharp masking is used to process the fingerprint image to enhance the 
details more. Experimental results show that this method can filter out the noise 
and enhance the texture features, and thus improve the qualities of the images. 
 
Keywords: Fingerprint image, Preprocessing, Image enhancement, Wavelet 
transform, Unsharp masking. 

1 Introduction 

In recent years, fingerprint identification has developed rapidly as one of the most 
commonly used biometric technology. However, with the progress of society and the 
expansion of information, the efficiency and accuracy proposes higher requirements 
in the real time automatic fingerprint identification system. The image quality of the 
collection system performance is often a key factor in the overall identification 
decision. But the collected images often do not meet the direct identification 
requirements because of the fingerprint collection equipment inherent defects and 
environmental noise effects. Therefore, how to implement the fingerprint image 
enhancement quickly and accurately is an important problem. There are many 
researchers have been studied the correlated field. Xiaoming [1] designed a 7 7×  
template filter based on the average filter and the principle of separation of filter, 
which filtered the image in accordance with the direction of local ridge. The proposed 
method made some enhancement, but it relies on the estimates accuracy of the block 
pattern heavily. LiLi etc [2] used the point direction to estimate the direction of the 
block and formed the spatial filter, which achieved good results. Hong etc [3] used 
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Gabor filter bank which have good properties in time and frequency domain for 
fingerprint enhancement and achieved good results, but the method can not have a 
good solution for pattern and ridge line of the pseudo-hole problem. kaiyang etc [4] 
proposed an improved ridge frequency estimation method based on the direction of 
the window, which could reduce the filtering significantly after the pseudo-ridge 
pattern lines and small holes and made a good enhancement.  

To sum up the current image enhancement methods, there are mainly spatial and 
frequency domain methods [5]. The image filtering operation is done on each pixel 
directly to achieve the purpose of increasing the ridge valley contrast in the spatial 
domain method. These methods are simple and fast, but ignore the global information. 
In the frequency domain methods, the image filtering operation is done on the image 
coefficients decomposed by different transform method. Because the transform 
coefficients can represent the different detail information in different frequency band, 
image enhance effectiveness are generally better than the time domain method. But 
they need to accurately calculate the fingerprint ridge pattern, and the high 
computational complexity makes it difficult to achieve large-scale real-time 
applications. 

Wavelet theory is the inheritance and development of traditional Fourier 
transform as a new method of time-frequency analysis, and its multi-resolution 
analysis with the time-frequency localization properties, effectively overcome the 
Gabor Fourier transform in single resolution flaws. This method can be adopted 
gradually refined the high frequency-time domain, so you can focus on any details to 
the analysis of the object, it is particularly suitable for image processing to this type of 
non-stationary sources. Guoyan etc [6] proposed a texture filtering method based on 
wavelet transform to enhance the fingerprint image, in which all frequencies of 
wavelet domain sub-image used the same texture filtering, and got some enhancement 
after reconstructed. But the method did not take full advantage of multi-scale wavelet 
analysis features, and not took into account the impact of noise on image quality. In 
order to reserve this better fingerprint texture information while reducing noise, a 
wavelet-based new method for fingerprint image enhancement is proposed in this 
paper using wavelet multi-resolution analysis and local analysis of the characteristics 
of time-frequency domain. First, fingerprints image is multiscale decomposed using 
wavelet. Then, the subimages are processed using the different method according to 
the characteristics of each frequency subimage. Third, we reconstruct the wavelet 
coefficients after processing, and thus obtain the preliminary enhanced fingerprint 
image. At last, the unsharp masking operation is done on the preliminary enhanced 
fingerprint image for further enhancing the fingerprint image details.  

2 Wavelet Transform and Unsharp Mask 

2.1 Wavelet Transform 

Wavelet transform is a kind of time-scale signal analysis method with the 
characteristics of multiresolution analysis, which has the ability of denoting local 
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signal characteristics in time and frequency domain. Its time window and frequency 
window can change, so we call it a time-frequency localization analysis method. In 
the low frequency part, it has high frequency resolution, so we can use the wide time 
windows when we need the accurate low-frequency information. In the high 
frequency part it has low frequency resolution，we can use the narrow time window 
when we need the accurate high frequency information.  

Known as wavelet functions ,a bψ , for any signal 2( ) ( )f t L R∈ , the continuous 

wavelet transform:  


−>==<

−

R

baf dt
a

bt
tfafbaW )()(||,),( 2

1

, ψψ
 

(1)

where a is the scale factor, b is translation factor.  
For meeting requirements of digital image processing, discrete wavelet transform 

can be expressed as:  

 −Ψ= )2()(2),( 2 nkkfnmDWT m
m

 (2)

2.2 Unsharp Mask 

In the image enhancement method, the image contrast is the important factor to 
determine the subjective image quality. Assuming the original image is ( , )f x y , the 

processed image is ( , )f x y
∧

, the image enhancement can be expressed 

as ( , ) [ ( , )]f x y T f x y
∧

= , which [*]T is an usually nonlinear and continuous 

function. For a limited gray-scale image, the quantization errors is usually caused by 
the loss of information and some sensitive edge with the points of the adjacent pixels 
merge and disappear. Although the adaptive histogram equalization method can 
overcome these problems, it can not handle different sizes of image features. The 
unsharp mask method can solve these questions better, whose discrete form is defined 
as: 

'( , ) ( , ) [ ( , ) ( , )]f i j f i j k f i j f i j
∧

= + −  (3)

which ' ( , )f x y is a fuzzy version of the original image, k is a adjustment constant.  

3 The Image Enhancement Method  

The fundamental purpose of fingerprint image enhancement is to strength the ridge 
line information of the image, increase the contrast of the valley ridge, and filter the 
noise to alleviate its influence of the image quality. According to the characteristics of 
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Gaussian noise, its wavelet coefficients is still Gaussian noise distributed throughout 
the wavelet domain, so most of the noise distributes in the high frequency sub-image. 
From the wavelet decomposition image, the resulting wavelet coefficients of low-
frequency sub-image are similar with the original image intensity distribution, and 
most of the energy of the image are concentrated in it. In other words, a good low-
frequency sub-image retains the texture of the original image information and most of 
the energy, but only less noise components. The high-frequency sub-image consists 
mainly of small image details, and contains a large part of the noise components.  

Because the different frequency sub-image contains different frequency 
components, this paper proposed a wavelet-based new fingerprint image enhancement 
approach combining the different image processing methods. In this method, the 
image is first decomposed into the wavelet coefficients by wavelet transform. Second 
we take texture filter to enhance the fingerprint ridge information, and connect the 
fracture line in some extent. Third, the average filter is taken on the high-frequency 
sub-image to filter the most of noise. Fourth, the elementary enhancing image 
obtained by the wavelet reconstruction on the preprocessed wavelet coefficient. 
However, the high frequency detail information is weakened because of denoising 
using average filter, so we take the method of unsharp mask to enhance the 
preprocessed image more, which reserve the final ridge and remove the noise more. 
The details of this method are described as below. 

3.1 Normalized Fingerprint Image 

The distribution of the different gray-scale fingerprint image is very different because 
fingerprint is collected by fingerprint machines in different environments with 
different illumination, different humidity of the fingerprint surface, the impact of 
perspiration. So we usually normalize the fingerprint image to reduce this difference 

in gray first. Specific normalization process is as follows. Assuming ' ( , )f i j is the 

original fingerprint image pixel gray value, for ( , )f i j the normalized pixel gray 

value, and then the normalization formula is as follows: 
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where M and 0σ  are the mean and variance of the original image, 0M an 2
0σ  are  

the expected mean and variance. We take a fingerprint image from the finger database 
randomly to normalize it. The original image and normalized image are shown in Fig. 
1. From Fig.1 we can see the normalized image has higher contrast than the original 
image. 
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(a) Original image (b) Normalization image 

Fig. 1. Original image and normalization image 

3.2 Wavelet Transform and the Wavelet Coefficients Treatment 

3.2.1 Wavelet Decomposition 
Fingerprint image wavelet decomposition, in essence, is that the image signals are 
decomposed into different frequency components. Reference [7] studied in detail how 
to select wavelet function and determine decomposition level. In this paper we selects 
the db4 wavelet with moderate length and 2 Layer decomposition by analyzing 
characteristics of all frequency components of the fingerprint image wavelet 
coefficients. We take wavelet decomposition to Fig, 1 (b), the results is shown in Fig. 
2. From Fig.2, we can see the low-frequency component is mainly the coarse 
information of the original image, which is similar with the original image and 
contain the most energy of the overall image. The high-frequency component contains 
the detail information. 

 

Fig. 2. Wavelet decomposition results 
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3.2.2 Treatment of Wavelet Coefficients 
For enhancing the image texture characteristics, the wavelet coefficients were texture 
filtered according the follow steps:  
(1) Calculate the direction of the fingerprint block, and quantify to 8 different 
directions according to equation (5):  
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where ( , )i jθ is the direction of the center block area at point ( , )i j , ( , )xG u v and 

( , )yG u v  the gradient in x and y direction at points ( , )u v , separately. 

(2) According to the principle of the average filter and separation filter design, the 
horizontal filter templates are designed; the templates in other direction can be 
obtained by rotating the horizontal template coefficient in accordance with the 
corresponding angle rotation. The horizontal filter coefficients are shown in Fig. 3, in 
which U, X, Y, Z are the variants. In general, these parameters must meet the 
following conditions.  

0u x y> > ≥ 、 0z >   

and 2 2 2 0u x y z+ + − =  

 

-Z/3 -2Z/3 -Z -Z -Z -2Z/3 -Z/3 

Y/3 2Y/3 Y Y Y 2Y/3 Y/3 

X/3 2X/3 X X X 2X/3 X/3 

U/3 2U/3 U U U 2U/3 U/3 

X/3 2X/3 X X X 2X/3 X/3 

Y/3 2Y/3 Y Y Y 2Y/3 Y/3 

-Z/3 -2Z/3 -Z -Z -Z -2Z/3 -Z/3 

Fig. 3. Horizontal filter coefficient distribution 
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(3) Filter the low-frequency sub-image in order to achieve the purpose of enhanced 
texture information using the above corresponding filter template on the different 
direction for fingerprint block image.  
(4) Take adaptive weighted mean filter algorithm to remove noise in the high-
frequency sub-image according to the nature of the noise, which uses a weighted 
average of gray values in neighborhood instead of the single pixel gray value. The 
weighting factor mainly depends on the pixel gray difference value with the mean 
level of the block, which shows that the more this mean is close to block area pixels, 
the bigger its weighted coefficient should be. The detailed procedure is as follows: 

Step 1: Assumed ( , )f i j is the high-frequency wavelet coefficients sub-image, its 

block size is n n× , the weighted coefficient at each point of the sub-image are 
calculated according to equation (6): 

2

, 1

1
( , )

1 ( , ) ( , ) /
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i j

i j

f i j f i j n

α

=

=
+ −

 
(6)

where ( , )i jα is the weighted coefficient at point ( , )i j . 

Step 2: Filter the wavelet coefficients using equation (7) : 
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where ( , )g i j is the image coefficient after filtering at point ( , )i j  

(5) Wavelet reconstruction 
Reconstruct wavelet coefficients which are adjusted together in low frequency and 
high frequency band simultaneously and obtain the preliminary enhancement image. 

3.3 Unsharp Masking Post-processing 

The low-frequency sub-image expanded into the original image size after wavelet 
transform, so we get the fuzzy version of the original image. According to the 
principle of the unsharp mask and equation (3) in section 2.2, we take the unsharp 
masking post-process for the fuzzy version of the original image, in which ( , )f i j is 

the wavelet reconstruction preliminary enhance image, ( , )f i j
∧

is final enhance 

image after the unsharp mask process. 
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4 Experimental Results and Analysis 

We take some experiments in the dual-core 2.93GHz, 2G of RAM computer using the 
proposed method for some fingerprint images from the international competition 
fingerprint database. For comparison, we processed the same image using the 
methods in the literature [1], [4]. Take an example, Mean consumption time of each 
method for the image Fig. 2 are shown in Table 1.The enhancing and binarization 
result images using different methods are shown in Fig. 4. Because there is no unity 
objective assessment criterion of the fingerprint image enhancement effectiveness, so 
we use subjective qualitative analysis to evaluate the enhance effectiveness. And 
because the ultimate goal of all the enhanced images are used in the subsequent 
fingerprint processing, including binarization, thinning, etc., we give the binary image 
results using automatic threshold segmentation of the two values treatment for 
observing enhancement effectiveness. From Table 1, we can see that Gabor filter [4] 
is time-consuming and difficult for a large number of real-time processing, which is 
almost 3 times of the proposed method. From Fig.4, we can see Gabor filter [4] has 
the optimal effect of enhancement, noise can be removed very good, but breakpoints 
has also been strengthened. The proposed method can strengthen the ridge 
information and has a strong connectivity on the breakpoint while filtering out noise. 
Although it isn’t as smooth visually as Gabor filtering in enhancing the ridge, it will 
not affect the subsequent refinement. Because this method takes a shorter time than 
Gabor filter method and gets better performance than spatial method, it can be used 
for a large number of real-time noisy fingerprint image processing. The reference [1] 
used spatial filtering enhancement method which can reserve the fingerprint ridge 
information, and has some effect connection to the breakpoint, but because the 
method itself can’t filter noise and even increase noise which produced a great impact 
on the results, such as a large number of small holes and bridges maybe appear on the 
ridge. Experiments show that the effect of the proposed method can strengthen the 
ridge information in a short period of time while filtering noise, and is suitable for 
high-quality real-time fingerprint identification. 

Table 1. Mean consumption of each method 

Image enhancement method 
 Mean Elapsed time 
(ms) 

Spatial filtering method [1] 963 

The wavelet enhancement method 1269 

Gabor filter [4] 3634 
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(a) The spacious field enhance  
results [1]  

(b) Wavelet enhance results
using the proposed method 

  

(c) Gabor Enhance Results[4] (d) Enhanced Binary Iimage  
Results [1] 

  

(e) Enhanced Binary Image Results
using the proposed method  

(f) Enhanced Binary Image  
Results[4] 

Fig. 4. Enhancement results and binary effect with different methods 

5 Conclusions 

In this paper, a wavelet-based and unsharp mask fingerprint enhancement approach is 
proposed by analyzing the characteristics of the different wavelet decomposition 
bands, in which different processing methods are taken for the different wavelet band 
coefficients and unsharp mask method is used to strength the detail information. 
Experimental results show that the method can quickly and effectively to enhance the 
fingerprint image texture information, and has strong anti-noise capability for a large 
number of low-quality fingerprint images in real time processing.  
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