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Preface

The present book includes extended and revised versions of a set of selected papers
from the Eighth International Conference on Informatics in Control Automation and
Robotics (ICINCO 2011), held in Noordwijkerhout, The Netherlands, from 28 to 31
July 2011. The conference was organized in four simultaneous tracks: Intelligent Con-
trol Systems and Optimization, Robotics and Automation, Systems Modelling, Signal
Processing and Control and Industrial Engineering, Production and Management. The
book is based on the same structure.

ICINCO 2011 received 322 paper submissions, from 52 countries in all continents.
From these, after a blind review process, only 33 were accepted as full papers, of which
15 were selected for inclusion in this book, based on the classifications provided by
the Program Committee. The selected papers reflect the interdisciplinary nature of the
conference. The diversity of topics is an important feature of this conference, enabling
an overall perception of several important scientific and technological trends. These
high quality standards will be maintained and reinforced at ICINCO 2012, to be held in
Rome, Italy, and in future editions of this conference.

Furthermore, ICINCO 2011 included 5 plenary keynote lectures given by Fumiya
Iida (Institute of Robotics and Intelligent Systems, ETH Zurich, Switzerland), Jean-
Marc Faure and Jean-Jacques Lesage (Ecole Normale Supérieure de Cachan, France),
Okyay Kaynak (UNESCO Chair on Mechatronics, Bogazici University, Turkey), Bruno
Siciliano (University of Naples Federico II, Italy) and Kurosh Madani (University of
Paris-EST Créteil (UPEC), France). We would like to express our appreciation to all
of them and in particular to those who took the time to contribute with a paper to this
book.

On behalf of the conference organizing committee, we would like to thank all par-
ticipants. First of all to the authors, whose quality work is the essence of the conference
and to the members of the Program Committee, who helped us with their expertise and
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diligence in reviewing the papers. As we all know, producing a conference requires the
effort of many individuals. We wish to thank also all the members of our organizing
committee, whose work and commitment were invaluable.

March 2012 Jean-Louis Ferrier
Alain Bernard
Oleg Gusikhin

Kurosh Madani
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Perception and Cognition: Two Foremost Ingredients 
toward Autonomous Intelligent Robots 

Kurosh Madani 

Images, Signals and Intelligence Systems Laboratory (LISSI / EA 3956) 
University PARIS-EST Creteil (UPEC), Senart-FB Institute of Technology 

Bât. A, Av. Pierre Point, F-77127 Lieusaint, France 
madani@univ-paris12.fr 

Abstract. Inspired by early-ages human’s skills developments, the present 
paper accosts the robots’ intelligence from a different slant directing the 
attention to both “cognitive” and “perceptual” abilities. the machine’s (robot’s) 
shrewdness is constructed on the basis of a Multi-level cognitive concept 
attempting to handle complex artificial behaviors. The intended complex 
behavior is the autonomous discovering of objects by robot exploring an 
unknown environment. 

1   Introduction and Problem Stating 

The term “cognition”, refers to the ability for the processing of information applying 
knowledge. If the word “cognition” has been and continues to be used within quite a 
large number of different contexts, in the field of computer science, it often intends 
artificial intellectual activities and processes relating “machine learning” and 
accomplishment of knowledge-based “intelligent” artificial functions. However, 
cognitive process of “knowledge construction” (and in more general way 
“intelligence”) requires ability to perceive information from surrounding 
environment. Thus, “cognition” and “perception” remain inseparable ingredients 
toward machines’ intelligence and thus toward machines’ (robots’, etc…) autonomy. 

Concerning most of works relating modern robotics, and especially humanoid 
robots, have concerned either the design of controllers controlling different devices of 
such machines ([1] and [2]) or the navigation aspects of such robots ([4] to [6]). In the 
same way, major part of works dealing with human-like or in more general terms 
intelligent behavior is connected with abstract tasks, as those relating reasoning 
inference, interactive deduction mechanisms, etc….([7] to [11]) Inspired by early-
ages human’s skills developments ([12] to [16]) and especially human’s early ages 
walking ([17] to [20]), the present work accosts the robots’ intelligence from a 
different slant directing the attention on both “cognitive” and “perceptual” traits.  

Combining cognitive and perceptual abilities, the machine’s (robot’s) shrewdness 
is constructed on the basis of two kinds of functions: “Unconscious Cognitive 
Functions” (UCF) and “Conscious Cognitive Functions” (CCF). We identify UCF as 
activities belonging to the “instinctive” cognition level handling reflexive abilities. 
Beside this, we distinguish CCF as functions belonging to the “intentional” cognition 
level handling thought-out abilities. The two above-mentioned kinds of functions 
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have been used as basis of a Multi-level cognitive concept attempting to handle 
complex artificial behaviors. The intended complex behavior is the autonomous 
discovering of objects by robot exploring an unknown environment. The present 
article will not itemize the motion related aspect which has been widely presented, 
analyzed, discussed and validated (on different examples) in [21]. Regarding 
perceptual skill, it is developed on the basis of artificial vision and “salient” object 
detection. The paper will center this foremost skill. 

The paper is organized in six sections. The next section briefly introduces the 
Multi-level cognitive concept. Section 3 describes the general structure of a cognitive 
function. In section 4, the suggested Motion-Perception control strategy is presented. 
Validation's results, obtained from implementation on a real humanoid-like robot, are 
reported in this section. Finally, the last section concludes the paper. 

2   Brief Overview of Multi-level Cognitive Concept 

The concept considers a process (mainly a complex process) as a multi-model 
structure where involved component (models), constructed as a result of Machine 
Learning (ML), handle two categories of operational levels: reflexive and intentional 
[21]. So, ML and related techniques play a central role in this concept and the issued 
architectures. According to what has been mentioned in introductory section, two 
kinds of functions, so-called UCF and CCF, will build-up functional elements ruling 
the task or complex behavior. Figure 1 illustrates the bloc diagram of the proposed 
cognitive conception. As it is noticeable from this figure, within the proposed 
concept, the overall architecture is obtained by building up cognitive layers (levels) 
corresponding to different skills fashioning the complex task. As well UCF as CCF 
enclose a number of “Elementary Functions” (EF). Within such a scheme, a cognitive 
layer may fulfil a skill either independently from other layers (typically, the case of 
unconscious cognitive levels) or using one or several talents developed by other 
layers (characteristically, the case of conscious cognitive levels) [21]. 

 

Conscious 
Cognitive Functions

Unconscious 
Cognitive Functions

Unonscious Cognitive 
Level 

Conscious 
Cognitive Level 

Inter-Level 
Channel 

Machine-UCF 
Channel 

Machine-CCF 
Channels 

Complex
 

Behavior 

 

or 
 

Task 

 

Fig. 1. Robot's coordinates described by a triplet as P(x , y, θ) 



 Perception and Cognition 5 

The first key-advantage of conceptualizing the problem within such incline is to 
detach the build-up of artificial complex behaviour’s modelling from the type of robot 
(machine): as the early-age human’s abilities development which in its global 
achievement doesn’t depend on kind of “baby” (early ages human walking 
development is a typical example). The second chief-benefit of the concept is that the 
issued artificial structures are “Machine Learning” (Artificial Neural Networks, Fuzzy 
logic, reinforcement learning, etc…) based, taking advantage from “learning” 
capacity and “generalization” propensity of such models: allowing a precious 
potential to deal with high dimensionality, nonlinearity and empirical (non-analytical) 
proprioceptive or exteroceptive information. 

3   Cognitive Function 

As it has been mentioned-above, a cognitive function (CUF or CCF) is constructed by 
a number of EF. EF is defined as a function (learning-based or conventional) realizing 
an operational aptitude composing (necessary for) the skill accomplished by 
concerned cognitive function. An EF is composed of “Elementary Components” 
(EC). An EC is the lowest level component (module, transfer function, etc…) 
realizing some elementary aptitude contributing in EF’s operational aptitude. Two 
kinds of EC could be defined (identified): the first corresponding to elementary action 
that we call “Action Elementary Component” (AEC) and the second corresponding to 
elementary decision that we call “Decision Elementary Component” (DEC). An EF 
may include one or both two kinds of the above-defined EC. Finally, an EF may 
include one or several EC. If Fig. 2 gives the general structure of a cognitive function, 
it is pertinent to notice that there is any limitation to include an EC (individually) in 
composition (e.g. in structure) of a cognitive function. In other words, when it may be 
necessary, an EC could play the role of an EF. 

 
Cognitive Function 

Action Elementary 
Component 

(AEC) 

Action Elementary

Action Elementary

 

DEC 

Input: Ψk 

Output: Ok 

Elementary Function k 

Elementary Function k+1 

Output: Ok+1 

 

Fig. 2. General Bloc-diagram of a cognitive function 
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Supposing that a given cognitive function (either conscious or unconscious) 
includes K (K ∈N where N represents the “Natural numbers’ ensemble) elementary 
functions, considering the k-th EF (with k ∈N and k ≤ K) composing this cognitive 
function, we define the following notations:  

Ψk  the input of k-th EF: [ ]TMjk ψψψ ,,,,1 =Ψ  where jψ  represents the input 

component of the j-th EC of this EF, j ≤ M and M the total number of 
elementary components composing this EF 

Ok  the output of k-th EF. 
oj  the output of the j-th EC of the k-th EF, with j ≤ M and M the total number 

of elementary components composing the k-th EF. 
Fk (.)  the skill performed by the k-th EF. 

( )⋅A
jf  the function (transformation, etc…) performed by j-th AEC. 

( )⋅Df  the decision (matching, rule, etc…) performed by DEC. 

Within the above-defined notation, the output of k-th EF is formalized as shown in (1) 
with oj given by (2). In a general case, the output of an EC may also depend to some 
internal (specific) parameters particular to that EC [21]. 

( ) ( )Mjk
D

kkk ooofFO ,,,,, 1 Ψ=Ψ=  (1) 

( )j
A

jj fo ψ=  (2) 

4   Motion-Perception Architecture for Cognitive Robots’ Control 

Based on the aforementioned cognitive concept, the control scheme of a robot could 
be considered within the frame of “Motion-Perception” (MP) based architecture. 
Consequently, as well robot’s motions as its perception of the environment are 
obtained combining UCF and CCF. Robot’s sway is achieved combining unconscious 
and conscious cognitive motion functions (UCMF and CCMF respectively). In the 
same way, essentially based on vision, robot’s perceptual ability is constructed 
combining unconscious and conscious cognitive visual functions (UCVF and CCVF 
respectively). Fig. 3 shows such an MP based robot’s cognitive control scheme.  

It is pertinent to notice that the proposed control scheme takes advantage from 
some universality, conceptualizing the build-up of both robot’s motion and perception 
abilities independently from the type of robot. It is also relevant to emphasize that the 
proposed cognitive scheme links the behavior’s control construction to perception 
constructing the robot’s action from and with perceptual data and interaction with the 
context. This way of doing lays the robot’s way of doing (knowledge construction) to 
the Human’s way of learning and knowledge’s construction: humans or animals learn 
and construct the knowledge by interacting with the environment. In other words, 
“smart” systems operate using “awareness” about its environment. 
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Conscious Cognitive 
Visual Functions 

(Conscious Vision level) 

Robot-UCF 
Channel 

Unconscious Cognitive 
Motion Functions 

(Unconscious Motions Level) 

Unconscious Cognitive 
Visual Functions 

(Unconscious Vision Level) 

Conscious Cognitive Motion 
Functions 

(Conscious Motions Level) 

Motion 

Inter-levels 
Channel 

Perception 

Robot-CCF 
Channels 

 

Fig. 3. Bloc-diagram of Motion-perception based robot’s cognitive control scheme 

4.1   Visual Perception 

As it has been argued in introductory section, the perceptual function (and thus its 
design) is a major ingredient in proffering robot’s autonomy. If the question of how 
humans learn, represent, and recognize objects under a wide variety of viewing 
conditions is still a great challenge to both neurophysiology and cognitive researchers 
[22], a number of works relating the human’s early-ages cognitive walking ability’s 
construction process highlight a number of key mechanisms. As shows clinical 
experiments (as those shown by [23]), one them is the strong linkage between visual 
and motor mechanisms. This corroborates the pertinence of the suggested cognitive 
MP based scheme. Beside this, [24] and [25] show that apart of shaping the way we 
(human) see the world by bringing our attention to visually important objects first, the 
visual attention mechanism plays also one of the key roles in human infants learning 
of the encountered objects. Thus, it appears appropriate to draw inspiration from 
studies on human infants and robots learning by demonstration. The present sub-
section focuses on the robot’s perception skill: a learning process based visual 
perception.  

Making an intelligent system to perceive the environment in which it evolves and 
constructing the knowledge, by learning unknown objects present in that 
environment, makes appear a clear need relating the ability to select from the 
overwhelming flow of sensory information only the pertinent ones. This foremost 
ability is known as “visual saliency” sometimes called in literature as visual attention, 
unpredictability or surprise. It is described as a perceptual quality that makes a part of 
image stand out relative to the rest of the image and to capture attention of observer 
([26]). It may be generalized, that it is the saliency (in terms of motion, colors, etc.) 
that lets the pertinent information “stand-out” from the context [27]. We argue that in 
this context visual saliency may be helpful to enable unsupervised extraction and 
subsequent learning of a previously unknown object by a machine: in other words, 
proffering to the machine (robot) the awareness about its environment. 
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Referring to perception bloc of Fig.3, the visual perception architecture is 
composed of one unconscious visual including UCVF and one conscious visual level 
containing CCVF. Unconscious visual level handles reflexive visual tasks, namely the 
pre-processing of acquired images, the salient objects detection and the detected 
salient objects’ storage. If the pre-processing could appear as an independent UCVF, 
it also may be an EF of one of UCVF composing the unconscious visual level. In this 
second way of organizing the unconscious visual level, the UCVF including the pre-
processing task will deliver the pre-processing results (as those relating image’s 
segmentation, different extracted features, etc…) as well to other UCVF composing 
the unconscious level as to those CCVF of conscious level which need the 
aforementioned results, using the inter-levels channel. Conscious visual level 
conducts intentional visual tasks, namely the objects’ learning (including learning 
detected salient objects), the knowledge construction by carrying out an intentional 
storage (in unconscious visual level) of new detected salient objects, the detected 
salient objects recognition in robot’s surrounding environment (those already known 
and the visual target (recognized salient object) tracking allowing the robot’s self-
orientation and motion toward a desired recognized salient object. Consequently, the 
conscious level communicates (e.g. delivers the outputs of concerned CCVF) as well 
to unconscious level (e.g. to the concerned UCVF) as to unconscious motion and 
conscious motion levels (e.g. the bloc in MP based robot’s cognitive control scheme 
in charge of robot’s motions).  

Next sub-sections are devoted to description of two principle cognitive visual 
functions. The first one will detail the main UCVF, called “salient vision” which 
allows robot to self-discover (automatically detect) pertinent objects within the 
surrounding environment. While, the second sub-section will spell out one of the core 
CCVF, called “visual intention” which proffers the robot artificial visual intention 
ability and allow it to construct the knowledge about the surrounding environment.   

 

Saliency Features 
Construction 

(SFC EF) 

Pre-processing 
Stage  

(PPS EF) 

Salient Vision UCVF 

Input 

(image) 

Visual Attention 
Parameters 

Estimator (VPS EF)

Salient 
Objects’ 

Extractor 
EF 

Output (to inter-levels channel) 

 

Output 
  (image) 

 

Fig. 4. Bloc-diagram of Salient Vision UCVF, handling the automated detection of salient 
objects 
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4.2   Salient Vision UCVF and Salient Objects Detection 

The bloc-diagram detailing the structure of “Salient Vision” UCVF is given by Fig. 4. 
As it is visible from this figure, the “Salient Vision” UCVF includes also the pre-
processing stage (defined as one of its constituting EF), meaning that this UCVC 
handles the image’s segmentation and common image’s features’ extraction tasks, 
delivering the issued results as well to other UCVF as to conscious visual level. 
Beside this EF, it includes three other EF: the “Visual Attention Parameters’ 
Estimator” (VAPE) EF, the “Salient Features’ Construction” (SFC) EF and the 
“Salient Objects’ Detection” (SOD) EF. This last EF plays the role of a Decision-like 
elementary component, implemented as an independent EF.  

4.2.1   Visual Attention Parameters’ Estimation Elementary Function 
The VAPE elementary function determines what could be assimilated to some kind of 
“visual attention degree”. Computed on the basis of pre-processing bloc’s issued 
results and controlling local salient features, visual attention parameter p  constructs a 
top-down control of the attention and of the sensitivity of the feature in scale space. 
High value of p  (resulting in a large sliding window size) with respect to the image’s 
size will make the local saliency feature more sensitive to large objects. In the same 
way, low values of p allow focusing the visual attention to smaller objects and details. 
The value of visual attention parameter p  can be hard-set to a fixed value based on a 
heuristic according to [28]. However, as different images usually present salient 
objects in different scales, this way of doing will limit the performance of the system. 
Thus a new automated cognitive estimation of the parameter p  has been designed. 
The estimation is based on the one hand, on calculation (inspired from the work 
presented in [29]) of the histogram of segment sizes from the input image and on the 
other hand, on using of an Artificial Neural Network (ANN). The ANN receives (as 
input) the feature vector issued from the above-mentioned histogram and provides the 
sliding window value. The weights of the neural network are adapted in training stage 
using a genetic algorithm. 

To obtain the feature vector, the input image is segmented into n  segments 

( )
n

SSS ,,,
21
 . For each one of the found segments 

i
S  (where { }

ni
SSSS ,,,

21
∈ ), 

its size 
i

S  (measured in number of pixels) is divided by the overall image size I . 

An absolute-histogram 
SA

H of segments’ sizes is constructed according to (3), 

avoiding leading to a too sparse histogram. This ensures that the first histogram bin 
contains the number of segments with area larger that 1/10 of the image size, the 
second contains segments from 1/10 to 1/100 of the image size etc. For practical 
reasons we use a 4-bin histogram. Then this absolute-histogram leads to a relative-
histogram 

SR
H computed according to the relation (4). 

( ) 
=
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( ) ( )
( )

=
j

SA

SA

SR jH

iH
iH

 
(4) 

 

The core of the proposed visual attention parameter estimator is a fully connected 
three-layer feed-forward MLP-like ANN, with a sigmoidal activation function, 
including: 4 input nodes, 3 hidden neurons and 1 output neuron. The four input nodes 
are connected each to its respective bin from the 

SR
H  histogram. The value of the 

output node, belonging to the continuous interval [ ]1,0 , could be interpreted as the 

ratio of the estimated sliding window’s size p  and the long side’s size of the image. 
The ANN is trained making use of a genetic algorithm described in [30]. Each 
organism in the population consists of a genome representing an array of floating 
point numbers whose length corresponds with the number of weights in MLP. To 
calculate the fitness of each organism, the MLP weights are set according to its 
current genome. Once visual attention parameter p  is available (according to the 
MLP output) saliency is computed over the image and salient objects are extracted. 
The result is compared with ground truth and the precision, the recall and the F-ratio 
(representing the overall quality of the extraction) are calculated (according to [31] 
and using the measures proposed in the same work to evaluate quantitatively the 
salient object extraction). The F-ratio is then used as the measure of fitness. In each 
generation, the elitism rule is used to explicitly preserve the best solution found so far. 
Organisms are mutated with 5% of probability. As learning data-set, we use 10% of 
the MSRA-B data-set (described in [31]). The resting 90% of the above-indicated 
data-set has been used for validation. 

4.2.2   Salient Features’ Construction Elementary Function 
The Salient Features’ Construction EF performs two kind of features (both used for 
salient objects’ detection). The first kind is global saliency features and the second 
local saliency features. 

Global saliency features capture global properties of image in terms of distribution 
of colors. The global saliency is obtained combining “intensity saliency” and the 
“chromatic saliency”. Intensity saliency ( )xM

l
, given by relation (5), is defined as 

Euclidean distance of intensity I  to the mean of the entire image. Index l  stands for 
intensity channel of the image, 

l
I μ

 is the average intensity of the channel. In the same 

way, chromatic saliency, given by relation (6), is defined as Euclidean distance of 
azimuth and zenith components’ intensities (e.g. azimuth φ and zenith θ  respectively) 

to their means (
φμI and 

θμI respectively) in the entire image. Term (x) denotes 

coordinates of a given pixel on the image. 
 

( ) ( )xIIxM
ll l

−=
μ

 (5) 

( ) ( )( ) ( )( )22
xIIxIIxM θθμφφμθφ −+−=  (6) 
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The global saliency map ( )xM , given by relation (7) is a hybrid result of 

combination of maps resulted from (1) and (2) according to logistic sigmoid blending 
function. Blending of the two saliency maps together is driven by a function of color 
saturation C of each pixel. It is calculated from RGB color model for each pixel as 
pseudo-norm, given by [ ] [ ]BGRMinBGRMaxC ,,,, −= . When C  is low, 

importance is given to intensity saliency. When C  is high, chromatic saliency is 
emphasized.  

 

( ) ( ) ( )xM
e

xM
e

xM
lCC 








+
−+

−
=

−− 1
1

1
1

1
θφ

 (7) 

 

The global saliency (and related features) captures the visual saliency with respect to 
the colors. However, in real cases, the object’s visual saliency may also consist in its 
particular shape or texture, distinct to its surroundings, either beside or rather than 
simply in its color. To capture this aspect of visual saliency, a local feature over the 
image is determined. Inspired from a similar kind of feature introduced in [31], the 
local saliency it is a centre-surround difference of histograms, which was loosely. The 
idea relating the local saliency is to go through the entire image and to compare the 
content of a sliding window with its surroundings to determine, how similar the two 
are. If similarity is low, it may be a sign of a salient region within the sliding window. 

To formalize this idea leading local saliency features, let us have a sliding window 
P  of size p , centred over pixel (x). Define a (centre) histogram 

C
H  of pixel 

intensities inside it. Then let us define a (surround) histogram 
S

H  as histogram of 

intensities in a window Q  surrounding P  in a manner that the area of ( ) 2pPQ =− . 

The centre-surround feature ( )xd  is then given as (8) over all histogram bins ( )i . 
 

( ) ( ) ( )
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i

SC

p

iHiH
xd

2

 
(8) 

 

Resulting from computation of the ( )xd throughout all the l , φ  and θ  channels, the 

centre-surround saliency ( )xD  on a given position (x) is defined according to (9). 

Similarly to (7), a logistic sigmoid blending function has been used to combine 
chromaticity and intensity in order to improve the performance of this feature on 
images with mixed achromatic and chromatic content. However, here the color 
saturation C  refers to average saturation of the content of the sliding window P . 

( ) ( ) ( ) ( )( )xdxdMax
e

xd
e

xD
ClC θφ ,

1
1

1
1

1








+
−+

−
=

−−

 
(9) 

Fig.5 shows examples of global and local saliency features extracted from two 
images. In the first image the global salient feature (upper image of column b) is 
enough to track salient objects, while for the second, where the salient object 
(leopard) is partially available, chromatic saliency is not enough to extract the object.  
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a b c d  

Fig. 5. Examples of global and local saliency features: original image (a), global saliency map 
(b), local saliency map (c) and final saliency map 

4.2.3   Salient Objects’ Detection Elementary Function 
Salient object’s detection EF acts as the last step of saliency map calculation and 
salient objects’ detection. The extracted global and local salient features (e.g. ( )xM  

and ( )xD , respectively) are combined together by application of (10), resulting in 

final saliency map ( )xM
final , which is then smoothed by Gaussian filter. The upper 

part of the condition in (10) describes a particular case, where a part of image consists 
of a color, that is not considered salient (i.e. pixels with low ( )xM  measure) but 
which is distinct to the surroundings by virtue of its shape. The final saliency map 
samples are shown on the column d of Fig. 5 

 

( ) ( ) ( ) ( )
( ) ( )


 <

=
otherwisexDxM

xDxMifxD
xM

final

 
(10) 

 

Accordingly to segmentation and detection algorithms described in [29] and [32], the 
segmentation splits an image into a set of chromatically coherent regions. Objects 
present on the scene are composed of one or multiple such segments. For visually 
salient objects, the segments forming them should cover areas of saliency map with 
high overall saliency, while visually unimportant objects and background should have 
this measure comparatively low. Conformably to [32], input image is thus segmented 
into connected subsets of pixels or segments ( )

n
SSS ,,,

21
 . For each one of the 

found segments 
i

S  (where { }
ni

SSSS ,,,
21
∈ ), its average saliency 

i
S and variance 

(of saliency values) ( )
i

SVar  are computed over the final saliency map ( )xM
final

. All 

the pixel values ( )
i

Syxp ∈, p (z, y) of the segment are then set following (11), where 

iS
τ and 

Var
τ are thresholds for average saliency and its variance respectively. The result 

is a binary map containing a set of connected components { }
n

CCCC ,,,
21
=  

formed by adjacent segments 
i

S evaluated by (11) as binary value “1”. To remove of 

noise, a membership condition is imposed that any CC
i
∈  has its area larger than a 
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given threshold. Finally, the binary map is projected on the original image leading to 
a result which is parts (areas) of the original image containing its salient objects. [32] 
and [33] give different values for aforementioned parameters and thresholds.  

 

( ) ( )


 >>

=
otherwise

SVarandSif
yxp VariSi

i

0

1
,

ττ  
(11) 

 

  
a b c 

Fig. 6. Examples of salient object detection: input image (a), detected salient objects (b) and 
ground truth salient objects (c) 

   
a b c 

Fig. 7. Effect of the visual attention parameter p : input image (a), detected salient objects with 
high values of p  (b) and small values of p  (c) 

Fig. 6 and Fig.7 show examples of salient object detection as well as effect of the 
visual attention parameter p  on extracted salient regions, respectively. 

4.3   Visual Intention CCVF 

As it has previously been stated, composed of Conscious Cognitive Visual Functions 
(CCVF), the conscious visual level conducts intentional visual tasks. One of the core 
functions of this level is “visual intention” CCVF, proffering the robot some kind of 
“artificial visual intention ability” and allows the machine to construct its first 
knowledge about the surrounding environment. Fig. 8 gives the bloc-diagram of 
visional intention CCVF. As it could be seen from this figure, this CCVF is composed 
of four elementary functions: “Short-term Salient objects’ Visual Memory” (SSVM) 
EF, “Unsupervised Learning Module” (ULM) EF, “Salient Objects’ Classifier” (SOC) 
EF and “Object Detector” (OD) EF.  

The main task of Short-term Salient objects’ Visual Memory (SSVM) EF is to 
provide already known objects and storage currently recognized or detected salient 
objects. It could also be seen as the first knowledge construction of surrounding 
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environment, because it contains the clusters of salient objects resulting from 
unsupervised learning. Its content (e.g. stored salient objects or groups of salient 
objects) could supply the main knowledge base (a long-term memory). That is why its 
output is also connected to inter-levels channel. 

 
Visual Intention CCVF

Input 

(image) 

Salient Object’s 
Classifier 
(SOC EF) 

 
Objects’ 
Detector 
(OD EF) Output 

  (image) 

Short-term Salient 
objects’ Visual 

Memory (SSVM EF)

Output

(to inter-levels channel)  

Unsupervised 
Learning Module 

(ULM EF) 

 

Fig. 8. Bloc-diagram of visional intention CCVF 

The role of Unsupervised Learning (performed by ULM EF) is to cluster the 
detected (new) salient objects. The learning process is carried out on-line. When an 
agent (e.g. robot) takes images while it encounters a new object, if the objects are 
recognized to be salient (e.g. extracted) they are grouped incrementally while new 
images are acquired. The action-flow of the learning process is given here-bellow. In 
the first time, the algorithm classifies each found fragment, and in a second time, the 
learning process is updated (on-line learning) 

 
acquire image 
extract fragments by salient object detector 
for each fragment F 

if(F is classified into one group) 
populate the group by F 

if(F is classified into multiple groups) 
populate by F the closest group by Euclidian distance of 

features 
 if(F is not classified to any group) 
  create a new group and place F inside 
select the most populated group G 
use fragments from G as learning samples for object detection 
algorithm 
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The Salient Object’s Classifier in a combination of four weak classifiers 

{ }
4321

,,, wwww , each classifying a fragment as belonging or not belonging to a 

certain class. F denotes the currently processed fragment, G denotes an instance of the 
group in question. The first classifier 

1
w , defined by (12), separates fragments with 

too different areas. In experiments 10=
area

t . The 2
w  , defined by (13) separates 

fragments, whose aspect are too different to belong to the same object. In 

experiments, aspect
t  has been set to 0.3. The classifier 3w  , defined by (14), separates 

fragments with clearly different chromaticity. It works over 2D normalized 

histograms of φ  and θ  component denoted by θφG  and θφF  respectively with L 

bins, calculating their intersection. We use L = 32 to avoid too sparse histogram and 

θφt  equal to 0.35. Finally, 4
w  (defined by (15)) separates fragments, whose texture is 

too different. We use the measure of texture uniformity calculated over the l channel 
of fragment. ( )

i
zp  where { }1,,2,1,0 −∈ Li   is a normalized histogram of l 

channel of the fragment and L is the number of histogram bins. In experiments, 32 

histogram bins has been used to avoid too sparse histogram and value uniformity
t of 0.02. 

A fragment belongs to a class if ∏
=

n

i
i

w
1

 
 

( )
( )




=
<

=
areaarea

areaarea
w

areaW

FG

FG
c

otherwise

tcif
w

,min

,max
;

0

1
1

1
1 (12) 

















−










=

<
=

hight

width

hight

width
w

aspectW

F

F

G

G
c

otherwise

tcif
w loglog;

0

1
2

2
2

 
(13) 

( ) ( )( )
2

1

1

1

1

3

3

3

,,min
;

0

1

L

kjFkjG
cwith

otherwise

tcif
w

L

j

L

k

w

W


−

=

−

=
−

=


 <

=
φθφθ

φθ
 

(14) 

( ) ( )






−=
<

= 
−

=

−

=

1

0

2
1

0

2
4

4
4 ;

0

1 L

k
kF

L

j
jGw

uniformityW zpzpc
otherwise

tcif
w

 
(15) 

4.4   Implementation on Real Robot and Experimental Validation 

The above-described concept has been implemented on NAO robot, which includes 
vision devices and a number of onboard pre-implemented motion skills. For 
experimental verification, the robot has been introduced in a real environment with 
different common objects (with different surface, shapes and properties). Several 
objects were exposed in robots field of view, presented in visual context different to 
the learning time. The number of images acquired for each object varied between 100 
and 600 for learning image sequences and between 50 and 300 for testing sequences, 
with multiple objects occurring on the same scene. During learning, objects were 
correctly extracted from 82% of the images acquired by the robot. The subsequent 
grouping of fragments has achieved on the same dataset success rate of 96%, i.e. only 
4% of image fragments (usually bearing close visual resemblance to other similar 
objects on the scene) were placed into a wrong groups. 
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Fig. 9. NAO robot’s camera issued images (upper images) and salient objects found and 
segmented by NAO (lower images) 

   

     

Fig. 10. Tracking a previously learned moving object (upper images: video http://www. 
youtube.com/watch?v=xxz3wm3L1pE). The upper right corner of each image shows robot 
camera’s picture. The test’s results relative to a set objects’ detection by robot (lower images). 

To demonstrate real-time abilities the system, the NAO robot was required to learn 
objects and then to find them in its environment, to track and to follow them. Some 
results of those experiments are shown on Fig. 9 and Fig. 10. 

5   Conclusions 

By supplanting the modeling of robots’ complex behavior from the “control theory” 
backdrop to the “cognitive machine learning” backcloth, the proposed machine-
learning based multi-level cognitive Motion-Perception concept attempts to offer a 
unified model of robot’s autonomous evolution, slotting in two kinds of cognitive 
levels: “unconscious” and “conscious” cognitive levels, answerable of its reflexive 
and intentional visual and motor skills, respectively. 

The first key-advantage of conceptualizing the problem within such incline is to 
detach the build-up of robot’s perception and motion from the type of machine 
(robot). The second chief-benefit of the concept is that the issued structure is 
“Machine Learning” based foundation taking advantage from “learning” capacity and 
“generalization” propensity of such models. The validation has been performed 
considering a real biped robot. The issued results show effectiveness of the proposed 
cognitive multi-level architecture. 
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Abstract. In this paper, we consider the robust output feedback problem for con-
strained linear systems. A novel interpolation based control scheme is introduced,
which guarantees feasibility and robust asymptotically stable closed loop behav-
ior despite the presence of constraints on the input and output variables and the
presence of the additive and bounded disturbances. A solution to the problem of
the state representation is provided through the use of stored input values and the
measured past outputs.

1 Introduction

This paper considers the problem of output feedback control design for a class of lin-
ear discrete time systems in presence of output and control constraints and subject to
bounded disturbance. The boundedness assumptions on the different manipulated sig-
nals will be modeled by means of polyhedral constraints which assure a global linear
system description (linear difference equation and linear equalities/inequalities).

There are several papers in the literature dealing with the output feedback synthesis
problem. Due to the presence of input and state constraints, the robust model predictive
control (MPC) design seems to best fit our objectives. Indeed, based on a Luenberger
observer, an approach that incorporates the error on the state estimation as an additive
bounded disturbance has been proposed in [1]. The estimation error is then taken in
to account in the classical design of the constrained controller. A different approach is
taken in [2], where the authors include the observer dynamics in the computation of the
domain of attraction of the closed loop system.

The main drawback of the observer-based approaches is that, when the constraints
become active, the nonlinearity dominates the properties of the state feedback control
system and one cannot expect the separation principle to hold. Moreover there is no
guarantee that the constraints will be satisfied along the closed-loop trajectories.

The work of [3] proposed an approach to MPC based on a non-minimal state space
model, in which the states are represented by measured past inputs and outputs. This
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approach eliminates the need of an observer. However the resulting state space model
is unobservable and the state dimension may be large.

The main aim of the present paper is twofold. In the first part, we revisit the problem
of state construction through measurement and storage of appropriate previous mea-
surements. We recall that, there exists a minimal state space model with the structural
constraints of having a state variable vector available though measurement and stor-
age of appropriate previous measurements. Even if this model might be non-minimal
from the classical state space representation point of view, it is directly measurable
and will provide an appropriate model for the control design with constraints handling
guarantees.

In the second part, starting from this state space model, we consider the robust con-
trol problem of constrained discrete-time linear invariant systems with disturbance and
bounded input. For this purpose, two types of controller will be used in this paper. The
first one is the global vertex controller [4]. The second one is the local unconstrained
robust optimal control. Based on an interpolation technique and by minimizing an ap-
propriate objective function, feasibility and a robustly asymptotically stable closed loop
behavior are achieved.

The following notations will be used throughout the paper. We call a C-set a convex
and compact set and containing the origin as an interior point. A polyhedron, or a poly-
hedral set, is the intersection of a finite number of half spaces. A polytope is a closed
and bounded polyhedral set. Given two sets X1 ⊂ Rn and X2 ⊂ Rn, the Minkowski
sum of the sets X1 and X2 is defined by X1 ⊕X2 � {x1 + x2| x1 ∈ X1, x2 ∈ X2}.
The set X1 is a proper subset of the set X2 if and only if X1 lies strictly inside X2. For
the set X , let Fr(X) be the boundary of X , Int(X) be the interior of X .

The paper is organized as follows. Section 2 is concerned with the problem state-
ment. Section 3 is dedicated to the state space realization. Section 4 deals with the
problem of computing an invariant set, while Section 5 is concerned with an interpo-
lation technique. The simulation results are evaluated in Section 6 before drawing the
conclusions.

2 Problem Statement

Consider the regulation problem for the following discrete linear time-invariant system,
described by the input-output relationship

y(t+ 1) +D1y(t) +D2y(t− 1) + . . .+Dny(t− n+ 1)
= N1u(t) +N2u(t− 1) + . . .+Nmu(t−m+ 1) + w(t)

(1)

where: y(t) ∈ Rq, u(t) ∈ Rp, w(t) ∈ Rq and Di, i = 1, . . . , n and Ni, i = 1, . . . ,m
are matrices of suitable dimension.

It is assumed that m ≤ n. The output and control are subject to the following hard
constraints

y(t) ∈ Y, u(t) ∈ U (2)

where Y = {y : Fyy ≤ gy} and U = {u : Fuu ≤ gu} are polyhedral sets and contain
the origin in their interior.
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The signal w(t) represents the disturbance input. In this paper, we assume that the
disturbance w(t) is unknown, additive and lie in the polytope W , i.e. w(t) ∈ W , where
W = {w : Fww ≤ gw} is a C-set.

3 State Space Model

In this section, the measured plant input, output and their past measured values are used
to represent the states of the plant.

To simplify the description, it is assumed that m = n. Note that this assumption is
always true, by supposing Nm+1 = Nm+2 = . . . = Nn = 0.

The state space model of the system is constructed along the lines of [5], but the
details of the construction are included here for the presentation to be self contained.

x(t) =
(
x1(t)

T x2(t)
T . . . xn(t)

T
)T

(3)

where (∗)T denotes the transpose of matrix (∗) and⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

x1(t) = y(t)
x2(t) = −Dnx1(t− 1) +Nnu(t− 1)
x3(t) = −Dn−1x1(t− 1) + x2(t− 1) +Nn−1u(t− 1)
x4(t) = −Dn−2x1(t− 1) + x3(t− 1) +Nn−2u(t− 1)
...
xn(t) = −D2x1(t− 1) + xn−1(t− 1) +N2u(t− 1)

(4)

It is clear that

x2(t) = −Dny(t− 1) +Nnu(t− 1)
x3(t) = −Dn−1y(t− 1)−Dny(t− 2) +Nn−1u(t− 1) +Nnu(t− 2)
...
xn(t) = −D2y(t− 1)−D3y(t− 2)− . . .−Dny(t− n+ 1)+

+N2u(t− 1) +N3u(t− 2) + . . .+Nnu(t− n+ 1)

One has

y(t+ 1) = −D1y(t)−D2y(t− 1)− . . .−Dny(t− n+ 1)
+N1u(t) +N2u(t− 1) + . . .+Nnu(t− n+ 1) + w(t)

or
x1(t+ 1) = −D1x1(t) + xn(t) +N1u(t) + w(t)

The state space model is then defined as follows{
x(t+ 1) = Ax(t) +Bu(t) + Ew(t)

y(t) = Cx(t)
(5)
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where

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

−D1 0q 0q . . . 0q Iq
−Dn 0q 0q . . . 0q 0q
−Dn−1 Iq 0q . . . 0q 0q
−Dn−2 0q Iq . . . 0q 0q
. . . . . . . . . . . . . . . . . .
−D2 0q 0q . . . Iq 0q

⎞
⎟⎟⎟⎟⎟⎟⎠

, B =

⎛
⎜⎜⎜⎜⎜⎜⎝

N1

Nn

Nn−1

Nn−2

. . .
N2

⎞
⎟⎟⎟⎟⎟⎟⎠

, E =

⎛
⎜⎜⎜⎜⎜⎜⎝

Iq
0q
0q
0q
. . .
0q

⎞
⎟⎟⎟⎟⎟⎟⎠

,

C =
(
Iq 0q 0q 0q . . . 0q

)
.

Here Iq , 0q denote the identity and zeros matrices of dimension q × q, respectively.
It should be noted that, the state space realization (5) is minimal in the single input

single output case, but might not be minimal for multiple inputs and/or multiple outputs,
as showing in the following example. Consider the SIMO discrete time system

y(t+ 1) +

(−2 0
0 −2

)
y(t) +

(
1 0
0 1

)
y(t− 1) =

(
0.5
2

)
u(t) +

(
0.5
1

)
u(t− 1) + w(t)

(6)
Using the above construction, the state space model is given as follows{

x(t+ 1) = Ax(t) +Bu(t) + Ew(t)
y(t) = Cx(t)

where

A =

⎛
⎜⎜⎝

2 0 1 0
0 2 0 1
−1 0 0 0
0 −1 0 0

⎞
⎟⎟⎠ , B =

⎛
⎜⎜⎝

0.5
0.5
0.5
−1.5

⎞
⎟⎟⎠ , E =

⎛
⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎠ , C =

(
1 0 0 0
0 1 0 0

)

It is obvious that this realization is not minimal. One of the minimal realizations of the
system is given by

A =

(
0 −1
1 2

)
, B =

(
0.5
0.5

)
, E =

(
0
1

)
, C =

(
0 1
1 0

)
�

Denote

z(t) = (y(t)T y(t− 1)T . . . y(t− n+ 1)T u(t− 1)T u(t− 2)T . . . u(t− n+ 1)T )T

(7)
The state vector x(t) (3) is related to the vector z(t) as follows

x(t) = Tz(t) (8)

where

T = (T1 T2)

T1 =

⎛
⎜⎜⎜⎜⎝

Iq 0q 0q . . . 0q
0q −Dn 0q . . . 0q
0q −Dn−1 −Dn . . . 0q
. . . . . . . . . . . . . . .
0q −D2 −D3 . . . −Dn

⎞
⎟⎟⎟⎟⎠ , T2 =

⎛
⎜⎜⎜⎜⎝

0q×p 0q×p 0q×p . . . 0q×p

Nn 0q×p 0q×p . . . 0q×p

Nn−1 Nn 0q×p . . . 0q×p

. . . . . . . . . . . . . . .
N2 N3 N4 . . . Nn

⎞
⎟⎟⎟⎟⎠
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From the formula (8), it is apparent that at any time instant t, the state variable vector
is available though measurement and storage of appropriate previous measurements.

4 Invariant Set Construction

Using (4), it is clear that xi(t) ∈ Xi where Xi is given by

X1 = Y
X2 = Dn(−X1)⊕Nn(U)
Xi = Dn+2−i(−X1)⊕Xi−1 ⊕Nn+2−iU, ∀i = 3, . . . , n

In summary, the constraints on the state are x ∈ X , where the set X is expressed as a
collection of linear inequalities describing a polyhedron X = {x : Fxx ≤ gx}.

4.1 Maximal Robustly Admissible Set for u = Kx

Using established results in control theory (LQR, LQG, LMI based, . . .), one can find a
feedback gain K , that quadratically stabilizes the system (5) with some desired proper-
ties. The details of such a synthesis procedure are not reproduced here, but we assume
that the feasibility of such an optimization based robust control design is guaranteed,
leading to a closed loop transition matrix Ac = A+BK .

Definition 1 (Robustly Positively Invariant Set). The set Ω ⊆ X is a robustly posi-
tively invariant (RPI) set with respect to x(t+ 1) = Acx(t) + Ew(t) if and only if

∀x ∈ Ω ⇒ Acx+ Ew ∈ Ω (9)

for any w ∈W .

Definition 2 (Minimal RPI). The set Ω∞ ⊆ X is a minimal RPI (mRPI) set with
respect to x(t + 1) = Acx(t) + Ew(t) if and only if Ω∞ is an RPI and contained in
any RPI set.

It is possible to show that if the mRPI set Ω∞ exists, then it is unique, bounded
and contains the origin in its interior [6], [7]. Moreover, all trajectories of the system
x(t + 1) = Acx(t) + Ew(t) starting from the origin, are bounded by Ω∞. It follows
from linearity and asymptotic stability of Ac, that Ω∞ is the limit set of all trajectories
of the system x(t + 1) = Acx(t) + Ew(t).

It is clear that, it is impossible to devise a controller u(t) = Kx(t) such that x(t)→
0 as t→∞. The best that can be hoped for is that the controller steers any initial state to
the mRPI set Ω∞, and maintains the state in this set once it is reached. In other words,
the set Ω∞ can be considered as the limit set for the trajectories of the system (5).

In the sequel, it is assumed that the set Ω∞ is a proper subset of the set Y .

Definition 3 (Maximal RPI). The set O∞ ∈ X is a maximal RPI (MRPI) set with
respect to x(t + 1) = Axx(t) + Ew(t) and constraints on the state x ∈ X if and only
if O∞ ⊂ X is an RPI and contains every RPI set.

If the MRPI set is non-empty, then it is unique. Furthermore if X , U and W are
C-sets, then the MRPI set O∞ is also a C-set.

The mRPI set Ω∞ and the MRPI set O∞ are connected be the following theorem:
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Theorem 1. The following statements are equivalent:

1. The MRPI set O∞ is non-empty.
2. Ω∞ ⊂ X

Proof. Interested readers are referred to [6] for the details of the proof. �
Define the polytope Pxu as follows

Pxu = {x : Fxux ≤ gxu} (10)

where

Fxu =

(
Fx

FuK

)
, gxu =

(
gx
gu

)

Under the assumption that the Ω∞ is a proper subset of X , a constructive procedure is
used to compute the MRPI set, as follows [8].

Procedure 1. Maximal robustly positively invariant set computation.

1. Set t = 0, Ft = Fxu, gt = gxu and Pt = Pxu.
2. Set P 1

t = Pt

3. Solve the following set of linear programs

d = maxFtEw, s.t. w ∈W

4. Compute a polytope
P 2
t = {x : FtAcx ≤ gt − d}

5. Set Pt as an intersection
Pt = P 1

t ∩ P 2
t

6. If Pt = P 1
t then stop and set O∞ = Pt. Else continue.

7. Set t = t+ 1, go to step 2.

Non-emptiness property of the MRPI set O∞ assures that the above procedure termi-
nates in finite time and lead to the MRPI in form of a polytope

O∞ = {x : Fox ≤ go} (11)

4.2 Robustly Positively Controlled Invariant Set for u ∈ U

Recall the following definitions related to the control of systems under constraints [8].

Definition 4 (Robust Controlled Positively Invariant Set). Given the system (5), the
set Ψ ⊆ X is robust controlled positively invariant if and only if for any x(t) ∈ Ψ ,
there exists a control action u(t) ∈ U such that for any w(t) ∈ W , one has x(t+ 1) =
Ax(t) +Bu(t) + Ew(t) ∈ Ψ .

Definition 5 (Pre-image Set). Given the polytopic system (1), the one-step pre-image
set of the set P0 = {x : F0x ≤ g0} is given by all states that can robustly be steered
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in one step in P0 when a suitable control is applied. The pre-image set, called P1 =
Pre(P0) can be shown to be:

P1 = {x ∈ Rn : ∃u ∈ U : F0(Ax +Bu) ≤ g0 −maxF0Ew} (12)

where w ∈ W .

Remark 1. It is clear that if the set Ψ is contained in its pre-image set the Ψ is invariant.
Recall that the set O∞ is the MRPI. Define PN as the set of states, that can be steered

to the O∞ in no more that N steps along an admissible trajectory, i.e. a trajectory sat-
isfying control, state and disturbance constraints. This set can be generated recursively
by the following procedure:

Procedure 2. Invariant set computation

1. Set k = 0 and P0 = O∞.
2. Define

Pk+1 = Pre(Pk)
⋂

X

3. If Pk+1 = Pk, then stop and set PN = Pk. Else continue.
4. If k = N , then stop else continue.
5. Set k = k + 1 and go to the step 2.

A a consequence of the fact that O∞ is an invariant set, it follows that for each k,
Pk−1 ⊂ Pk and therefore Pk is an invariant set and a sequence of nested polytopes.
Note that the complexity of the set PN does not have an analytic dependence on N and
may increase without bound, thus placing a practical limitation on the choice of N .

For further use, the controlled invariant set resulting from the Procedure 2 is denoted

PN = {x : FNx ≤ gN} (13)

5 Interpolation Based Controller with Linear Programming

The purpose of this section is to show how an interpolation technique can be used within
a linear programming based control law design.

5.1 Vertex Control Law

Given a positively invariant polytope PN ∈ Rn, this polytope can be decomposed in a
sequence of simplices P k

N each formed by n vertices x(k)
1 , x

(k)
2 , . . . , x

(k)
n and the origin.

These simplices have following properties:

– Int(P k
N ) �= ∅,

– Int(P k
N ∩ P l

N ) = ∅ if k �= l,
–
⋃

k P
k
N = PN ,
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Denote by X(k) = (x
(k)
1 x

(k)
2 . . . x

(k)
n ) the square matrix defined by the ver-

tices generating P k
N . Since P k

N has nonempty interior, X(k) is invertible. Let U (k) =

(u
(k)
1 u

(k)
2 . . . u

(k)
n ) be the matrix defined by the admissible control values at these

vertices. For x ∈ P k
N consider the following linear gain Kk:

Kk = U (k)(X(k))−1 (14)

Here by admissible control values we understand any control actions that steer the state
x into the PN in finite time. The reader is referred to [4] for more details.

Remark 2: Maximizing the control action at the vertices of PN can be achieved by using
the following program.

J = max ‖u‖p s.t.

{
FN (Ax+Bu) ≤ gN −maxFNEw
Fuu ≤ gu.

(15)

where ‖u‖p is a p− norm of vector u and w ∈W .
Due to the properties of the positive invariant set, the above program is always fea-

sible.

Theorem 2. The piecewise linear control u = Kkx is feasible and asymptotically stable
for all x ∈ PN .

The proof of this theorem is not reported here, the interested reader being referred to
[4] and [9] for the necessary elements.

5.2 Interpolation Via Linear Programming

Any state x(t) in PN can be decomposed as follows

x(t) = cxv(t) + (1 − c)xo(t) (16)

where xv(t) ∈ PN , xo(t) ∈ O∞ and 0 ≤ c ≤ 1.
Consider the following control law

u(t) = cuv(t) + (1 − c)uo(t) (17)

where uv(t) is obtained by applying the vertex control law and uo(t) = Kxo(t) is the
control law, that is feasible in O∞.

Theorem 3. The control law (17) is feasible for all x ∈ PN .

Proof. Corresponding to the decomposition, the control law is given by (17).
One has to prove that Fuu(t) ≤ gu and x(t+ 1) = Ax(t) +Bu(t) + Ew(t) ∈ PN

for all x(t) ∈ PN and for any w(t) ∈W .
One has

Fuu(t) = Fu(cuv(t) + (1− c)uo(t)) = cFuuv(t) + (1− c)Fuuo(t)

≤ cgu + (1− c)gu = gu
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Fig. 1. Feasible regions for example 1. The blue set is the MRPI O∞, when applying the control
law u = Kx. The red set is the positive invariant set PN .

and

x(t+ 1) = Ax(t) +Bu(t) + Ew(t)

= A(cxv(t) + (1− c)xo(t)) +B(cuv(t) + (1− c)uo(t)) + Ew(t)

= c(Axv(t) +Buv(t) + Ew(t)) + (1 − c)(Axo(t) +Buo(t) + Ew(t))

We have Axv(t)+Buv(t)+Ew(t) ∈ PN and Axo(t)+Buo(t)+Ew(t) ∈ O∞ ⊂ PN ,
it follows that x(t+ 1) ∈ PN . �
In order to give a maximal control action, one would like to minimize c, so the following
program is given:

c∗(x) = min
c,xv,xo

c, s.t.

⎧⎪⎪⎨
⎪⎪⎩

FNxv ≤ gN ,
Foxo ≤ go,
cxv + (1 − c)xo = x,
0 ≤ c ≤ 1

(18)

Denote rv = cxv , ro = (1 − c)xo. It is clear that rv ∈ cPN and ro ∈ (1 − c)O∞ or
equivalently FNrv ≤ cgN and Fwro ≤ (1 − c)gw. The above non-linear program is
translated into a linear program as follows.

Interpolation based on Linear Programming

c∗(x) = min
c,rv

c, s.t.

⎧⎨
⎩

FNrv ≤ cgN
Fo(x− rv) ≤ (1− c)go
0 ≤ c ≤ 1

(19)

Remark 3. If one would like to maximize c, it is obvious that c = 1 for all x ∈ PN . In
this case the controller turns out to be the vertex controller.

Theorem 4. The control law using interpolation based on linear programming (16),
(17), (19) guarantees robustly asymptotic stability for all initial state x(0) ∈ PN .

Proof. The complete proof of this theorem is given in [10]. �
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6 Examples

To show the effectiveness of the proposed approach, two examples will be presented
in this section. For both of these examples, to solve linear programs and to implement
polyhedral operations, the Multi-parametric toolbox [11] has beed used.

6.1 Example 1

Consider the following discrete-time system

y(t+ 1)− 2y(t) + y(t− 1) = 0.5u(t) + 0.5u(t− 1) + w(t) (20)

subject to the following constraints

−5 ≤ y(t) ≤ 5, −5 ≤ u(t) ≤ 5, −0.1 ≤ w(t) ≤ 0.1

The state space model is given by{
x(t+ 1) = Ax(t) +Bu(t) + Ew(t)
y(t) = Cx(t)

where

A =

(
2 1
−1 0

)
, B =

(
0.5
0.5

)
, E =

(
1
0

)
, C =

(
1 0

)
The state x(t) is available though the measured plant input, output and their past mea-
sured values as x(t) = Tz(t), where

z(t) =
(
y(t) y(t− 1) u(t− 1)

)T
,

T =

(
1 0 0
0 −1 0.5

)

The constraints on the state are: −5 ≤ x1 ≤ 5, −7.5 ≤ x2 ≤ 7.5.
Using the linear quadratic regulator with weighting matrices Q = C′C and R = 0.1

the feedback gain is obtained K =
(−2.3548 −1.3895)

Using procedures 1 and 2 one obtains the set O∞ and PN as shown in Figure 1. Note
that P3 = P4, in this case P3 is a maximal invariant set for system (20).

The set of vertices of PN is given by the matrix V (PN ) below, together with the
control matrix Uv

V (PN ) =

(−5 −0.1 5 0.1 −0.1 −5 0.1 5
7.5 7.5 −2.6 7.2 −7.2 2.6 −7.5 −7.5

)

and
Uv =

(−5 −5 −5 −4.9 5 5 5 4.9
)

Figure 2 shows the state space partition and 6 different trajectories of the closed loop
system.
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Fig. 2. State space partition and trajectories of the closed loop system for example 1
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Fig. 3. Output and input trajectory for example 1
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Fig. 4. The interpolating coefficient and the disturbance input for example 1

Corresponding to the initial condition x0 = (5.0000 − 2.6000)T , Figure 3 shows
the output and input trajectory.

Figure 4 shows the disturbance input and the interpolating coefficient c∗(t) as a func-
tion of t. As expected this function is positive and non-increasing.

In a comparison with the approach, that based on using the Kalman filter, Figure 5
shows the output trajectories using our approach and the Kalman filter based approach.
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Fig. 5. The state trajectory of our approach and the Kalman filter based approach for example 1.
The mRPI set of the Kalman filter based approach is bigger than the mRPI set of our approach.

It is obvious that, the mRPI set of the Kalman filter based approach is bigger than the
mRPI set of our approach.

The Matlab routine with the command ’kalman’ is used for designing the Kalman
filter. The process noise is a white noise with an uniform distribution and there is no
measurement noise. w is a random number with an uniform distribution, wl ≤ w ≤ wu.
The variance of w is given as follows:

Cw =
(wu − wl + 1)2 − 1

12
= 0.0367

The estimator gain of the Kalman filter is obtained: L = (2 − 1)T

The initial condition is x0 = (−4 6)T . The Kalman filter is used to estimate the state
of the system and then this estimation is used to close the loop with the interpolated
control law. In contrast to our approach, where the state is exact, in the Kalman filter
approach, the state is not exact and moreover, there is no guarantee that the constraints
are satisfied.

Figure 6 shows the output trajectories of our approach and the Kalman filter ap-
proach.

In Figure 7 it is showed that, the constraints might be violated where the Kalman
filter is used to estimate the state of the system. Alternatively, if the estimator error is
included, the feasible set is smaller.

6.2 Example 2

Consider the following discrete-time system

y(t+ 1) +

(−1.8787 0
0 −1.8964

)
y(t) +

(
0.8787 0

0 0.8964

)
y(t− 1) =

=

(−0.3800 −0.5679
−0.2176 0.4700

)
u(t) +

(
0.3339 0.5679
0.2176 −0.4213

)
u(t− 1) + w(t)

(21)

The constraints are

−2 ≤ y1 ≤ 2, − 2 ≤ y2 ≤ 2
−10 ≤ u1 ≤ 10, − 10 ≤ u2 ≤ 10
−0.1 ≤ w1 ≤ 0.1, − 0.1 ≤ w2 ≤ 0.1
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Fig. 6. The output trajectories of our approach and the Kalman filter approach for example 1
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Fig. 7. Constraints violation for example 1

The state space model is{
x(t+ 1) = Ax(t) +Bu(t) + Ew(t)

y(t) = Cx(t)

where

A =

⎛
⎜⎜⎝

1.8787 0 1.000 0
0 1.8964 0 1

−0.8787 0 0 0
0 −0.8964 0 0

⎞
⎟⎟⎠ , B =

⎛
⎜⎜⎝
−0.3800 −0.5679
−0.2176 0.4700
0.3339 0.5679
0.2176 −0.4213

⎞
⎟⎟⎠ , E =

⎛
⎜⎜⎝

1 0
0 1
0 0
0 0

⎞
⎟⎟⎠

C =

(
1 0 0 0
0 1 0 0

)

It is worth noticing that, the above state space realization is minimal. The state x(t)
is available though the measured plant input, output and their past measured values as
x(t) = Tz(t), where

z(t) =
(
y(t)T y(t− 1)T u(t− 1)T

)T
,

T =

⎛
⎜⎜⎝

1.0000 0 0 0 0 0
0 1.0000 0 0 0 0
0 0 −0.8787 0 0.3339 0.5679
0 0 0 −0.8964 0.2176 −0.4213

⎞
⎟⎟⎠



34 H.-N. Nguyen et al.

Fig. 8. Feasible regions for example 2, cut through x4 = 0. The blue set is the MRPI set O∞,
when applying the control law u = Kx. The red set is the positive controlled invariant set P3.

The constraints on the state are⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0
0 1 0 0

−1 0 0 0
0 −1 0 0
0 0 0.5460 −0.8378
0 0 −0.5958 −0.8031
0 0 −1.0000 0
0 0 −0.5460 0.8378
0 0 0 1.0000
0 0 0.0000 −1.0000
0 0 0.5958 0.8031
0 0 1.0000 0.0000

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

x ≤

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
2
2
2

9.0918
6.2239

10.7754
9.0918
8.1818
8.1818
6.2239

10.7754

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Using the linear quadratic regulator with weighting matrices Q = C′C and R = I , the
feedback gain is obtained

K =

(
1.9459 1.7552 1.4968 1.3775
0.8935 −1.7212 0.5524 −1.2704

)

Using procedures 1 and 2, one obtains the set O∞ and P3 as illustrated in Figure 8.
The number of vertices of the set P3 is 1030 and these are not reported here. The
control values at the vertices of the set P3 are found by applying the program (15).

Corresponding to the initial condition x0 =
(−1.67 0.21 10.78 −3.83)T , Figure 9

presents the output and input trajectories.
Figure 10 shows the disturbance inputs w1(t), w2(t) and the interpolating coefficient

c∗(t) as a function of t. As expected, this function is positive and non-increasing.
In a comparison with the Kalman filter based approach, Figure 11 shows the output

trajectories using our approach and the Kalman filter based approach.

The initial condition is x0 =
(−1.3378 0.1670 8.6203 −3.0637)T .
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Fig. 9. Output and input trajectory for example 2
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Fig. 10. The interpolating coefficient and the disturbance input for example 2
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Fig. 11. The output trajectories of our approach and the Kalman filter approach for example 2.
The blue line is our approach, and the red dotted line is the Kalman filter-based approach.

The Matlab routine with the command ’kalman’ is used for designing the Kalman
filter. The process noise is a white noise with an uniform distribution and there is no
measurement noise. w is a random vector with an uniform distribution, wl ≤ w ≤ wu.
The covariance matrix of w is given as follows:

Cw = (wu−wl+1)2−1
12

(
1 0
0 1

)
=

(
0.0367 0

0 0.0367

)
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The estimator gain of the Kalman filter is obtained:

L =

⎛
⎜⎜⎝

1.8787 0
0 1.8964

−0.8787 0
0 −0.8964

⎞
⎟⎟⎠

7 Conclusions

In this paper, a state space realization is described for discrete-time linear time invariant
systems, with the particularity that the state variable vector is available through mea-
surement and storage of appropriate previous measurements.

A robust control problem is solved based on the interpolation technique and using
linear programming. Practically, the interpolation is done between a global vertex con-
troller and a local unconstrained robust optimal control law.

Several simulation examples are presented including a comparison with an earlier
solution from the literature and a multi-input multi-output system.
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56017 Vannes Cedex, France

laetitia.chapel@univ-ubs.fr
2 Laboratoire d’Ingénierie pour les Systèmes Complexes, Cemagref
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Abstract. In a problem of target hitting, the capture basin at cost c is the set of
states that can reach the target with a cost lower or equal than c, without breaking
the viability constraints. The boundary of a c-capture basin is the c-contour of
the problem value function. In this paper, we propose a new algorithm that solves
target hitting problems, by iteratively approximating capture basins at successive
costs. We show that, by a simple change of variables, minimising a cost may be
reduced to the problem of time minimisation, and hence a recursive backward
procedure can be set. Two variants of the algorithm are derived, one providing an
approximation from inside (the approximation is included in the actual capture
basin) and one providing a outer approximation, which allows one to assess the
approximation error. We use a machine learning algorithm (as a particular case,
we consider Support Vector Machines) trained on points of a grid with boolean
labels, and we state the conditions on the machine learning procedure that guaran-
tee the convergence of the approximations towards the actual capture basin when
the resolution of the grid decreases to 0. Moreover, we define a control procedure
which uses the set of capture basin approximations to drive a point into the target.
When using the inner approximation, the procedure guarantees to hit the target,
and when the resolution of the grid tends to 0, the controller tends to the optimal
one (minimizing the cost to hit the target). We illustrate the method on two simple
examples, Zermelo and car on the hill problems.

Keywords: Viability theory, Capture basin, Optimal control, Support vector
machines.

1 Introduction

We consider a dynamical system, described by the evolution of its state variable x ∈
Rn:

x(t)′ ∈ F (x(t)) = {ϕ(x(t), u(t)) | u(t) ∈ U} , (1)

where x(t) is the state at time t, F is a set-valued map and U the set of admissible
control. We assume that there is a strictly positive cost �(x, u) per unit of time for
taking control u in state x.

J.-L. Ferrier et al. (Eds.): Informatics in Control, Automation and Robotics, LNEE 174, pp. 37–48.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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We focus on the problem of defining the control function that drives the dynamical
system inside a given target compact set C ⊂ K without going out from a given set K
(called the viability constraint set), and that minimises the cost functional

inf
u∈U

∫ +∞

0

�(x(τ), u(τ)) · dτ. (2)

This problem, often called the reachability problem, can be addressed by optimal con-
trol methods, solving Hamilton-Jacobi-Bellman (HJB) or Isaacs (HJI) equations. Sev-
eral numerical techniques are available; for example, [10] propose an algorithm that
computes an approximation for the backward reachable set of a system using a time
dependent HJI partial differential equation, [9] builds the value function of the problem
which can be then used to choose the best action at each step when the cost function
represents the time.

Reachability problem can also be addressed in the viability theory framework [1].
To apply viability theory to target hitting problems when the cost to minimise is the
time elapsed to reach the target, one must add an auxiliary dimension to the system,
representing the time. The approach computes an approximation of the envelopes of all
t-capture basins, the sets of points for which there exists a control function that allows
the system to reach the target in a time less than t. [7] shows that the boundary of this
set is the value function in the dynamical programming perspective. Hence, solving this
extended viability problem also provides the minimal time for a state x to reach the
target C while always staying in K (minimal time function ϑK

C (x) [4]). This function
can then be used to define controllers that drive the system into the target. The same
approach can be used for cost minimisation; in that case, the extra-dimension represents
the cost-to-go to the target [3].

Several numerical algorithms [12,4] provide an over-approximation of capture
basins. [2] implement an algorithm proposed by [13] that computes a discrete under-
approximation of continuous minimal time functions (and thus an over-approximation
of capture basins), without adding an additional dimension. [8] present an algorithm,
based on interval analysis, that provides inner and outer approximations of the capture
basin. In general, capture basin and minimal time function approximation algorithms
face the curse of dimensionality, which limits their use to problems of low dimension
(in the state and control space).

This paper proposes a new method to solve target hitting problems, inspired by our
work on viability kernel approximation [6], that minimises the cost to reach the target.
The principle is to approximate iteratively the capture basins at successive costs c. To
compute cost c-capture basin approximation, we use a discrete grid of points covering
set K, and label +1 the points for which there exists a control leading the point into
the c − δc-capture basin approximation, and -1 otherwise. Then, we use a machine
learning method to compute a continuous boundary between +1 and -1 points of the
grid. We state the conditions the learning method should fulfil (they are similar to the
one established to approximate viability kernels [6]) in order to prove the convergence
toward the actual capture basins.

We consider two variants of the algorithm: one provides an approximation that
converges from outside, and the other from inside. Although no convergence rate is
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provided, the comparison of the two approximations gives an assessment of the approx-
imation error for a given problem. Moreover, we define a controller that guarantees to
reach the target when derived from the inner approximation.

We consider Support Vector Machines (SVMs [15,14]) as a relevant machine learn-
ing technique in this context. Indeed, SVMs provide parsimonious approximations of
capture basins, that allow the definition of compact controllers. Moreover, they make
possible to use optimisation techniques to find the controls, hence problems with con-
trol spaces in more dimensions become tractable. We can also more easily compute the
control on several time steps, which improves the quality of the solution for a given
resolution of the grid.

We illustrate our approach with some experiments on two simple examples. Finally,
we draw some perspectives.

2 Problem Definition

We consider a controlled dynamical system in discrete time (Euler approximation),
described by the evolution of its state variable x ∈ K ⊂ Rn. We aim at defining the
set of controls to apply to the system starting from point x in order to reach the target
C ⊂ K : ⎧⎪⎨

⎪⎩
x(t+ dt) = x(t) + ϕ (x(t), u(t)) · dt, if x(t) /∈ C
x(t+ dt) = x(t), if x(t) ∈ C
u(t) ∈ U ,

(3)

where ϕ is a continuous and derivable function of x and u. The control u must be
chosen at each time step in the set U of admissible controls. We first consider the cost
functional �(x(t), u(t)) = 1, which means that we would like to minimise the time to
reach the target. We shall show at the end of this section how the problem can be easily
extended to the case of any strictly positive function as a cost.

The capture basin of the system is the set of states for which there exists at least one
series of controls such that the system reaches the target in finite time, without leaving
K. Let G (x, (u1, .., un)) be the point reached when applying successively during n
time steps the controls (u1, .., un), starting from point x. Let the minimal time function
(or hitting time function) be the function that associates to a state x ∈ K the minimum
time to reach C:

ϑK
C (x) = inf {n|∃(u1, .., un) ∈ Un such that G (x, (u1, .., un)) ∈ C

and for 1 ≤ j ≤ n,G (x, (u1, .., uj)) ∈ K} . (4)

This is the value function obtained when solving HJB equations in a dynamic program-
ming approach. It takes values in R+ ∪ +∞, specifically ϑK

C (x) = 0 if x ∈ C and
ϑK
C (x) = +∞ if no trajectory included in K can reach C. The capture basin of C viable

in K is then defined as:

Capt(K, C) = {
x ∈ K|ϑK

C (x) < +∞} , (5)
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and we can also define the capture basin in finite time n:

Capt(K, C, dt, n) = {
x ∈ K|ϑK

C (x) ≤ n
}
. (6)

To solve a target hitting problem in the viability perspective, one must consider the
following extended dynamical system (x(t), y(t)) when x(t) /∈ C, adding variable y(t)
which represents the cumulated time over a trajectory:{

x(t+ dt) = x(t) + ϕ (x(t), u(t)) · dt
y(t+ dt) = y(t) + dt.

(7)

and (x(t+ dt) = x(t), y(t+ dt) = y(t)) when x(t) ∈ C. [4] prove that approximating
minimal time function comes down to a viability kernel approximation problem of this
extended dynamical problem. In a viability problem, one must find the rule of controls
for keeping a system indefinitely within a constraint set. [2,13] give examples of such
an application of viability approach to solve a target hitting problem.

If one wants to minimise a strictly positive cost over the trajectory, variable y becomes
the cumulated cost over the trajectory:

y(t+ dt) = y(t) + �(x(t), u(t)) · dt. (8)

[3] show that the problem of minimising the cost functional comes down to a viability
problem of this extended dynamics for variable y, when �(x(t), u(t)) > 0. If one defines
a variable value for the time step, as follows:

dt� = dt · �(x(t), u(t)), (9)

then, we have:{
x(t+ dt) = x(t) + ϕ (x(t), u(t)) · dt = x(t) + ϕ∗ (x(t), u(t)) · dt�
y(t+ dt) = y(t) + �(x(t), u(t)) · dt = y(t) + dt�.

(10)

where

ϕ∗(x, u) =
ϕ(x, u)

�(x, u)
. (11)

Hence the problem of minimising a stricly positive cost is equivalent to minimising the
time for a slightly different function.

[6] proposed an algorithm, based on [12], that uses a machine learning procedure to
approximate viability kernels. The main advantage of this algorithm is that it provides
continuous approximations that enable to find the controls with standard optimization
techniques, and then to tackle problems with control in large dimensional space. The
aim of this paper is to adapt [6] to compute directly an approximation of the capture
basin limits, without adding the auxiliary dimension, and then to use these approxima-
tions to define the sequence of controls.
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3 Machine Learning Approximation of Value Function Contours
and Optimal Control

For simplicity, we denote Capt(K, C, dt, n · dt) = Captn. In all the following, contin-
uous sets are denoted by rounded letters and discrete sets in capital letters.

We consider function G:

G(x, u) =

{
x+ ϕ(x, u)∗ · dt� if x /∈ C
x if x ∈ C. (12)

We suppose that G is μ-Lipschitz with respect to x:

∀(x, y) ∈ K2, ∀u ∈ U , |G(x, u) −G(y, u)| < μ|x− y|. (13)

We define a grid Kh as a discrete subset of K, such that:

∀x ∈ K, ∃xh ∈ Kh such that |x− xh| ≤ h. (14)

Moreover, we define an algebraic distance da(x, ∂E) of a point x to the boundary ∂E
of a continuous closed set E , as the distance to the boundary when x is located inside
E , and this distance negated when x is located outside E :

if x ∈ E , da(x, ∂E) = d(x, ∂E), (15)

if x /∈ E , da(x, ∂E) = −d(x, ∂E). (16)

3.1 Capture Basin Approximation Algorithms

In this section, we describe two variants of an algorithm that provides an approxima-
tion Cnh of the capture basin at time n · dt� of system 12 (and hence the capture basin of
cost n · dt� of the original problem), one variant approximates the capture basins from
outside and the other one from inside. At each step n of the algorithm, we first build a
discrete approximation Cn

h ⊂ Kh of the capture basin Captn, and then we use a learn-
ing procedure L (for instance Support Vector Machines, as shown below) to generalise
this discrete set into a continuous one Cnh :

Cnh = L(Cn
h ) (17)

To simplify the writing, we first define:

Cn
h = {xh ∈ Kh s.t. xh /∈ Cn

h} , (18)

Cnh = {x ∈ K s.t. x /∈ Cnh} . (19)

The two variants differ on the conditions for defining the discrete set Cn+1
h from Cn

h ,
and on the conditions the learning procedure L must fulfil. For both variant, we con-
struct an increasing sequence of approximations at time n · dt�, by adding the points
of the grid for which there exists at least one control that drives the system not too far
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away (in an algebraic sense – negative distance in the outer case and positive distance in
the inner one) from the boundary of the previous approximation. They also both require
conditions on the learning procedure, in order to guarantee the convergence toward the
actual capture basin when the step of the grid h decreases to 0. In the inner approxima-
tion case, the condition is stricter on set Cnh and more relaxed on set Cnh , while the outer
case requires converse conditions. We now describe in more details both variants and
conditions.

Outer Approximation. The algorithm recursively constructs discrete sets Cn−1
h ⊆

Cn
h ⊆ Ch and their continuous generalisation Cnh as follows:

Algorithm 1. Outer capture basin approximation algorithm.
n ← 0
C0

h ← C ∩Kh

C0
h ← C

repeat
n ← n+ 1

Cn
h ← Cn−1

h

⋃{
xh ∈ Cn−1

h such that ∃u ∈ U , da(G(xh, u), ∂Cn−1
h ) ≥ −μh

}
Cn
h ← L(Cn

h )
until Cn

h = Cn−1
h

return
{Ci

h

}
0≤i≤n

Proposition 1. If the learning procedure L respects the following conditions:

∀x ∈ Cnh , ∃xh ∈ Cn
h such that |x− xh| ≤ h (20)

∃λ ≥ 1 such that ∀h, ∀x ∈ Cnh , ∃xh ∈ Cn
h such that |x− xh| ≤ λh (21)

then the convergence of the approximation from outside defined on algorithm 1 is guar-
anteed:

∀n,Captn ⊂ Cnh , (22)

Cnh → Captn when h→ 0. (23)

Proof. The proof involves two parts.

Part I. First, let us prove by induction that ∀h > 0, Captn ⊂ Cnh .
By definition, Capt0 = C = C0h. Suppose that at step n, Captn ⊂ Cnh . Consider
x ∈ Captn+1. Let us recall that G(x, u) = x+ ϕ(x, u)∗ · dt� when x /∈ C.

Defining Bh(x, d) the set of points of Kh such that |x−xh| ≤ d, we can easily show
that condition (21) can be rewritten as:

Bh(x, h) ⊂ Cn
h ⇒ x ∈ Cnh . (24)

By definition, we know that there exists u ∈ U such that G(x, u) ∈ Captn, which im-
plies that for all xh ∈ Bh(x, h), d (G(xh, u), Captn) ≤ μh, because G is μ-Lipschitz.
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Moreover, for all xh ∈ Bh(x, h), d(G(xh, u), Cnh ) ≤ μh, because, by hypothesis,
Captn ⊂ Cnh . Thus xh ∈ Cn+1

h . Therefore, x ∈ Cn+1
h (because of condition (24)).

We can thus conclude Captn+1 ⊂ Cn+1
h .

Part II. Now, we prove by induction that for any n, Cnh → Captn when h→ 0.
Suppose now that for a given value n, Cnh → Captn when h→ 0.
Because Captn ⊂ Cnh , we have:

∀x ∈ K | x /∈ Captn, ∃h > 0 | x /∈ Cnh . (25)

Now, consider x ∈ K such that x /∈ Captn+1.
This implies that for all u ∈ U such that d (G(x, u), Captn) > 0. One can choose

h′ > 0 and h such that for all u ∈ U , d (G(x, u), Captn) > h′ + μλh.
Condition (20) can be rewritten as:

Bh(x, λh) ⊂ Cn
h ⇒ x ∈ Cnh . (26)

In this case, for all xh ∈ Bh(x, λh), all u ∈ U , d (G(xh, u), Captn) > h′, because G
is μ-Lipschitz.

Since Cnh → Captn when h → 0, there exists h, such that, for all xh ∈ Bh(x, λh),
and all u ∈ U , G(xh, u) ∈ Cnh , hence xh ∈ Cnh . Hence, there exists h such that x /∈ Cnh
(because of condition 24).

Therefore Cn+1
h → Captn+1 when h→ 0.

Conclusion. Captn ⊂ Cnh and Cnh → Captn then Cnh is an outer approximation of
the capture basin at time n · dt�, which tends to the actual capture basin when the reso-
lution of the grid h tends to 0. ��

Inner Approximation. We consider the following algorithm:

Algorithm 2. Inner capture basin approximation algorithm.
n ← 0
C0

h ← C ∩Kh

C0
h ← C

repeat
n ← n+ 1

Cn
h = Cn−1

h

⋃{
xh ∈ Cn−1

h such that ∃u ∈ U , da(G(xh, u), ∂Cn
h ) ≥ μh

}
Cn
h ← L(Cn

h )
until Cn

h = Cn−1
h

return
{Ci

h

}
0≤i≤n

Proposition 2. If the learning procedure L respects the following conditions:

∀x ∈ Cnh , ∃xh ∈ Cn
h such that |x− xh| ≤ h (27)

∃λ ≥ 1 such that ∀h, ∀x ∈ Cnh , ∃xh ∈ Cn
h such that |x− xh| ≤ λh (28)
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and that the dynamics are such that:

∀x ∈ K with da (x, ∂Captn) > 0, ∃u ∈ U such that da
(
G(x, u), ∂Captn−1

)
> 0

(29)
then the convergence of the approximation from inside defined on algorithm 2 is guar-
anteed:

∀n, Cnh ⊂ Captn, (30)

Cnh → Captn when h→ 0. (31)

Proof. Convergence proof of the algorithm from inside requires an additional condi-
tion on the dynamics (eq. (29)): a point x of the interior of capture basin at time n · dt�,
should be such that there exists y ∈ G(x) belonging to the interior of capture basin at
time (n− 1) · dt� (and not on ∂Captn−1).

Part I. We begin to show by induction that Cnh ⊂ Captn.
Suppose that Cnh ⊂ Captn and consider x ∈ Cn+1

h .
Because of condition (27):

∃xh ∈ Cn+1
h such that |x− xh| < h.

By definition of Cn+1
h :

∃u ∈ U such that da (G(xh, u), Cnh ) > μh.

By hypothesis of induction Cnh ⊂ Captn, hence : da (G(xh, u), Captn) > μh. By hy-
pothesis on G, |G(xh, u) − G(x, u)| < μ|xh − x|, hence da (G(x, u), Captn) > 0.
Therefore x ∈ Captn+1. Thus Cn+1

h ⊂ Captn+1.

Part II. We prove by induction that, when h→ 0, Cnh → Captn .
Suppose that Cnh → Captn when h→ 0.
Because Cnh ⊂ Captn, we have:

∀x ∈ Captn | da(x, ∂Captn) > 0, ∃h > 0 | x ∈ Cnh .
We use the rewriting of condition (28):

Bh(x, λh) ∩ Cn
h ⇒ x ∈ Cnh . (32)

Consider x ∈ Captn+1 such that da(x, ∂Captn+1) > 0 . One can choose h such
that da(x, ∂Captn+1) > (μ + λ)h. With such a choice, for each xh ∈ Bh(x, λh),
da(xh, ∂Captn+1) > μh, hence, there exists u ∈ U such that da (G(xh, u), Captn)) >
0 (because G is μ-Lipschitz).

By induction hypothesis, there exists h such that da (G(xh, u), Cnh ) > μh, hence
xh ∈ Cn+1

h . Taking the smallest value of h this is true for all xh ∈ Bh(x, λh). There-
fore x ∈ Cn+1

h (because of condition (32)).
Therefore Cn+1

h → Captn+1 when h→ 0.

Conclusion. Cnh ⊂ Captn and Cnh → Captn then Cnh is an inner approximation of
the capture basin in finite time n · dt�, which tends to the actual capture basin when the
resolution of the grid tends to 0. ��
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3.2 Optimal Control

The aim of the optimal controller is to choose a control function that reaches the target in
minimal time (or cost), without breaking the viability constraints. The idea is to choose
the controls which drive the system to cross Cnh boundaries in a descending order.

Algorithm 3. Optimal controller.

Require: x(0) ∈ K and /∈ C
Require: n such that x(0) ∈ Cn

h and /∈ Cn−1
h .

for i = 1 to n do
compute u(i)∗ such that G(x(i− 1), u(i)∗) ∈ Cn−i

h

x(i) = G(x(i− 1), u(i)∗)
end for
return {u∗(i)}1≤i≤n

Proposition 3. The procedure described in algorithm 3 converges towards the control
policy minimizing the hitting time, when h and dt tend to 0.

Proof. By construction, if x(i) ∈ Cn−i
h and x(i) /∈ Cn−i−1

h , there exists a control
value u∗(i + 1) such that x(i + 1) = G(x(i), u∗(i + 1)) ∈ Cn−i−1

h (see proof of the
convergence of the inner algorithm, part I.). Therefore, the procedure leads to the target
in n+1 time steps, i.e. with a time (n+1) · dt�. Moreover, by definition, the optimum
time for reaching the target from a point x located on the boundary of capture basin
Captn is n · dt�. Hence, the optimum time for reaching the target from point x such
that x ∈ Captn+1 and x /∈ Captn, with the dynamics defined by ϕ, is between n · dt�
and (n+1) · dt�. Then, the fact that Cnh converges to Captn when h tends to 0, ensures
that the number of steps needed by the procedure applied to this point x will tend to
(n + 1) · dt�. When dt� tends to 0, the difference with the optimum time to reach the
target, which is smaller than dt�, tends to 0. ��

4 Experiments

4.1 SVM as a Learning Procedure

We use Support Vector Machines [15,14] as the learning procedure L to define capture
basin approximations Cnh = L(Cn

h ). At each iteration, we construct a learning set: let
Sn
h be a set of couples (xh, yh), where xh ∈ Kh and yh = +1 if xh ∈ Cn

h and −1 oth-
erwise. Running a SVM on learning sets Sn

h provides a separating function fn
h between

points of different labels and hence, allows us to define a continuous approximation Cnh
of Cn

h as follows:
Cnh = {x ∈ K such that fn

h (x) ≥ 0} . (33)

Points x of the boundary ∂Cnh are those such that fn
h (x) = 0. The fulfilment of the

conditions guaranteeing convergence is discussed in [6] and the same arguments hold
in both variants of the algorithm.

In the following examples, we use libSVM [5] to train the SVMs. As we did in
[6], we use the SVM function as a proxy for the distance to the boundary, in order to
simplify the computations.
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Fig. 1. Approximation from inside (left) and from outside (right) for Zermelo problem. The hor-
izontal axis represents the position x and the vertical one position y. K is the rectangle. The
capture basin is represented in blue. The black thick line limits the boundary of the actual capture
basin. The level lines represent approximation of the contours of the capture basins for successive
time steps. The grid contains 41 points by dimension. The optimisation is made on 4 time steps,
with dt = 0.05. Each figure presents an example of trajectory (in green) using the SVM optimal
controller.

4.2 Zermelo Problem

The state (x(t), y(t)) of the system represents the position of a boat in a river. There are
two controls: the thrust u and the direction θ of the boat. The system in discrete time
defined by a time interval dt can be written as follows:{

x(t+ dt) = x(t) + (1 − 0.1y(t)2 + u cos θ) · dt
y(t+ dt) = y(t) + (u sin θ) · dt, (34)

where u ∈ [0; 0.44] and θ ∈ [0; 2π]. The boat must remain in a given interval K =
[−6; 2]×[−2; 2], and reach a round island C = B(0; 0.44) in minimal time. We suppose
that the boat must reach the island before time T = 7.

For this simple system, it is possible to derive analytically the capture basin, hence
we can compare the approximations given by the two algorithms with the actual capture
basin. Figure 1 compares some results obtained with the outer and inner approximation.
In any cases, the quality of the approximation can be assessed by comparing both ap-
proximations: by construction, the contour of the actual capture basin is surrounded
by inner and outer approximations. A example of a optimal trajectory defined with the
optimal controller is also presented: with the inner approximation, the trajectory will
enable the boat to reach the target, while it is not guaranteed in the outer case.

4.3 Mountain Car

We consider the well-known car on the hill problem. The state is two-dimensional (po-
sition and velocity) and the system can be controlled with a continuous one-dimensional
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Fig. 2. Inner (left) and outer (right) approximation for the car on the hill problem. The grid con-
tains 61 points by dimension, the optimisation is made on 2 time steps, and dt� = 0.04. Example
of optimal trajectories are depicted in green.

control (thrust). For a description of the dynamics and the state space constraints, one
can refers to [11]. The aim of the car on the hill system is to keep the car inside a given
set of constraints, and to reach a target (the top of the hill) as fast as possible. The inter-
esting characteristics of the problem is that the car has limited power, the acceleration
can not overcome the gravitational force and hence the car may have to first go away
from the solution before reverse up the hill. We add a cost function to the definition of
the problem, that contains two parts: the first one represents the time to reach the target,
the second part is function of the control (we make the simple assumption that we want
to minimise the logarithm of the thrust a as a high thrust may lead to an increase of the
fuel consumption for instance):

�(x(t), u(t)) = 1 + log(|a(t)|+ 1). (35)

Figure 2 shows the approximation of the contours of the value function using outer and
inner variants of the algorithm, with examples of optimal trajectories.

5 Discussion

We proposed an algorithm that approximates capture basins and contours of value func-
tion, using a classification procedure, in two variants (inner and outer). The inner ap-
proximation can be used to define a optimal controller that guarantees to find a series of
controls that allows the system to reach the target. SVMs appear as a particularly rele-
vant classification procedure for this approach, because they provide parsimonious rep-
resentations of the capture basins and enable to use optimization techniques to compute
the controls. This latter point is particularly important to deal with high dimensional
control space. The parsimonious property may allow to define compact and fast con-
troller, even for high dimensional state space. However, although we generally manage
to find parameters in which the result respect the conditions of convergence, this is not
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guaranteed. Therefore, considering other learning algorithms that would be even more
appropriate seems a relevant research direction.

For now, the method proposed here can only be used to solve problems with deter-
ministic dynamics. A second direction of research is to investigate the behaviour of the
optimal controller when there is some uncertainty on the state or the control.
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Abstract. This paper presents a real-time collision avoidance method with 
simultaneous control of both translational and rotational motion with 
consideration of a robot width for an autonomous omni-directional mobile 
robot. In the method, to take into consideration the robot’s size, a wide robot is 
regarded as a capsule-shaped case not a circle. With the proposed method, the 
wide robot can decide the direction of translational motion to avoid obstacles 
safely. In addition, the robot can decide the direction of the rotational motion in 
real time according to the situation to perform smooth motion. As an example 
of design method of the proposed method, novel control method based on the 
fuzzy potential method is proposed. To verify its effectiveness, several 
experiments using a real robot are carried out. 

Keywords: Service Robot, Obstacle Avoidance, Omni-directional Platform, 
Fuzzy Potential Method. 

1  Introduction 

Various obstacle avoidance methods and their availabilities for mobile robots have 
described [1]-[8]. Most of these studies regard the robots as points or circles and 
discuss control methods of translational motion. In these studies, a non-circle robot is 
regarded as a circle robot with consideration of maximum size of the robot. The 
effectiveness of avoiding obstacles by this approach has been confirmed. However, 
depending on the shape of the robot, this approach reduces and wastes available free 
space and can decrease the possibility that the robot reaches the goal. If wide robots, 
which are horizontally long, are regarded as circles in accordance with conventional 
approaches, they may not be able to go between two objects due to the largest radius 
of the robot, even if they ought to be able to go through by using their shortest radius. 
This suggests the necessity of a suitable orientation angle at the moment of avoidance. 
Consequently, to enable wide robots to avoid obstacles safely and efficiently, it is 
necessary to control not only a translational motion but also a rotational motion. In 
our current research, a wide robot with omni-directional platforms shown in Fig.1 is 
developed. 
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Fig. 1. An autonomous robot for hospital use 

Several studies have focused on the orientation angle of the robot [9]; [10]. In these 
studies, by convolving the robot and the obstacle at every orientation and constructing 
the C-space, the suitable orientation angles of the robot for path planning are decided. 
However, these methods require an environmental map and the studies have not 
shown the effectiveness for avoidance of unknown obstacles by autonomous mobile 
robots. Therefore, to avoid unknown obstacles reactively with consideration of the 
orientation angle, wide robots need an algorithm that can decide the orientation angle 
and rotational velocity command in real time based on current obstacle information. 

This study proposes a control method of both translational and rotational motion 
with consideration of a robot width in order to achieve a smooth motion. With the 
proposed method, the orientation angle is controlled easily in real time. To verify the 
effectiveness of the proposed method, several simulations were carried out [11]. In 
this study, several experiments using our robot shown in Fig.1 are carried out. 

2  Simultaneous Translational and Rotational Motion Control 

2.1  Problem for Solution 

There are various non-circle robots. These are vertically long robots, or wide robots. 
These robots have two arms mounted on a torso with wheels so these robots can be 
used for mobility, manipulation, whole-body activities, and human-robot interaction 
[12]; [13]. For these wide robots, conventional obstacle avoidance methods are 
incompatible because they regard the robot as a point or a circle. We are developing a 
wide robot with a torso, two arms and a head shown in Fig.1. It not only moves 
indoors but also communicates and interacts with humans through gestures or speech. 
When the robot opens one or both of its arms slightly, as shown in Fig.2(b), it 
becomes increasingly difficult to apply conventional obstacle avoidance methods. If 
these wide robots are regarded as circles in accordance with conventional approaches, 
it may not be possible for them to go between two obstacles due to the largest radius 
of the robot, even if they ought to go through by using their shortest radius. In this 
study, a capsule-shaped case is introduced to make wide robots move smoothly and 
safely in an environment with obstacles. 
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(a) Situation A (b) Situation B 

Fig. 2. Two robots which are included in respective circles 

2.2   Design of Capsule-Shaped Case 

The capsule-shaped case is modeled by two circles and two lines tangent to the circles 
as shown in Fig.3. This closed contour is defined as ( )l φ  with the origin at the point 

PO . 
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where iφ  is clockwise from the back direction of the robot. 
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In the proposed method, LC , RC ,and aC  are decided in a way that makes wide 

robot shape fall within the capsule-shaped case. 
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Fig. 3. Capsule-shaped case 

 

Fig. 4. Concept of fuzzy potential method using both translational and rotational motion  
with an omni-direction platform 

2.3  Controller Design 

Figure 4 shows a concept of the fuzzy potential method (FPM) that takes into 
consideration both translational and rotational motion. In the conventional FPM [14], 
a command velocity vector that takes into consideration element actions is decided. 
Element actions are represented as potential membership functions (PMFs), and then 
they are integrated by means of fuzzy inference. The horizontal axis of PMF is 
directions which are from π−  to π  radians measured clockwise from the front 
direction of the robot. The vertical axis of PMF is the grade for the direction. The 
grade, direction, and configured maximum and minimum speeds, are used to calculate 
the command velocity vector. 

 

Fig. 5. Wide robot and obstacle 
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In this research, in addition to conventional approach the PMFs for translational 
and rotational motion are designed respectively based not only on environmental 
information but also the robot's condition. Environmental information and the robot's 
condition are treated separately and divided into a translation problem and a rotational 
problem. Then the PMFs of each problem are independently integrated using fuzzy 
inference. Finally, translational and rotational velocity commands, which are 
calculated by defuzzification of mixed PMFs, are realized by an omni-directional 
drive system. 
 

 

Fig. 6. Example of PMF for an obstacle 

2.4  PMF for Translational Motion 

2.4.1  PMF for Obstacles 
To enable a wide robot to avoid obstacles safely and efficiently in real time, a 

concave shaped PMF ( 1,2, , )t
oj j nμ =   shown in Fig.6, which takes into 

consideration the capsule case, is generated. This PMF is specified by depth and 
width, which are calculated based on the geometrical relation between an obstacle and 
the robot as shown in Fig.5. By generating a PMF based on the variables Lϕ , Rϕ , 

Lϕ′ , Rϕ′ , a  and ,r oϕ  in Fig.6, it can choose a safe direction. 
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As a measure to decide how far the robot should depart from the obstacle, a  is 
defined as the depth of the concave PMF. 
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where , (r , r )r o x y=r  is the current position vector of the obstacle relative to the robot. 

If the current obstacle position is inside a circle with radius α  from the robot 
position, a PMF for obstacle avoidance is generated. D  is decided to ensure a safe 
distance. 
 

 .a o sD C r d= + +  (9) 
 

aC  is the minimum size of the capsule case, or  and sd  denote respectively the 

radius of the obstacle and the safe distance. ,r oϕ  is the angle of the direction to the 

obstacle relative to the robot. 
 

, arctan(r / r )  .r o y xϕ =  (10)
 

For safe avoidance, the PMF t
ojμ  is generated for all the obstacles that the robot has 

detected. Then, they are all integrated by calculating the logical product t
oμ . 

 

1 2  .t t t t
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By deciding the depth and the base width of the concave PMF t
oμ  is generated. 

2.4.2  PMF for a Goal 

To head to the goal, a triangular PMF t
gμ  is generated, as shown in Fig.7. t

gμ  is 

specified by ag , bg ,and ,r gϕ . As a measure to decide how close to the goal the 

robot should go, ag  is defined as the height of the triangular PMF. As a measure to 

decide how much the robot can back away from obstacles, bg  is defined. t
gμ   

 

 

Fig. 7. Example of PMF for a goal 

 
Fig. 8. Example of mixed PMF for translational motion 
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reaches the maximum value as  at an angle of the goal direction relative to the 

front direction of the robot . 
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( )0 1   .b ag gη η= ≤ <  (13)
 

where ,r dr  is an absolute value of the position vector of the goal relative to the 

robot. ε  and η  are constants. If ,r dr  is below ε , ag  is defined. The robot can 

decelerate and stop stably. 

2.4.3  Calculation of a Translational Command Velocity Vector 
The proposed method uses fuzzy inference to calculate the command velocity vector. 

The PMFs t
oμ  and t

gμ  are integrated by fuzzy operation into a mixed PMF t
mixμ  as 

shown in Fig.8. t
mixμ  is an algebraic product of t

oμ  and t
gμ . 

 

 .t t t
mix g oμ μ μ= ∧  (14)

 

By defuzzifier, a velocity command vector is calculated as a traveling direction outϕ  
and an absolute value of the reference speed of the robot based on the mixed PMF

t
mixμ . outϕ  is decided as the direction that makes the PMF ( )t

mixμ ϕ  maximum. 

Based on outϕ , outv  is calculated as follows. 

 

Fig. 9. Example of mixed PMF for rotational motion 

( )( )t
out mix out max min minv v v v   .μ ϕ= − +  (15)

 

where ( )t
mix outμ ϕ  is the mixed PMF for translational motion corresponding to the 

outϕ . maxv  and minv  are respectively the upper and lower limits of the robot speed. 
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2.5  PMF for Rotational Motion 

2.5.1  PMF for Obstacles 
To enable a wide robot to decide the appropriate angle of the direction for obstacle 

avoidance in real time, PMF r
oμ  is generated. r

eμ  is generated based on the distance 
from the center of the robot to obstacles corresponding to all directions, as shown in 
Fig. 9. The relative distances are obtained with range sensors such as laser range 

finder, ultra sonic sensors or infrared sensors. r
cμ  is generated based on the capsule 

case.  
 

( ) ( )
.r

c

l ϕ π
μ ϕ

α
+

=  (17)

 

The aim of the PMF r
oμ  is to search for an orientation angle of the robot that would 

maximize the distance between a point on capsule case and each obstacle by turning 
the front or back side of the robot. By using the capsule case, a PMF design can deal 
with the width of the robot for rotational motion.  

2.5.2  PMF for a Goal 
In order to turn the front of the robot toward the goal direction or the travelling 

direction if there is no obstacle to avoid, PMF for a goal is generated as r
gμ . This 

shape is decided in same way as t
gμ . 

2.5.3  Calculation of a Rotational Command Velocity 
For the rotational motion, like the translational motion, the rotational command 

velocity is derived. The PMFs r
eμ  and r

gμ  are integrated by fuzzy operation into a 

mixed PMF r
mixμ , as shown in Fig.9.  

 .r r r
mix g oμ μ μ= ∧  (18) 

By defuzzifier, the command velocity is calculated as a rotational direction oriϕ  and 

an absolute value of the reference speed of the robot. oriϕ  is decided as the direction 

iϕ  that makes the following function ( )h ϕ  minimum.  
 

( ) ( )r
mixh  d

ϕ ζ

ϕ ζ
ϕ μ ψ ψ

+

−
=   (19) 

 

where ζ  is the parameter to avoid choosing an uncertainty iϕ  caused by, for 

example, noise on the sensor data. On the basis of oriϕ , ω  is calculated. 
 

sgn( )a ori  .ω ω ϕ=  (20) 

where aω  is design variable. 
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2.6  Omni-Directional Platform 

An omni-directional platform was used for the autonomous mobile robot's motion. 
The command velocity vector was realized by four DC motors and omni wheels. 
 

cos   .x
r out outv v ϕ=  (21) 

 

siny
r out outv v ϕ=  (22) 

 

where outv  and ω  are respectively command translational velocity vector and 
rotational velocity.  
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 (23) 

 

δ  is an angle of gradient for each wheel. R  is half the distance between two 

diagonal wheels. w
iv  is a command velocity of each -thi  wheel. 

Table 1. Parameters in experiments 

L 0.4 m ε 1.0 m D 0.9 m 
Ca 0.3 m ωmax 1.0 rad/s η 0.2 
CR 0.3 m W 1.0 m ar 1.0 m/s2 
ds 0.3 m CL 0.3 m ωmin 0.0 rad/s 
α 4.0 m ra 0.3 m   

 

  
   (a) Front         (b) Side         (c) Top 

Fig. 10. Laser sensor and an omni-directional 
platform on an autonomous mobile robot 

Fig. 11. Experimental situation 
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(a) Robot trajectory 

Fig. 15. Experimental result to
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Abstract. Laboratory testbeds are an important part of the design of coopera-
tive control algorithms. Sensor noise, communication delays, dropped packets,
and network connectivity issues can all affect algorithm performance in differ-
ent ways, and although these sources of error can be included in simulations,
the degree of their effects is often not known until one attempts to implement
the algorithm on real platforms. Moreover, by quantitatively assessing these con-
straints, one can propose new model problems of relevance to the design of these
algorithms. The UCLA Applied Mathematics Laboratory is at the forefront of the
development and testing of cost-efficient micro-vehicle testbeds. This work de-
scribes the third generation UCLA economical cooperative control testbed, and is
an updated and expanded version of [1]. Here, we describe the setup of the testbed
in detail, and demonstrate practical use of the testbed for algorithm validation by
implementing cooperative steering and barrier avoidance algorithms.

Keywords: Robotics testbed, Mobile robots, Cooperative motion, Barrier avoid-
ance, Target detection.

1 Introduction

The motivations behind the development of algorithms for multi-agent cooperative be-
havior have roots in a variety of disciplines. For example, unmanned aircraft reduce
the risks put on human lives in hazardous environments and combat zones, and greater
development of autonomous motor vehicle behavior could greatly reduce the number
of traffic accidents, of which the vast majority are caused by human error. In addition,
increases in mechanical autonomy have already reduced the need for many human op-
erators in industry and commerce, and further work in this field can only accelerate
their efficiency. The need to understand these and similar problems [2, 3] has therefore
resulted in the construction of many laboratory testbeds [4–10].

Laboratory testing of cooperative control algorithms is important to the develop-
ment of the field because it brings real-world sensor issues, communication issues, and
movement issues to the forefront of the research. One of the biggest challenges for lab-
oratory testbeds, however, is lack of adequate space. Rarely do users have access to a
dedicated area large enough to allow for the testing of multi-vehicle path planning algo-
rithms with vehicles that possess the capacity for on-board computing. Typically, such a

J.-L. Ferrier et al. (Eds.): Informatics in Control, Automation and Robotics, LNEE 174, pp. 65–75.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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vehicle footprint would be at least the size of a laptop computer, necessitating a testbed
arena on the order of 10 m across or more for meaningful experiments.

To avoid such space constraints, we have focused on the development of a micro-
sized testbed that allows for testing of complex algorithms with vehicles that have a
footprint smaller than a typical mobile phone. This requires the design and implemen-
tation of custom vehicles as well as careful thought into how algorithms are developed
and managed. In prior work [11, 12], we developed a robust testbed based on mod-
ified toy cars that was successful in testing cooperative control algorithms, but also
suffered from some major disadvantages. For example, the first generation testbed [11]
required a centralized computer to perform all algorithm processing and send com-
mands to the micro-cars, which lacked any form of on-board computing or sensors.
The second generation [12] added IR range sensors and very modest on-board com-
puting to the microcars, but they were still reliant on a processing computer for any
advanced algorithms. This paper describes a third generation vehicle that is completely
customized with vastly increased computational power, allowing not only for on-board
algorithm processing but also for realtime user interaction via a remote terminal, as well
as an array of sensors and enhanced communication capabilities. All this is done while
still maintaining the compact footprint of prior work, avoiding space constraint issues.

The remainder of the paper is organized as follows: Section 2 describes the setup of
the testbed and the new generation micro-car hardware and software, Section 3 presents
some of the experiments that have been implemented on the testbed, and Section 4
outlines future testbed goals and conclusions.

2 Testbed Setup and Hardware

The UCLA Applied Mathematics Laboratory Testbed (AMLT) is divided into three sub-
systems: an overhead-camera and PC tracking system, a remote terminal/programming
PC, and the micro-car robotic vehicles (see Fig. 1).

Physically, the testbed is a 1.5 m x 2.0 m rectangular area in which the micro-cars
operate. The area itself is made of black asphalt felt paper with a white boundary, pro-
viding a uniform, non-reflective background for imaging purposes. The cars’ positions
are tracked by 2 overhead Imaging Source DMK 21F04 1/4 Monochrome CCD cam-
eras with a resolution of 640 x 480 pixels. They have a frame rate of 30 fps and are
connected to an image processing PC via firewire cable. The tracking software uses
Intels OpenCV library and Microsofts DirectShow Software Development Kit for data
transmission from the cameras to the tracker PC, frame processing, and data packag-
ing to the Wi.232 transceiver. The data required for the tracker to calculate a vehicles
position, heading angle, and ID is obtained by processing each vehicles ID tag (see
Fig. 2). When a frame is captured, an OpenCV contour function is used to find the ve-
hicle ID tags. This function detects the region of highest contrast at each frame, a Car
Object , and creates a boundary around it. The same task is repeated within the bounded
Car Object to find the Heading and ID symbols, to calculate all the information needed.
These data are then packaged in sequential vehicle ID order and broadcasted to the vehi-
cles through the Wi.232DTS transceiver, for use in control algorithms. This mimics the
functionality of a GPS unit that may be present in more advanced vehicles in the field.
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Fig. 1. An overview of the AMLT testbed’s three subsystems, and the communications between
them

A real-time tracking interface, written in ANSI C, displays all the spatial information
and shows live camera feed with the contrast boundaries of each vehicle. Additionally,
all transmitted data can be logged by ID in a tab delimited text file for post-processing.
The tracking system is capable of managing up to 13 vehicles [11, 12].

The cars are given commands and can relay status information by communicating via
a separate serial radio with an interface PC that serves primarily as a remote terminal
for the cars. The ability to broadcast messages to the interface PC for display proves to
be a very useful debugging tool.

2.1 Vehicle Hardware

The third generation micro-cars (model ALMC-100, see Fig. 3) are purpose built from
the ground up, in contrast to previous generation vehicles that were modified off-the-
shelf toy cars. The ALMC-100 is designed to mimic many of the features one would
expect to find in a full sized autonomous vehicle, in a compact package. The vehicle
measures approximately 8 cm (wheelbase) x 5 cm (width); the height varies from 5.8
cm to 8 cm depending on configuration. The ALMC-100 is a rear wheel drive, front
steering car with a maximum speed of 20 cm/s and maximum turning angle of ±18◦.
Power comes from four AAA batteries with approximately 3.8 W, yielding a run time
of greater than 30 minutes.

The ALMC-100 features two processing units on individual printed circuit boards,
which are stacked atop each other. The lower “chassis” board is the base of the vehicle
where the drive train is bolted in addition to the electronics. The chassis board con-
tains a 50MHz ARM Cortex-M3 processor with 8KB SRAM and 64KB flash memory.
A 1KB EEPROM is also included to store unique, non-volatile information such as
vehicle identification number and motor control gains and offsets. The chassis board
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Fig. 2. The tracking system relies on vehicle-specific barcodes to determine position and heading
of the vehicles

Fig. 3. (Left) A photograph of the ALMC-100 micro-car. (Right) A block diagram of the ALMC-
100 micro-car hardware

also houses two gyroscopes for 3-axis measurements, a 0.45◦ optical encoder used for
velocity estimation, and is attached to either a long-range or short-range IR module; the
long range sensors can detect objects in the 10 cm - 140 cm range, while the short range
sensors can only detect from 10 cm - 80 cm.

The upper “processing” board contains an off-the-shelf Xilinx Virtex-4 FX12 FPGA
Mini-Module. Currently, the FPGA is configured to embed a 300MHz PowerPC405
processor plus a number of peripheral interfaces. The interfaces allow the PPC405 to
access 64MB of DDR SDRAM and 4MB of flash memory among other peripherals.

The wireless communication system consists of two Wi.232 radio modules, one on
each board, capable of transmitting and receiving at 11520 bps. The wireless module
on the chassis board is configured to 57600 bps and receives only information from
the overhead tracking system, mimicking GPS. The wireless module on the processing
board is configured to 115200 bps and is intended for inter-vehicle communication and
for access of the vehicle via the remote terminal. The two radios operate on different
frequencies to avoid interference.
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The driving factor behind the use of two processing units is to segregate motion con-
trol and path planning. The motion control is accomplished on the chassis board, which
maintains its control loop at 1000 Hz while sampling the various sensors at 500 Hz.
The chassis processor extracts the vehicle’s own position from the overhead tracking
system’s broadcast sent at 30 Hz. The vehicle’s position and other vehicle and sensor
states are relayed to the processing board also at 30 Hz over the universal asynchronous
receiver/transmitter (UART) connecting the two boards. Thanks to the powerful pro-
cessing available to the upper board, the cars can perform all required path planning
themselves; in previous versions of the AMLT, vehicles relied on a desktop computer
to perform all such calculations and relay instructions to the cars.

2.2 Vehicle Software

Each vehicle runs two separate controlling programs. The chassis board controller is
based on FreeRTOS [13], a realtime operating system that can run multiple tasks at up
to 1000 Hz, and is designed to provide two main functionalities: control the vehicle’s
motion by providing PWM signals for the drive motor and the servo, and supply sen-
sory data and system information for the processing board. At the center of the chassis
board controller is a path-generation task that calculates target velocities at 100 Hz and
generates PWM signals at 50 Hz that feed the servo. Based on the target velocities, a
velocity-control task generates a 1000Hz PWM signal to control the drive motor. The
controller is also designed to recognize a set of serial commands, thus allowing the
processing board to control high-level motion and access data.

The processing board boasts much deeper memory space and faster processing speed,
and can thus support more complex programs that can feature user-friendly interfaces
and large data-sets. Currently, this controller serves as a remote terminal interface [14],
an example of which is shown in Fig. 4. In order to interface with the user, the micro-
car transmits messages to the interface PC, via its upper serial radio. If many cars are
in use at once, only one car, chosen by the user, broadcasts the terminal messages. The
user interacts with the micro-cars through the interface PC’s keyboard. These inputs are
transmitted to the micro-cars, which then execute the chosen algorithms. The interface
is composed of two modes: a single car mode for demonstrating basic operation of the
vehicles, and a multiple car mode to implement cooperative algorithms.

3 Testbed Experiments

The motion of the cars is modeled based on a Frenet-Serret framework as in the second-
generation testbed [15]. Each car k has its own coordinate frame relative to its heading,
with xk being the unit vector oriented in the direction the car’s motion and yk being the
unit vector oriented perpendicular to xk (Fig. 5). The car’s motion can then be described
with the following equations:

żk = xk, ẋk = vukyk, ẏk = −vukxk , (1)

where zk(s) is the arclength parametrized path of the car with respect to a fixed co-
ordinate frame, the scalar uk is the curvature of the path at a specific point, and v is
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Fig. 4. A typical screenshot of the remote terminal on the interface PC, showing several menus in
its structure. Near the bottom, the multiple car mode menu is shown with several of the algorithm
selections visible.

Fig. 5. Diagram of the coordinate frame of a micro-car moving along a parametrized path z(s).

the (typically constant) speed of the vehicle. Thus, the path of each car can be deter-
mined simply by specifying its curvature over time. To convert from curvature uk to the
desired turning angle φk of the vehicle’s wheels, we use the equation

φk = tan−1(ukLcar) , (2)

where Lcar is the car length of 8 cm. If |φk| > 18◦, the maximum turning angle that
the servos can turn, |φk| is rounded down to the maximum. This limits the minimum
turning diameter to approximately 50 cm, a notable constraint for the testbed, which is
1.5 m x 2.0 m.

3.1 Cooperative Motion Algorithms

From Morgan & Schwartz’s model for swarming [15], the curvature for each car k is
calculated as

uk =
∑
j �=k

ujk, (3)

where j cycles through the indices of all the other cars on the testbed. For simple swarm-
ing, the following equation for ujk is used:
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ujk = −η
(

rjk
‖rjk‖ · xk

)(
rjk
‖rjk‖ · yk

)
−

α

[
1−

(
r0
‖rjk‖

)2
](

rjk
‖rjk‖ · yk

)
+ μxj · yk, (4)

where rjk is the vector from car j to car k, r0 is the desired distance between cars for
the swarm, and α, η, and μ are weighting parameters for three separate aspects of the
desired motion. The term with coefficient η works to turn each car perpendicular to rjk;
the term with coefficient α turns the cars toward each other if they are further than r0
apart, and turns them away from each other if they are closer than r0; and the term with
coefficient μ orients the cars toward a common heading. By varying the three weights
of these terms and introducing slight modifications, different cooperative motion can
be achieved, such as the circle-tracking, leader following, and homotopy control laws
described in [12].

The summation in (3) is typically over all cars, leading to global coupling. However,
such coupling should rarely be expected in real-world scenarios, where each vehicle
may only know its own position and perhaps the positions of a few other nearby vehi-
cles. Therefore, in addition to global coupling, we have also tested a form of daisy-chain
coupling whereby each car k is only coupled to the two cars with indices j = k ± 1, as
illustrated in Fig. 6. The implementation of this daisy-chain algorithm on larger swarms
has yielded promising results on the testbed. Although each car is only aware of two
others, the swarm operates as a whole because of the iterative coupling utilized by the
daisy-chain system. The performance of the swarm is somewhat dependent on initial
placement of the micro-cars, however, a behavior noted in similar systems [16]. If the
cars are ordered by ID, the daisy chain swarm performs excellently; the cars rarely col-
lide and find a common heading quickly. However, if they are placed in a random order,
collisions may occur as the cars are not necessarily aware of their closest neighbors,
which may no longer be the cars they are coupled to. This especially occurs if the cars
are initially placed in close proximity to each other, typically less than approximately
two car lengths. However, if groups of cars are initially separated by distances larger
than this, they are usually able to regroup and find a common heading with very few
collisions, as shown in Fig. 7.

In addition to the fixed daisy-chain based on car index numbers described above, we
have also implemented an algorithm that creates a closed daisy-chain upon algorithm
startup, based on initial vehicle locations. For each car k, the algorithm determines the
two cars “connected” to k in the following way:

– Partition all cars into two groups – those to the left of k (subset Lk) and those to
the right of k (subset Rk), based upon the position and orientation of k and the
positions of all other cars.

– If Rk is not empty, partner one is the physically closest member of Rk. Otherwise,
partner one is the physically furthest member of Lk.

– If Lk is not empty, partner two is the physically closest member of Lk. Otherwise,
partner two is the physically furthest member of Rk.
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Fig. 6. Diagram of daisy-chain coupling with the cars iteratively connected. End conditions were
used to create a closed loop.

Fig. 7. Three frames of an experimental run using daisy-chain coupling. The cars are originally
separated in two groups (top left). During the run, the cars regroup (top right) and find a common
orientation before exiting the testbed (bottom).

This algorithm allows the cars to create a daisy-chain that operates well under a broader
range of initial conditions, since partners are chosen at startup in such a way as to
generally minimize the initial distances between partners while maintaining the closed
loop that allows the chain to function as a whole.

3.2 Barrier Avoidance and Target Seeking

A control law similar to (4) can be used to avoid barriers and seek a target. This is
accomplished with the equation

ujk = γ

[
1−

(
r0

‖rtk‖
)2

](
rtk

‖rtk‖ · yk

)
−

β sign

[∑
b

C (rbk, 0, ω)

(
rbk

‖rbk‖ · yk

)]
×

[∑
b

C (rbk, 0, ω)

(
rbk

‖rbk‖ · xk

)]
, (5)
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Fig. 8. Four frames of an experimental run of tracking camera-assisted barrier avoidance, with
the yellow object in the top left of each frame as the target. The frames are ordered from left to
right, top to bottom. The car detects the first barrier in the second frame and begins to avoid it. It
continues toward the target and avoids the second barrier in frame three and reaches the target in
frame four.

where

C(r, q, ω) =

{
1 ‖r‖ < ω
q otherwise

, (6)

rtk is the vector from car k to the target, rbk is the vector from car k to the barrier b, and
γ and β are the weights assigned to the target seeking and barrier avoidance behaviors,
respectively.

Equation (5) is dependent on the car’s knowledge of the position of the target and
of all barriers within a certain distance ω of itself. This has been implemented on our
testbed in two ways. The first uses a hard-coded target position and makes use of hats
sitting on the barriers. The tracking cameras pick up the barrier locations and relay the
information to the target-seeking car, which then weaves its way through the obstacles
to its goal. Several photos of such an experiment are shown in Fig. 8.

Ideally, though, the cars would not rely on the tracking computer to provide them
with information on the location of barriers, but would instead use their IR sensors to
detect barriers on the fly and adjust their movement accordingly; our second implemen-
tation of barrier avoidance does just this. It again uses a hard-coded target position, but
now uses the IR sensor readings of the cars to estimate values for rbk. Since the sensors
only work over a limited range, this naturally incorporates a term such as C (rbk, 0, ω)
into the behavior. One disadvantage of this method is that only barriers nearly directly
ahead of the car can be sensed, so that cars may occasionally turn into nearby barriers
that lie at their sides. We find, though, that the relatively slow motion and large turning
radius of the cars minimizes these issues, and that swarms of cars employing this algo-
rithm, in conjunction with (4), typically navigate the barriers successfully, as show in
Fig. 9.
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Fig. 9. Four frames of an experimental run of IR sensor barrier avoidance, with the yellow object
near the top left of frames three and four as the target. The frames are ordered from left to right,
top to bottom. The cars detect the first barrier in the second frame and avoid it. They continue
toward the target and avoid the second barrier in frame three and reach the target in frame four.

4 Future Work and Conclusions

Though the third generation of the AMLT has already surpassed previous versions in
terms of successfully performed experiments, there are still many aspects of the new
hardware that have not yet been utilized. Foremost amongst these is the potential for a
true peer-to-peer communication network for the vehicles. Creating such a network
would allow for the implementation of many advanced algorithms. For example, it
would allow for the vehicles in our daisy-chain setup to determine their nearest neigh-
bors in realtime, decreasing the chances of collisions occurring.

Another avenue of exploration is greater usage of the many on-board sensors. The
optical encoder and gyroscopes could allow each car to estimate its own position over
time with less reliance on the tracking computer, assuming the car’s initial coordinates
are known. This would mimic the intermittent GPS outages expected in field vehicles,
and give methods for dealing with them. Also, the on-board camera could perhaps be
used in conjunction with the IR sensor for enhanced barrier detection, or possibly target
detection when the location of the target is unknown.
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Abstract. In order for collaborative manipulators systems to perform their tasks,
they have to move an object together. The control purpose for such coordinated
systems is to ensure the movement of the mobile platforms and manipulators
from an initial position to a desired position. The approach presented in this pa-
per focuses on solving the motion planning problem for only one mobile platform
equipped with a manipulator. In order to ensure the smooth movement of the con-
sidered system the nonlinear sliding mode control was used to solve the motion
planning problem. The paper presents the controller design for the trajectory-
tracking problem using the sliding mode control for a mobile platform equipped
with a manipulator.

Keywords: Mobile manipulators, Nonlinear control, Kinematics, Trajectory
tracking.

1 Introduction

Mobile Manipulator systems are typically composed of a mobile base platform with
one (or more) mounted manipulators. Taking advantage of the increased mobility and
workspace provided by the mobile base, such systems have found applications in in-
dustry and in research principally due to their engineering simplicity (easy to build and
to control than legged robots) and their low specific resistance (high energy efficiency).
Moving mobile manipulators systems, present many unique problems that are due to
the coupling of holonomic manipulators with nonholonomic bases.

Any system combining a wheeled mobile platform and one or several manipulators
(classically arms) is named wheeled mobile manipulators (WMM) - like in Fig. 1. From
the set of constraints and characteristics, different approaches have been developed to
control WMM. A first class of approach is inherited from the control schemes that have
been developed for manipulators. Those control schemes have been extended to WMM
in order to account for their specificities. Among those approaches, the pioneering work
of H. Seraji [1] can be distinguished. He proposed an extension of kinematic based
control laws to the case of a mobile manipulator equipped with a wheeled platform
(unicycle) and a manipulator.

A variety of theoretical and applied control problems have been studied for various
classes of nonholonomic control systems. Motion planning problems are concerned

J.-L. Ferrier et al. (Eds.): Informatics in Control, Automation and Robotics, LNEE 174, pp. 77–88.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Pioneer 3DX mobile robot with manipulator

with obtaining open loop controls that steer the system from an initial state to a final
state without violating the nonholonomic constraints.

The determination of the actuator rates for a given end effector motion of a redundant
manipulator is typically an under-constrained problem. A number of schemes have been
proposed in the literature for the resolution of the redundancy. The principal underlying
theme is one of optimizing some measure of performance based on kinematics of the
system and in some cases extended to include the dynamics. However, in this paper, we
focus our attention purely on kinematic redundancy resolution schemes.

The control algorithms and strategies have been categorized into three groups,
namely continuous time-variant, discontinuous and hybrid control strategies [2], [3],
[4], [5], [6], [7], [8]. Output tracking laws are easier to design and implement, and can
be embedded in a sensorbased control architecture when the task is not fully known in
advance. For this reason, with the exception of [9] that takes a somehow intermediate
approach, most works on WMMs focus on kinematic control, e.g., [10], [11], [12].

The rest of the paper is organized as follows: Section 2 develops the notation and the
kinematic model for the WMM under consideration. Section 3 focuses on creation of
a kinematic control law based on sliding-mode strategy. Section 4 presents simulation
results to show the effectiveness of the trajectory-traking control scheme. Section 5
concludes the paper with a brief discussion and summarizes the avenues for future work.

2 Kinematic Model

In this section, we present the notation and the kinematic model of the system under
consideration. Referring to Figure 2, the WMM under consideration consists of a differ-
entially driven WMR base with a mounted planar two-link manipulator (is considered
for simplity). The wheels are located at a distance of b from the center of the wheel
axle. The wheel has a radius of r. The base of the manipulator is located at a distance
of a D from the center of the wheel axle. The length of the first and second links are L1

and L2 respectively.
Motion planning has been treated mostly as a kinematic problem where the dynamics

of the system have been generally neglected. However, with nonholonomic systems,
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Fig. 2. Schematic of the WMM

ignoring the dynamics reduces the significance of the results to low speeds although
it is well documented that avoidance of obstacles, parking maneuverability, and more
motion control is feasible at higher speeds as well.

The configuration of a WMM can be completely described by the following gener-
alized coordinates:

qT = [xR, yR, φR, θ1, θ2] (1)

where [xR, yR, φR] describes the configuration of the WMR and [θ1, θ2] describes the
configuration of the planar manipulator. (xR, yR) is the Cartesian position of the center
of the axle of the WMR, φR is the orientation of the WMR, and θ2, θ2 are the relative
angles that parameterize the first and second link of the mounted manipulator. The kine-
matics of the differentially-driven WMR can be represented by its equivalent unicycle
model, and described as:

ẋR = vR · cos(φR)
ẏR = vR · sin(φR)

φ̇R = ωR

(2)

where vR and ωR are the forward and angular velocities inputs.
The position and orientation of the end-effector in the world frame can be derived

from homogeneous transform according to the position and orientation of the mobile
robot in the world frame, that of the end-effector in the manipulators base frame, and
the transform between the mobile robot frame and the manipulators base frame. The
kinematics of the mobile manipulator can be described like:

xE = xM + L1 · cos(φR + θ1) + L2 · cos(φR + θ1 + θ2)
yE = yM + L1 · sin(φR + θ1) + L2 · sin(φR + θ1 + θ2)

(3)

where (xM , yM ) is the position of mounting point M of the mobile platform and φR

is the platform orientation. Eqs.3 show that the position of the end-effector E depends
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on the position and the orientation of the mobile platform. This illustrates the fact that
mobile manipulators, in contrast to fixed ones, can have an infinite workspace.

xM = xR +D · cos(φR)
yM = yR +D · sin(φR)

(4)

By differentiating eqs. (3) and (4) will get:

ẋE = vR · cos(φR)−D · ωR · sin(φR)− L1 · (ωR + ω1) · sin(φR + θ1)−
−L2 · (ωR + ω1 + ω2) · sin(φR + θ1 + θ2)

ẏE = vR · sin(φR) +D · ωR · cos(φR) + L1 · (ωR + ω1) · cos(φR + θ1)−
−L2 · (ωR + ω1 + ω2) · cos(φR + θ1 + θ2)

(5)

If the next inequality is not satisfied, then the target is outside the manipulator reach and
thus the mobile platform must move in order to bring the target into the manipulator’s
workspace.

|cos(φR)| � 1⇒ (xE − xM )2 + (yE − yM )2 � (L1 + L2)
2 (6)

The first constraint accounts for the non-holonomic behavior of the wheels. It constrains
the velocity of the WMR to be along the rolling direction of the wheels only. Velocity
perpendicular to the rolling direction must be zero as follows :

ẋR · sin(φR)− ẏR · cos(φR) = 0 (7)

This constraint, written for the manipulator attachment point M , becomes:

ẋR · sin(φR)− ẏR · cos(φR) + φ̇R ·D = 0 (8)

3 Sliding-Mode Controller Design

A WMM system is especially useful when the manipulator task is outside the manip-
ulator reach. Therefore, in this section we assume that this is always the case, in other
words that inequality (6) is not satisfied for a given target.

In this chapter is developed a control routine for the mobile robot that allows for
independent control of both the task-space (end-effector) and the configuration-space
(mobile base). As mentioned before the primary task is controlling the position of the
end-effector and attached payload. The trajectory of the mobile base consists of a time
varying function of the position of the end-effector. Once the end-effector final position
is known, there exists extra degrees-of-freedom that need to be controlled. These consist
of the posture of the mobile robot base and arms. This is depicted in Figure 3, where a
mobile robot is shown moving from initial position to the final position.

Assumption: The prescribed final posture (position, [xE , yE] and orientation [φR, θ1,
θ2]) is required.

Although the final position is reachable, it is virtually impossible to harvest exact ori-
entations via continuous feedback controllers at the equilibrium point of nonholonomic



Mobile Manipulators Motion Planning Based on Trajectory Tracking Control 81

−1 0 1 2 3
−0.5

0

0.5

1

1.5

2

2.5

3

3.5

x [m]

y 
[m

]

Path

 

 

Path of WMM
Path of end−effector

Fig. 3. Maneuver example using WMM

systems, a direct result of Brocketts Theorem [13]. Notwithstanding the limitation, we
adopt the sliding-mode technique from [14] to maneuver the WMM into a final position
such that the prescribed final orientation could also be accomplished.

A trajectory planner for wheeled mobile manipulators must generate smooth velocity
profiles (linear and angular) with low associated accelerations. The trajectory planning
process can be divided into two separate parts. First, a continuous collision-free path
is generated. In a second step, called trajectory generation, a velocity profile along the
path is determined. A method to generate a velocity profile, respecting human body
comfort, for any two-dimensional path in static environments was proposed in [15].

Uncertainties which exist in real mobile robot applications degrade the control per-
formance significantly, and accordingly, need to be compensated. In this section, is pro-
posed a sliding-mode trajectory-tracking controller, in Cartesian space, where trajectory-
tracking is achieved even in the presence of large initial pose errors and disturbances.
The application of SMC strategies in nonlinear systems has received considerable at-
tention in recent years. A well-studied example of a non-holonomic system is a WMM
that is subject to the rolling without slipping constraint. In trajectory tracking is an ob-
jective to control the nonholonomic WMM to follow a desired trajectory, with a given
orientation relatively to the path tangent, even when disturbances exist.

Let us define the sliding surface S = [s1, s2, s3, s4]
T as:

s1 = ẋe + γx · xe

s2 = ẏe + γy · ye + γ0 · sgn(ye) · φe

s3 = θ̇e1 + γθ1 · θe1
s4 = θ̇e2 + γθ2 · θe2

(9)

where γ0, γx, γy , γθ1 and γθ2 are positive constant parameters, xe, ye φe, θe1 and θe2
are the trajectory-tracking errors defined in Fig. 4:

xe = (xR − xd) · cos(φd) + (yR − yd) · sin(φd)
ye = −(xR − xd) · sin(φd) + (yR − yd) · cos(φd)
φe = φR − φd

θe1 = θ1 − θd1
θe2 = θ2 − θd2

(10)
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Fig. 4. Lateral, longitudinal and orientation errors for WMM

If s1 converges to zero, trivially xe converges to zero. If s2 converges to zero, in
steady-state it becomes ẏe = −γy · ye− γ0 · sgn(ye) · φe. For ye < 0⇒ ẏe > 0 if only
if γ0 < γy · |ye|/|φe|. For ye > 0⇒ ẏe < 0 if only if γ0 < γy · |ye|/|φe|. Finally, it can
be known from s2 that convergence of ye and ẏe leads to convergence of φe to zero. If
s3, s4 converges to zero, trivially θe1, θe2 converges to zero.

The reaching law is a differential equation which specifies the dynamics of a switch-
ing function S. Gao and Hung [16] proposed a reaching law which directly specifies
the dynamics of the switching surface by the differential equation

ṡi = −pi · si − qi · sgn(si) (11)

where pi > 0, qi > 0, i = 1, 2, 3, 4.
By adding the proportional rate term pi ·si, the state is forced to approach the switch-

ing manifolds faster when s is large. It can be shown that the reaching time is finite, and
is given by:

Ti =
1

pi
· lnpi · |si|+ qi

qi
(12)

From the time derivative of (9) and using the reaching laws defined in (11) yields:

ẍe + γx · ẋe = −p1 · s1 − q1 · sgn(s1)
ÿe + γy · ẏe + γ0 · sgn(ye) · φ̇e = −p2 · s2 − q2 · sgn(s2)
θ̈e1 + γθ1 · θ̇e1 = −p3 · s3 − q3 · sgn(s3)
θ̈e2 + γθ2 · θ̇e2 = −p4 · s4 − q4 · sgn(s4)

(13)

From (2), (5) (10) and (13), and after some mathematical manipulation, we get the
output commands of the sliding-mode trajectory-tracking controller:
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v̇cR = 1
cos(φe)

· (−p1 · s1 − q1 · sgn(s1)− γx · ẋe − ye · ω̇d − ẏe · ωd+

+vR · φ̇e · sin(φe) + v̇d)
ωcR = 1

vR·cos(φe)+γ0·sgn(ye)
· (−p2 · s2 − q2 · sgn(s2)− γy · ẏe−

−v̇r · sin(φe) + xe · ω̇d + ẋe · ωd) + ωd

ω̇cθ1 = −p3 · s3 − q3 · sgn(s3)− γθ1 · θ̇e1
ω̇cθ2 = −p4 · s4 − q4 · sgn(s4)− γθ2 · θ̇e2

(14)

The signum functions in the control laws were replaced by saturation functions, to re-
duce the chattering phenomenon [17].

4 Simulations and Results

In this section, simulation results for the proposed sliding-mode controllers are pre-
sented. The simulation are performed in Matlab/Simulink environment to verify be-
havior of the controlled system. The parameters of the WMM model were chosen to
correspond as closely as possible to the real experimental robot presented in Fig. 1 in
the following manner: D = 0.25 [m], L1 = 0.20 [m], L2 = 0.40 [m], b = 0.04 [m], r =
0.04 [m]. Wheel velocity commands, are sent to the power modules of the follower mo-
bile robot, and encoder measures NR and NL are received in the robots pose estimator
for odometric computations.

ωRright =
vcR + b · ωcR

r
; ωRleft =

vcR − b · ωcR

r
(15)

Figure 5 shows a block diagram of the proposed sliding-mode controller.

4.1 Scenario 1

The first scenario captures a situation where have to maneuver the WMM from an ini-
tial to a final state without pose error. The corresponding states and workspace of the
simulation are tabulated below (see Table 1).

Table 1. Initial and final pose - Scenario 1

Name Value
Initial position of end-effector xE = 0, yE = 0

Initial angular position φR = 0, θ1 = π/4, θ2 = π/4
Final position of end-effector xE = 4, yE = 2

Final angular position φR = −π/4, θ1 = −π/4, θ2 = −π/8

The results of the Scenario 1 are given in Figures 6, 7(a) and 7(b). Figure 6 shows
the desired and real trajectory of the mobile platform and the real trajectory of the end-
effector. In figures 7(a) presents the desired and real velocities (linear and angular) of
mobile platform and the relative angles for first and second link of the manipulator. In
Fig. 7(b) one can observe the performances of sliding-mode controllers.
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Fig. 5. Sliding-mode trajectory tracking control architecture for WMM

4.2 Scenario 2

The second scenario captures a situation where have to maneuver the WMM from an
initial to a final state with initial pose error. The corresponding states and workspace of
the simulation are tabulated below (see Table 2).

The results of the Scenario 2 are given in Figures 8, 9(a) and 9(b). Figure 8 shows
the desired and real trajectory of the mobile platform and the real trajectory of the
end-effector. In figures 9(a) presents the desired and real velocities (linear and angular)
of mobile platform. In Fig. 9(b) one can observe the performances of sliding-mode
controllers. All the initial errors asymptotically converge to zero.
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Table 2. Initial and final pose - Scenario 2

Name Value
Initial pos. of end-effector xE = 0, yE = 0

Initial angular position φR = 0, θ1 = π/8, θ2 = −π/4
Final pos. of end-effector xE = 3, yE = 3

Final angular position φR = 0, θ1 = π/4, θ2 = −π/8
Initial pose errors of WMM xe = −0.20, ye = −0.6
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Fig. 6. Scenario 1 - Path of mobile manipulator
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Fig. 7. Scenario 1 - a) Desired velocities for WMM and the relative angles for first and second
link of the manipulator. b) Evolution of the errors.
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Fig. 9. Scenario 2 - a) Desired and real velocities for WMM. b) Evolution of the errors.

5 Conclusions

This paper focuses on the motion planning problem of mobile manipulator systems,
i.e. manipulators attached on mobile platforms. The paper presents a methodology for
generating trajectories for both the mobile plat- form and the manipulator that will take
a system from an initial configuration to a pre-specified final one, without violating
the nonholonomic constraint. Sliding mode control as a sub-class of variable structure
control (VSC) is the most acceptable approach to controller design in these cases. This
control scheme provides a simple but effective means of harnessing control laws of
nonlinear systems.

The framework developed here lends itself well to implementations on larger systems
with further addition of mobile manipulator modules.
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Future research lines include the experimental validation of our control scheme and
the extension of our results to wheeled mobile manipulators. Future investigations will
cover the more general case of coordinated system, consisting of multiple mobile ma-
nipulators carrying a common object. The purpose of controlling such coordinated sys-
tem is to control the object in the desired motion.
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Abstract. At the Great Hanshin earthquake in Japan, many victims were 
crushed by rubble and died by “crush syndrome”. Even the simple rescue 
method that removes the rubble, it could be a cause of death. As the only 
countermeasure, DMAT (=Disaster Medical Assistance Team) creeps into 
fallen houses, and treat dialysis or drip infusion. But these methods are very 
dangerous for victims and DMAT to treat amid the aftershocks. We think that 
Rescue Robot technique is just suitable solution for the dilemma under various 
and dangerous situations. The Rescue Robot has the dual tiered crawler. The 
Rescue Robot goes through under rubble open, and the victims are held in the 
container inside of the Robot body. We already built a prototype model, so we 
present an outline of our rescue robot. And we will show you the reformed 
design of the Rescue Robot, and the new mechanism to prevent Crush 
Syndrome. 

Keywords: Disaster, Earthquake, Rescue Robot, Crush Syndrome. 

1  Introduction 

Japan has 0.25 percent of global land in the world. Compared to it, the frequency of 
earthquakes above magnitude 6 is 20.8 percent (see Fig. 1), and the number of active 
volcanoes is 7.0 percent compared with the world total.  

Japan is a small country, but there has the most frequent earthquake. 
This year, our country was attacked by “Great East Japan Earthquake”. In this 

earthquake, about 20,000 peoples were dead or missing. And this earthquake has 
brought the worst damage in Japan after world war 2nd. This earthquake proved that 
disaster preparation of Japan was completely poor. 

1.1   Problem with Current Disaster Medical Engineering (ME) in Japan 

Professor Fukumoto of Nagaoka University of Technology, who was performed 
disaster medical treatment at 2004 Chu-etsu earthquake and 2007 Chu-etsu offshore 
earthquake in Japan. He got a shock because disaster ME was not progressed since 
Great Hanshin earthquake 1995. In shelter, medicines, water and electricity were not 
enough supplied for several days cause of lifeline damage. Most medical equipments 
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were broken by falling on the floor or/and power failure, and the run out of manpower 
caused by many patients rushing to an Alternative Medical Treatment Site at the same 
time. The doctor was not able to take even a short break for 4 days. 

If this situation was ignored, the likelihood of medical negligence of doctors 
increases, and decrease doctors who voluntarily treat in a disaster time. 

 

Fig. 1. Number of earthquakes above magnitude 6. (Copied from Homepage of Japanese 
Cabinet Office, http://www.bousai.go.jp/1info/pdf/saigaipanf.pdf) 

1.2   The Disaster Medical Assistance System 

 

Fig. 2. Outline of the Disaster Medical Assistance System 
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We, “The Disaster ME laboratory” are aiming to construct “the Disaster Medical 
Assistance System” (see Fig. 2) to solve these problems. We have been designed to 
support disaster medical care through medical engineering that based on bitter 
experiences of these earthquakes. 

All devices of “the Disaster Medical Assistance System” have correlations with 
each other in terms of by functioning systematically and dealing with various 
disaster situations. 

The Rescue Robot is one of the devices of the Disaster Medical Assistance System. 
It is belonging to the center of this system that was defined as “Rescue phase”. 

In other words, this Rescue Robot is not intended to operate alone. This Robot will 
be able to work only after embedding this system. 

2 The Rescue Robot 

We will introduce “The dual crawler-type Rescue Robot” to prevent crush syndrome. 
Fig. 3 is the picture which prototype model of the robot was demonstrated in “The 

safe and secure festival in Yokohama 2009”. 

 

Fig. 3. Appearance of the Rescue Robot 

2.1   Necessity of the Rescue Robot 

In the Hanshin and Chu-etsu earthquake, many victims were crushed by rubble. But 
many victims died by symptom of “crush syndrome”, too. Even the simple rescue 
method that remove the rubble, it could be a cause of death. 

As the only countermeasure, Disaster medical assistance team (DMAT) creeps into 
fallen houses, and performs confined space medicine (CMS) that treats dialysis or 
administration of intravenous fluids at present.  

These methods are too dangerous to treat amid the aftershocks for both victims and 
DMAT.  

Nonetheless, it is problem that cannot begin the rescue operation until safety is 
secured. 

We think that the Rescue Robot technique is just suitable solution for the dilemma 
under various and dangerous situations. 
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2.2   Crush Syndrome 

Crush syndrome is a form of traumatic rhabdomyolysis (= a condition in which 
damaged skeletal muscle tissue breaks down rapidly) that occurs after prolonged 
continuous pressure and characterized by systemic involvement. (see Fig. 4) 

 

Fig. 4. Mechanism of Crush Syndrome 

Extensive muscle crush injury culminating in the crush syndrome is often lethal 
unless treated promptly and vigorously. 

The damages are seen after a prolonged period of pressure on a muscle group. The 
pressure causes necrosis of the muscle, and during revascularisation, diffusion of 
calcium, sodium, and water into the damaged muscle cells is seen, together with loss 
of potassium, phosphate, lactic acid, myoglobin, and creatinine kinase. These changes 
can lead to hyperkalemia (= medical emergency due to the risk of potentially fatal 
abnormal heart rhythms), acidosis (=an increased acidity in the blood), acute renal 
failure, and hypovolemic shock (= cause of lack of blood).  

Crush syndrome is commonly encountered after earthquakes, and in various other 
disasters. 

When rubble removed from the victim, myoglobin into the circulatory system leads 
to myoglobinuria (= the presence of myoglobin in the urine), which causes renal 
failure if untreated. And its action may result in “reperfusion syndrome” (= acute 
hypovolemia and metabolic abnormalities).  This condition may cause lethal cardiac 
arrhythmias.  

In other word, the simple rescue method that removes the rubble, it could be a 
cause of death. 

2.3   Advantage of the Rescue Robot 

Strong Point of Our Crawler System. We wanted to make the Rescue Robot that 
can work under rubble. But, we could not adopt existing crawler mechanism. 
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Existing crawler robots are too hard to proceed under rubble. Because the crawler’s 
rotational direction leads that it cannot do through narrow space vertically. (see Fig. 5). 

Therefore, we thought out the dual tiered crawler that coupled with crawler runs 
adverse directions. This crawler system could grip obstructions above, and it was also 
possible to even use as foothold (see Fig. 6). 

 

Fig. 5. Problem of existing crawlers 

 

Fig. 6. Advantage of our crawler system 

Mechanism of the Crush Syndrome Prevention. As “2.1 Necessary of Rescue 
Robot”, even if the Rescue Robot could reach at the victim under rubble, “remove-
rubble” rescue method may cause the victim’s Crush syndrome. 

Therefore, we designed “the mechanism of the Crush syndrome prevention”. 
The Rescue Robot is equipped with the cuff into that body. The cuff is inflatable 

band used in sphygmomanometer (= blood pressure meter). 
The cuff is inflated rapidly by using carbon dioxide gas from small-sized cylinder. 

It is able to stop blood flow around affected part (mostly leg) by inflate cuff pressure. 
In other words, this cuff works to prevent re-circulating of blood that causes 
contamination, which prevents the Crash syndrome. 

This method is only a first–aid treatment, it is necessary to treatment minutely by 
doctor after the rescue. 

In addition, there is no practical example of this approach. It will require further 
research and experimentation. 



94 T. Sahashi et al. 

Vital Sign Sensor Probe. Procedure of Crush syndrome prevention is a medical 
practice. Therefore, measurement of vital signs is essential. 

The Vital Sign Sensor Probe is composed of Near Infrared Camera, Infrared LED 
Light and Microphone/Speaker. These Sensors are equipped with tip of the flexible 
arm.  

The Near Infrared Camera and the Light checks the victim status and blood flow 
measurement visually. The Microphone is used to determine responsiveness of 
victims and check their heartbeat. The Speaker is used to call the victim and give their 
encouragement. (see Fig. 7) 

The doctor and operator utilize them for determining the severity of the victims. 
Because hemoglobin absorbs near infrared light (wavelength about 780nm), we 

can confirm superficial veins and the flow. 

 

 

Fig. 7. Outline of the Vital Sign Sensor Probe 

2.4   Expected Procedures of the Rescue Operation 

First, the Rescue Robot is operated by three peoples and more. As the detail of the 
member’s professions and rolls, Emergency Medical Technician (EMT) as operator, 
Firefighters (or any can operate) as cable management assistant, and doctor who 
performed the operational instructions (see Fig. 8). This selection was designed based 
on the laws of Japan.  

This Robot can be controlled remotely by wired control panel. It goes through 
under rubble with squeezing rubble and reached to victim (see Fig. 9). After removal 
of rubble, affected parts of victims are tighten smoothly by cuff to prevent crush 
syndrome. And the victim is picked up in the container inside of the Robot body (see 
Fig. 10). 

After picking up the victim in the container, the Rescue Robot goes back from 
under rubble to ground. In the safe place to both victims and rescuers, after that the 
victims are took enough treatment by doctors. 
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Fig. 8. Expected operators of the Rescue Robot 

 

Fig. 9. Assumed figure of the Rescue Robot operation 

 

Fig. 10. Assumed figure of putted on the cuff 

2.5   Specification of the Rescue Robot 

The following are the specs of 1/1-sized prototype model of the Rescue Robot that 
currently under development. Incidentally, all of figures do not include the figure of 
“the mechanism to open rubble” and “the mechanism of the Crush syndrome 
prevention” that cannot be installed to the Rescue Robot currently. 
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Length: 1.92m 
Width: 1.33m 
Height: 0.76m 
Weight: 329kg (Only the vehicle weight. Not include control panel’s and cable’s) 
Engines: 2 motors of CVVF (Constant-Voltage Variable-Frequency) control drive 
Batteries: DC12V × 6 = 72V (see Fig. 11) 
Controls: Using the remote control panel connected by 10 meters cable wire 
(Batteries are mounted on control panel carrier) 
Sensors: Front and Rear Cameras (and considering mount a roof top camera), the 
Vital Sign Sensor (made by Near Infrared Camera, Microphone/Speaker and LED 
Light) 

 

 

Fig. 11. Motors and Batteries of the Rescue Robot 

3  Issues of the Rescue Robot 

3.1   Current Issues 

Various problems arise in disaster time, but this prototype may be able to withstand 
these situations. Introduce of the following improvements to the Robot enable the 
handling of various situations from now on. 

1) Improvement of the anti-crush durability of whole parts of this Robot. 
2) Waterproof and fireproof. 
3) Study and development of the mechanism to open rubble. 
4) Improve the performance of mechanism to creep into rubble. 
5) Ensure the route to way back. 
6) Improvement of the victim accommodation mechanism. 
7) Improvement of the mechanism of prevents Crush Syndrome. 
8) Improve maneuverability. 
9) Improve Safety. 

Importantly, 3) to 7) and these quick and smooth cooperation are very important to 
rescue victims. 
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3.2 Present Status of the Blade Mechanism to Open Rubble 

Fig. 12 shows the latest design of the Rescue Robot. 
Separate each functions of “Creep into rubble” and “Accommodate the victim” to 

each Robots. Therefore, Carrier Robot can specialize to creep into rubble and ensure 
the escape route, Accommodation Robot can specialize to sensitive work that 
treatment victim’s condition. 
 

 

Fig. 12. Expected design of “The Robot in Robot style Rescue Robot” 

Carrier Robot. Carrier Robot has sturdy body to withstand load of rubble and Blade 
mechanism mount with crawler to open rubble. Circular saw is cutting rubbles to lift 
it easily. By making a simple tunnel with sturdy cloth and flame to secure the escape 
route. (see Fig. 13). 
 

 

Fig. 13. Expected design of the Carrier Robot 



98 T. Sahashi et al. 

If this Carrier Robot cannot escape from under rubble by itself, we will leave this 
Robot after made the route and Accommodation Robot is launched. Because we can 
dig it by heavy equipments after all rescue processes were finished. 

Accommodation Robot. Fig. 14 shows expected design of Accommodation Robot. 
Before this robot starts the work, robot is already creeping into rubbles by Carrier 
Robot, so accommodation robot doesn’t need to equip crawler belt. The lift power of 
accommodation robot is not so strong as like Carrier Robot’s, on the other hand, it can 
move the victim more and more sensitive. 

We adopt an Archimedes’ screw drive system to underbody of this robot. 
Because… 

1) It has high performance against bad surface. 
2) It can easy to change direction and horizontal movement. 
3) Structure is simple, whereby it can take high reliability. 
4) This drive system has poor energy efficiency, but it is not so big problem because 
operational distance of the Accommodation Robot is short. (Maximum within 100m). 

Pressure Cuff, we plan to use “Two-step inflate method” type cuff that described 
below. 
 

 

Fig. 14. Expected design of the Accommodation Robot 

3.3   Present Status of the Mechanism to Prevent Crush Syndrome 

Fig. 15 is the latest design of the mechanism to prevent Crush syndrome. 
This mechanism needs to touch the living human body directly, it is requires a very 

delicate design. For example, the disaster scene severity, victim’s body position, place 
of the affected area, and so on. 
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Fig. 15. Proposed design and its procedures of “Two-step inflates method” 

The advantage of this method will not have to touch the victim directly by the 
mechanical arm. And it can make the mechanism simply, and thus it can be expected 
to improve reliability. This cuff system can deal with victim’s various positions. 
(Head side or foot side, supine or prone). 

However, we will have to conduct a detailed examination, including the shape of 
Cuff that can prevent Crush syndrome effectively or not. 

4  Conclusions 

In this study, we produced the first 1/1 sized prototype model. And we have designed 
new Rescue Robot to improve their problems that found by its prototype 
development. 

Now we making 1/5 sized model of the new designed Rescue Robot to verify its 
performance and more improvement. And we will start to make medical tests (top 
priority is Crush syndrome) using 1/1 sized prototype in the near future. But many 
issues still remain to perform medical tests before. 

This robot was born from the needs of experience in an actual disaster medicine. 
Our development could not in time for the Great East Japan Earthquake. It made us 
deeply regret. 

In order to prepare for next big earthquake, we will finish the research and 
development as soon as possible. 
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Abstract. Currently most car drivers use static routing algorithms based on the 
shortest distance between start and end position. But the shortest route is 
different from the fastest route in time. Because existing routing algorithms lack 
the ability to react to dynamic changes in the road network, drivers are not 
optimally routed. The current traffic situation can be assessed by tracking car 
drivers provided with a smart GPS device. The real challenge is to predict 
future delays in travelling time. In this paper we present a multi-agent approach 
for routing vehicle drivers using historically-based traffic information. we 
successfully implemented a working prototype that uses various technologies 
such as Java, the Open Street Map API for rendering the map or J2ME for the 
mobile phone client. 

Keywords: Dynamic Routing, Predicting Travelling Time, Personal Assistant, 
Hand-held Devices. 

1   Introduction 

In densely populated regions the capacity of roads is not sufficient to optimally route 
all drivers from a source point to a destination point. During the last years the burden 
caused by growth of traffic intensity and frequency of traffic jams on major roads, 
highways and in urban areas has been stigmatized. However, regrettably enough, the 
expansion of infrastructure cannot always keep up with these increased demands so 
other solutions have to be taken into account to solve traffic problems. Congestion 
causes loss of time and money, it damages the environment, encourages energy waste 
and it affects our health. In fact we have to think about travelling in a completely 
different way. We need to make use of the already existing road networks and we 
need to make smart choices about the way in which we travel.  

In many countries there are research programs, therefore, which deal with the 
causes and effects of congestion. Mechanisms for congestion prediction have been 
considered and countermeasures affecting road infrastructure (e.g. reversible lanes, 
improving network junctions, separate lanes for specific user groups), supply and 
demand traffic management (e.g. adding more capacity at bottlenecks, road pricing, 
road space rationing) as well as intelligent transportation systems facilities (e.g. traffic 
reporting, variable message signs, navigation systems, automated highway systems 
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etc.) are being applied. These are of limited help as they offer no alternative route 
when traffic jams. In The Netherlands, during every workday there are more than two 
million Dutch drivers caught in traffic-jam (see Fig 1). 

 

 

Fig. 1. Traffic congestion in The Netherlands  Fig. 2. Dynamic routing information panel 
(DRIP) on the ring of Rotterdam 

At some time every road user is mainly on highways about the current movement 
conditions using DRIP (Dynamic Route Information Panel). DRIPs are programmable 
graphic and textual panels, where symbols and/or text can be displayed. These panels 
allow the user to have better access at traffic information in a graphical form (see 
Figure 2). Route information such as travel times (in minutes) or traffic-jam lengths 
(in kilometers) for a specific route can also be provided. Besides, there is the 
alternative of warning users about incidents, about upcoming congestion and about 
certain weather condition like fog or ice. Through these panels information traffic 
managers attempt to improve road conditions.  

Surveys have indicated that motorists’ main concern is the uncertainty of their 
journey times. Because of that, several automotive navigation manufacturers have 
developed and advertised navigation systems for congestion avoidance. These devices 
have an integrated real-time traffic and road incident receiver to display information 
based on Traffic Message Chanel (TMC), RDC or GPRS/3G. For example, the 
navigation manufacturer Tom Tom provides real-time traffic information based on 
cellular floating phone data system which exploits data from anonymous cell phone 
users and is enhanced by GPS-based probe information and other third party 
messages. A similar application is the Mobile Millennium Project in Berkeley 
California, which uses anonymous speed and position information gathered by GPS-
equipped mobile phones, fuses it with data from static traffic sensors and broadcasts 
the traffic information back. 

This project was our main source of inspiration to develop our routing device. 
The complexity of traffic management is due to the interaction of three main 

processes [1]: 

• the traveller’s decision behavior, as the decisions of drivers influence the outcome 
of the traffic network; 
• the dynamic traffic assignment in a traffic network; 
• the traffic flow behavior, in particular when incidents and accidents occur in the 
network. 
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One approach to solve the congestion issues and though to reduce the travel time for 
individuals is to develop a route planner that incorporates current and future traffic 
information when searching for the best route. When congestions or incidents occur 
on this route the planner has to compute the best alternative solution which may lead 
the driver on different roads or to a train station. The main purpose is to minimize the 
travelling time by taking into account the changes and the future situation in the 
traffic network. In this area the personal advanced travelling assistants play a crucial 
role. Such an assistant has multiple functions including that it computes the shortest 
travelling time-routes based on current information received from traffic. 

The outline of the paper is as follows. In the next section we will describe related 
work on dynamic routing. Next we will describe the used databases of historical 
travel times. Next to open sources we used to build our prototype. Then we describe 
the main part the dynamic routing algorithm. We report some experimental results 
and end up with a conclusion. 

 

Fig. 3. Car drivers use a Digital Traveler Assistant to plan a trip 

2   Related Work 

Traffic assignment is defined as the problem of finding traffic flows given an origin-
destination trip matrix and a set of costs associated to the links. One solution for this 
problem is either that the driver drives on the optimum path according to his 
preferences, known as the User Equilibrium (UE) assignment or alternatively the path 
that minimizes the overall network's travelling time, known as the System Optimum 
(SO) assignment. 

Wardrop was the first one to differentiate the two methods [2]. A spectacular 
example that actually shows that the UE assignment is in general different from the 
SO solution is the Braess network. The mathematician Dietrich Braess obtained the 
paradoxical result that the addition of an arc to the network can result in increased 
origin to destination and overall travel cost. Fisk studied the Braess paradox more in 
detail [3]. She presented the sensitivity of travel costs to changes in the input flows 
while they are in Wardropian equilibrium. Examples which state the fact that an 
increased capacity of the input flow can decrease the travelling time are presented. 

Non-equilibrium methods assign traffic to a single minimum path between two 
zones. The minimum path infers the minimum travel time. Minimum path algorithms 
include for example the models developed by Dantzig [4] and Dijkstra [5]. Other  
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non-equilibrium methods include diversion models, multipath assignments and 
eventually combined methods. 

Equilibrium methods are algorithmic approaches which assume equal travel times. 
They are optimal assignments since they are formulated on the basis of linear or 
nonlinear mathematical programming [6]. The user optimum equilibrium can be 
found by solving a nonlinear programming problem. 

When a time dimension is added at the models previously described then the DTA 
is obtained. Thus, by including temporal dimensions we can represent the real life 
traffic situation and compute the traveling time. Literature surveys in this field 
generally mention two main approaches for DTA: the analytical-based models and the 
simulations. 

The first approach which is the analytical-based approach model considers two 
time indices: the time at which the path flow leaves its origin and the time at which it 
is observed on a link. In other words, the approach assumes that the whole time is 
divided in intervals. Then, static mathematical analytical control models are applied to 
each interval, on the assumption that one interval is long enough so that drivers can 
complete the trip within that certain time interval. 

Literature within this area of research is extensive. DTA has evolved a lot since the 
work of Merchant and Nemhauser [7] who considered a discrete time model for 
dynamic traffic assignment with a single destination. The model they assumed was 
nonlinear and non-convex. 

Meantime, researchers became aware that DTA theory was still undeveloped and 
necessitated new approaches to account for the challenges from the application 
domain. DTA comes across a large set of problems depending on various decision 
variables, possessing varying data requirements and capabilities of control. 

The second approach is the simulation-based model. This approach simulates the 
behaviour of the drivers in different traffic settings. Due to their capability of better 
representing the real world they increased their popularity. Simulations usually try to 
replicate the complex dynamics of the traffic. Although that this is considered a 
different approach, the mathematical abstraction of the problem is a typical analytical 
formulation. 

Next we consider some analytical-based approaches and mathematical 
programming models for DTA from literature. Ziliaskopoulus split the analytical 
models from literature in four broad methodological groups where the first ones are 
the mathematical programming formulations [8]. Within this approach flow equations 
are deducted and a nonlinear mathematical programming problem has to be solved. 
Merchant and Nemhauser [7] and Ho [9] studied such models. Due to the complexity 
of a nonlinear problem, a linear version of the model with additional constraints can 
be created and solved for a global optimum using a simplex algorithm. The linear 
program has a staircase structure and can be solved by decomposition techniques. 

In optimal control theory the routes are assumed to be known functions of time and 
the link flows are considered continuous functions of time. The constraints are similar 
to the ones at the mathematical programming formulation, but defined in continuous-
time setting. This results in a continuous control formulation and not in a discrete-
time mathematical program. Friesz et al. [10] discuss two continuous link-based time 
formulations of the DTA for both the SO and UE objectives considering the single 
destination case. The model assumes that the adjustments of the system from one state 
to another may occur while the network conditions are changing. The routing is done 
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based on the current condition of the network but it is continuously modelled as 
conditions change. The SO model is a temporal extension of the static SO model and 
proves that at the optimal solution the costs for the O-D used paths are identical to the 
ones on the unused paths. They established as well a dynamic generalization of the 
well-known Beckmann's equivalent optimization problem. 

Simulation environments address key issues of the traffic assignment, such as the 
flow's propagation in time and the spatio-temporal interactions. Contemporary DTA 
models were developed using different traffic simulators (such as CONTRAM 
(CONtinous TRaffic Assignment Model), DYNASMART or SATURN etc.). 
SATURN, [11] is an early DTA simulation tool that uses an equilibrium technique. 

The CONTRAM, [12] simulation environment is more dynamic than the previous 
ones as it allows the re-routing of cars if traffic conditions worsen. However, it does 
not consider a maximum storage capacity for roads and it assigns cars only based on 
the Wardropian principle. DYNASMART is a contemporary DTA model which uses 
the basic CONTRAM concept. Abdelfatah and Mahmasanni show an example of a 
DTA model developed by the DYNASMART approach [13].  

Lum at al. showed that the average speed depends on the road's geometry, on the 
traffic flow characteristics and on the traffic signal coordination [14]. A new travel 
time-density model was formulated by incorporating the minimum-delay per 
intersection and the frequency of intersections as parameters. The travelling time and 
the traffic volume are two main field items that have to be considered for the speed 
flow study along arterial roads. 

Most influencing factors that have been cited in literature are the special incidents 
and holidays, signal delays, weather conditions and the level of congestion. The 
prediction error might be also directly proportional with the length of the forecasting 
period [15]. 

Most of the short-term forecasting methods that were used in literature can be 
divided in two categories, namely regression methods and time series estimation 
methods. A third category can be described as combining these two. Relevant 
forecasting techniques examples which belong to previous research studies are 
presented in the following paragraphs. The type of traffic data that was used along 
with possible inconveniences that we detected is included. 

Hobeika and Kim constructed three models for short-term traffic prediction by 
combining the current traffic, the average historical data and the upstream traffic [16]. 
Li and McDonald use GPS equipped probe vehicles and determine mean speed values 
in order to develop a fuzzy mathematical travel time estimation model [17]. Time 
series analysis is as well a popular method to infer the travel time prediction due to 
their strong potential for on-line implementation. Ishak et al. describe a short-term 
prediction model for speed that follows a nonlinear time series approach and uses a 
single variable [18]. 

In review of literature, researchers have used parametric models in order to forecast 
the travel time, such as regression models or time series and nonparametric models 
that include ANN models [19],[20]. Studies have shown that Ann’s (including 
modular neural network model and state space neural network model) is a powerful 
tool to predict travel time on freeways [20]. Yu et. al. proposed a travel time 
prediction model which comprised two parts: a base travel time and a travel time 
variation [19]. The first term is computed using a fuzzy membership value average of 
the clustered historical data that reflects the traffic pattern. The variation is predicted 
through a cluster based ANN in order to capture the traffic fluctuation. 
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3   Data 

Historical data may consist of single vehicles trajectories or it may be in the form of 
databases of traffic variables measurements recorded at spots on the roadways. The 
broadcasters along the roadways identify and report the travelling speed of vehicles at 
fixed time intervals, the number of vehicles or the congestion level. But most of the 
traffic measurements infer the travelling speed, which is most important for detecting 
the travelling time. 

The raw data is processed in order to obtain traffic indicators, such as the average 
speed or the congestion level on the roads at fixed intervals. Missing data is usually 
computed by interpolation from the surrounding data (if it does not exceed a certain 
interval). Other problems might come up at the analysis stage because if the 
recordings are not done for each lane there are differences between trucks (which 
have a different speed limit) and cars. An example of a travel time plot obtained from 
historical data on highway A9 on the 25th of March 2003 is given in Figure 4. 

 

Fig. 4. Dynamic route information 

Traffic data can be collected by a variety of data sensors, such as inductive loop 
detectors (ILD) (see Figure 5), videos, floating cars, remote traffic microware sensors 
etc. The latter represent a relatively new technology for collecting traffic data. But 
since it is still in the testing stage, only a limited number of such sensors have been 
installed in the United States. Therefore, it cannot be used for wide-area data 
collection. 

ANWB is one of the services which attempts to offer a live traffic update for the 
highways network in The Netherlands. The application is using data from the 
monitoring system. It shows real life graphical information about the bottlenecks on 
the highway network by giving an estimate of the current average speeds (see Figure 
6). This traffic information is available 24 hours a day on their website and is free of 
charge. The file that we used to fill in our database was built by collecting data from 
the ANWB website. The traffic data was collected each 10 minutes for a couple of 
weeks for a roadway network that comprised the highways and a few national roads 
from the country. For each road the traveling time was extracted from the text files 
that are offered by ANWB. All data was organized in an Excel file. 
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For each road the following information was stored: 
• name of the road (such as A1, A2, etc.); 
• names of the intersections bounding the road; 
• length of the road in kilometres; 
• maximum speed allowed on the road; 
• associated travelling time computed based on the maximum speed; 
starting from 0:00 to 23:50 for each 10 minutes interval the added travelling time in 
case of congestion.  

The missing data in some cases was computed by interpolation from the surrounding 
data. After the processing and analysis of the collected data, 4 Thursdays were chosen 
in order to be further used. The file in Excel needed further processing in order to be 
integrated in our application. 

 

Fig. 5. Wires in the surface of the road 

4   Open Source Tools 

OpenStreetMap (OSM) is a collaborative project to create a free editable map of the 
world. OSM follows a similar concept as Wikipedia does, but for maps and other 
geographical facts. An important fact is that the OSM data does not resume to streets 
and roads. Anybody can gather location data across the globe from a variety of 
sources such as recordings from GPS devices, from free satellite imagery or simply 
from knowing an area very well, for example because they live there. This 
information then gets uploaded to OSM's central database from where it can be 
further modified, corrected and enriched by anyone who notices missing facts or 
errors about the area. OSM creates and provides free geographic data such as street 
maps to anyone who wants to use them. The OSM project was started because most 
maps that people think of as free actually have legal or technical restrictions on their 
use, holding back people from using them in creative, productive, or unexpected 
ways. Libraries to access the resources provided by the project are available for 
multiple languages and purposes. As an example, several rendering libraries exist (in 
Javascript, Python, C and Java) and also several editing clients that allow to interact 
with the data. In order to implement the graphical user interface of the system and to 
construct an initial database out of intersections and highways from The Netherlands, 
we embedded an OpenStreetMap map viewer in the application. This was a Java 
panel which allowed several listeners and functions to be redefined.  
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Fig. 6. Dynamic route information 

Due to the modular design of Swing component library, the integration was an easy 
task. 

The API of the OSM viewer provides a number of utilities for manipulating maps, 
allowing us to construct a robust user interface for our system. We were able to: 

• create the intersections for the traffic network graph by clicking on the map. 

• create directed links between two nodes - and we assume that all the roads are 
straight. 

• calculate distances in kilometres between nodes by using their latitude and 
longitude. 

• relate geographical coordinates to plane coordinates on the map. 

• design (in different colours) paths on the map, parallel to the main roads in order 
to display a requested route. 

An example of the OSM integrated in our application is presented in Figure 7. The 
intersections and the roads from the database are displayed on the map. 

5   Dynamic Dijkstra Traffic Assignment 

The starting point of the implementation for a dynamic traffic assignment is to build 
the traffic network as a time expanded graph. Given the traffic model that we 
presented in the previous section we need to implement the algorithm on a graph that 
is extended in time. This is determined by the time varying speed graphs, which we 
also presented in the previous chapter. Using this representation we can then apply 
known mathematical algorithms to solve our problem. As for general routing 
problems, the Dijkstra's shortest path algorithm could be applied. The main difference 
to a classic traffic assignment, in representing the network graph is that the cost varies 
in time. 

The input to the algorithm is represented by a route request. A route request 
consists of an O-D (origin-destination) trip demand at a specific time. The algorithm 
will be applied on the network graph and it uses the nodes, the roads and the 
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estimation of the travelling time based on the varying average speed associated to 
each road. 

The network is represented by a graph G = {N,A}, where A is the set of directed 
links and N a set of nodes. G represents the spatial network, meaning the network of 
nodes and roads. In order to represent the dynamic travel time we will use a time 
extended network. The time expanded network can be constructed in the following 
way: the planning horizon is divided into variable time periods {t = 1,….T} and each 
node is copied for each period t so that for each node k there are now T time-space 
nodes denoted kt. For each link j in the spatial network consider time-spaced links, jtτ 
joining the entry node of link j at each time t to the exit nodes of link j at latter times, 
τ = t + 1; t + 2,…. Thus for each spatial link we have time-expanded links (jtτ), τ = 
1..T, t = 1….T. This approach brings one constraint: the travel time has to be 
discretized to intervals. If we use a very high sample rate then an enormous graph is 
required whereas a lower sample rate results in loss of information. 

An example of a space time extended graph constructed in the modality that we 
just described is presented in Figure 8. The space graph represented by the nodes (A, 
B, C, D, E) is repeated for three time intervals (t1 at 09:00, t2 at 09:05 and t3 at 
09:10). The edges that connect the nodes from A to E, coloured in red represent the 
initial connections in the graph. For clarity these edges were kept similar also for the 
other layers. But the edges in dotted lines are the real connections of the time 
expanded graph. They show the evolution in time of the speed flow along with the 
travelling time in the network. Their length, between the layers, represents the 
travelling time associated to the corresponding edge when starting at each layer. It 
should be noticed, however, that not all edges were represented in the Figure in order 
to keep it readable. For example, the travelling time from B to D is 5 minutes at 09:00 
and 20 minutes at 09:05. In order to show more clearly which are the differences 
between the DDTA and STA averages of the travelling time we use Table 1. In this 
table the first part shows the average time that DDTA gains compared to STA in 
minutes. Some values here may appear to be lower than expected but these are the 
averages. 

It is worth mentioning that in the worst case DDTA gives a result with the same 
travelling time as the other algorithms, but never worse. This is the case of the 0  
 

 

Fig. 7. Dynamic route information 
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values in the second part of the table. In this part we show at each hour the route with 
greatest gain in time for DDTA. We notice for example that from Rotterdam to 
Amsterdam we have a gain of 16.78 minutes at 8 o'clock. 

 

Fig. 8. Dynamic route information 

6   Model 

Digital Traveler Assistant (DTA) gives the traveller routing advices during his trip 
starting from departure to destination. The traveller will benefit of the best available 
solution according to his preferences at the departure time. If unexpected events 
occur, it will result in modifications during the trip. DTA should distribute the traffic 
in the network so that it satisfies the preferences of the users by taking into account 
the availability in the network. The system will use continuously updated traffic flow 
information. This information would be available from the GPS-equipped mobile 
phones of the users. Given that the system knows which are the route requests and the 
routes assigned already to drivers it can give a prediction of the travelling times on the 
roads in the future. This can be done by training a neural network on the relation 
between various traffic parameters such as the traffic stream and the travelling time. 

If we return to the individual routes assignment, in case of an incident/road work 
the system informs the traveller on the delays and best alternative solutions. The 
driver will be also informed on the travelling time associated to the recommended 
alternative, the types of roads and eventually the advantages/disadvantages. As we 
already mentioned, DTA connects to the users by a hand held device. This can be a 
smart phone, a routing device or a PDA. 

DTA is a distributed system that links the users to the central server. All 
components are connected through Internet. Users are connected to the server but they 
can also communicate among themselves by using ad hoc wireless networks. A 
possibility to do this is by using the wireless network between light poles on the 
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highways. The advantage of DTA is that if the system becomes a centralized one 
(because of network problems) it still manages by connecting to the other cars in 
order to get the information it needs. Figure 9 depicts the architecture of DTA. The 
main server has to be connected to the roads and nodes database, to the historical 
database and to an incidents database. As we already mentioned, it is important for 
DTA to benefit of live traffic information. The system is designed in such a way that 
it uses the information from the vehicles that already exist in the network. The GPS-
equipped mobile phones report their positions at fixed time intervals. Moreover, the 
routes of the vehicles are supervised, meaning that the system knows the origin, the 
destination and the departure time of each route. In this way the travelling time of the 
traffic flow in the future can be estimated. 

 

Fig. 9. Dynamic route information 

7   Experiments 

In order to be able to perform our experiment, testing the possible advantages using a 
routing algorithm based on historical data we need to define some test routes.  Our 
expectation is that during the rush hours with high traffic streams between big cities, 
dynamic routing using historical traffic data should provide a better solution than 
static routing. To ensure reliability of our samples, we have selected 21 cities in The 
Netherlands with number of populations of more than 100.000. Next we Calculate the 
travel time of every combination of departure/arrival cities and departure time from 
15.20 until 18.40 with 20 minutes interval (T1,….T10. We compute the shortest path 
by using Dijkstra’s algorithm and calculate the total travelling time using historical 
travelling data. We plot the difference using colour matrices. The range is 0 (blue 
area) up to more than 30 minutes (red area)We observe that in the rush hours between 
some cities there are significant differences. 
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    T1, T2=15.20-16.00 

    T3,T4=16.00-16.40 

    T5,T6=16.40-17.20 

    T7,T8=17.20-18.00 

    T9,T10=18.00-18.40 

Fig. 10. Visual display of the differences in travel time between computed by the Dijkstra and 
adapted Dijkstra algorithm 

8   Conclusions 

As we mentioned in the introduction of this thesis, our main purpose was to build a 
dynamic traffic assignment. An important component of this is the prediction of the 
travelling time. In this paper we proposed a prediction method that would update the 
historical data based on supervising the routes in the network together with the real 
time traffic information. 
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Our prototype implements an algorithm that is a time dimensional extended 
version of Dijkstra shortest path algorithm. The main difference is that our algorithm 
takes into account the traffic variations in time. The cost function in the algorithm is 
associated with the travelling time. The algorithm uses the prediction model that we 
described previously. Because of the fact that the algorithm gives the route with the 
shortest time to each user we may categorize it as a user equilibrium assignment. 
However, we assume that just a part of the drivers in the network are connected to the 
system. If we deal with the whole network the situation would change. 

The results of the algorithm were compared to the results of two variants of the 
static Dijkstra algorithm, one that computes the shortest path and one that uses the 
fastest roads given their maximum speed limit. 

We developed a complex design for an advanced traveller information system that 
relies on the concept of distributed systems. The system that we designed integrates 
the use of live traffic information that derives from tracking the individuals and use of 
highway sensors. Travellers are routed through hand held devices which can be their 
mobile phones. Another important feature of the system that we designed is that it is 
usable by everybody, without any special training or knowledge needed. In order to 
get more insight into users’ preferences with regard to such a system we did a user 
survey that mostly confirmed our expectations but also brought new ideas. 

The system is also seen as an intelligent assistant as it has the capability to detect, 
learn the user's profile and associate it with his schedule. It combines this information 
with the traffic data and advises him about the best route to take. 

Building the design of such a system was a challenging experience as there are 
numerous aspects to be taken into account. For each feature that we included in the 
design we also presented a possible manner to achieve it. 

Given the huge complexity of the system we chose to implement the most 
important components with their basic characteristics. 
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Abstract. Frames are a mathematical tool which can represent redundancies in
many application problems. In this article, a class of infinite dimensional and
bi-directional frames are studied. It is shown that the infinite dimensional and
bi-directional frames can be represented by milti-input, multi-output state space
equations. Such a state space representation can enable the application of pow-
erful linear system methods and numerical tools to the performance analysis and
evaluation of frames.
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1 Introduction

In the study of vector spaces, frame is a more flexible tool compared with basis. The
frame elements are linearly dependent, so to provide redundancies, and all elements in
the vector space can be written as a linear combination of the frame elements. Frames,
as a mathematical theory, were introduced by Duffin and Schaeffer [1] in 1950s. Since
1980s, frames have played an important role in signal processing, see [2] written by
Daubechies, Grossman, and Meyer. Some particular classes of frames have been ex-
tensively studied, for example, Gabor frames, which are also called Weyl-Heisenberg
frames described in [3] and [4], and wavelet frames, which were introduced in [2], [5],
and [6]. Frames have also found numerous practical applications including pyramid
coding [7], source coding [8], denoising [9], robust transmission [10], CDMA systems,
multiantenna code design, image segmentation, classification, restoration and enhance-
ment, etc. More comprehensive reviews of the frames and their applications can be
found in [11] and [12].

The theory of frames is a powerful means for the analysis and design of the over-
sampled uniform filter banks (FBs). [13] and [14] studied properties of oversampled
FBs. Necessary and sufficient conditions on a FB to implement a frame or a tight frame
in l2(Z) were given in terms of the properties of the corresponding polyphase analysis
matrix. Further frame analysis works were based on the fact that the polyphase matrix
provides matrix representation of a frame operator, which can be found in [15], [16],
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[17], etc. Later, [18] presented a direct computational method for the frame based anal-
ysis and design of oversampled FBs, which employed the state space representation of
the polyphase matrix.

In the studies of frames, the frame bounds and frame bound ratio are very important
indices characterizing the robustness and numerical performance of frame systems. The
quantification and computation of frame bounds have been actively investigated in past
years. The classic approach to obtain frame bounds of multirate FBs is in the frequency
domain, for example, [15], [16], [17], [19]. [20] stated the frame bounds of iterated
FBs making use of the wavelet frame bounds computed in the frequency domain. The
frequency domain approach to computing the frame bounds is an approximation method
which samples the polyphase matrix of the frame operator over the frequency range
ω ∈ [0, 2π) and then performs eigenanalysis on the sampled matrices. Such a sampling
approach can be very tedious when the frequency grid is dense and the polyphase matrix
is nondiagonal and of infinite impulse response. Moreover, errors due to the frequency
domain sampling of the polyphase matrix cannot be precisely quantified and predicted
by the density of the frequency grid for generic oversampled FBs.

Frame bounds can also be evaluated in the time domain using the linear matrix in-
equality (LMI) technique, see [23], which is an application of the KYP lemma stated
in [24]. This method avoids the frequency domain sampling and approximation, but is
only applicable to causal FB frames in the forward direction rather than to bi-directional
frames.

In this article, a time domain direct state space representation and analysis of frames
is presented. It is shown that a general class of frames including multidimensional and
bi-directional frames with mixed causal-anticausal components can be formulated in the
form of multi-input multi-output state space equations. This state space representation
can enable the powerful linear system methods in the time domain to be applied to
the performance analysis and evaluation of the frames, dual frames and frame bounds.
Based on the state space representation, the well known LMI solutions can be applied
to provide accurate and efficient numerical computation of the frame performance.

The rest of this article is organized as follows. Section 2 presents notations followed
by the fundamentals of frames. Different representations of mixed causal-anticausal
LTI systems are introduced, including the state space representation and the transfer
function representation in Section 3. Section 4 presents the state space representation
and the analysis of frames and frame bound properties. The article is concluded by
Section 5.

2 Preliminaries

Let �2(Z) denote the square summable vector space. A sequence of vectors {ĥi; ĥi ∈
�2, i ∈ Z}, with each ĥi written as ĥi = {· · · , ĥi(−1), ĥi(0), ĥi(1), · · ·}, is a frame
for �2 if there exist constants 0 < α ≤ β <∞ such that

α ‖v̂‖2 ≤
∑
i∈Z

∣∣∣〈v̂, ĥi〉
∣∣∣2 ≤ β ‖v̂‖2 , ∀v̂ ∈ �2. (1)

The frame {ĥi} is called a tight frame if α = β is satisfied.
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A sequence {f̂i; f̂i ∈ �2, i ∈ Z} is a dual frame of {ĥi} if it satisfies

v̂ =
∑
i∈Z

〈v̂, ĥi〉f̂i; ∀v̂ ∈ �2. (2)

A frame {r̂i} is the canonical dual frame of {ĥi} if it satisfies∑
i∈Z

|〈v̂, r̂i〉|2 ≤
∑
i∈Z

|〈v̂, f̂i〉|2, (3)

for all frames {f̂i} which are dual frames of {ĥi}.
The frame operator Ŝ : �2 → �2 of a given frame {hi} is defined as

Ŝ v̂ =
∑
i∈Z

〈v̂, ĥi〉ĥi, (4)

and it is a positive and invertible operator. Applying Ŝ−1 to both sides of (4) yields

v̂ =
∑
i∈Z

〈v̂, ĥi〉Ŝ−1ĥi.

It shows that {Ŝ−1ĥi} is a dual frame of {ĥi}. Moreover, it can be verified that {Ŝ−1ĥi}
is the canonical dual frame of {ĥi}.

Define the blocking operator BM : �2 → �M2 as follows.

BM v̂ = v = {· · · , v(−1), v(0), v(1), · · ·} ∈ �M2 ,

where
v(k) = [v0(k), v1(k), · · · , vM−1(k)]

T ,

with vm(k) = v̂(kM + m), m = 0, 1, · · · ,M − 1. The corresponding deblocking
operator is B−1

M : �M2 → �2, such that B−1
M v = v̂. It is clear that ‖v‖ = ‖v̂‖ and BM

and B−1
M satisfy ‖BM‖ = ‖B−1

M ‖ = 1. For v, h ∈ �M2 , define the inner product between
v and h as

〈v, h〉 =
∑
k∈Z

〈v(k), h(k)〉.

It follows that 〈v, h〉 = 〈v̂, ĥ〉.
Applying the blocking operator to the frame {ĥi} yields

hi = BM ĥi; i ∈ Z. (5)

If {ĥi} is a frame satisfying (3), the sequence {hi} is a frame for �M2 in the sense

α ‖v‖2 ≤
∑
i∈Z

|〈v, hi〉|2 ≤ β ‖v‖2 , ∀v ∈ �M2 .

Following from the equivalence between {ĥi} and {hi}, it is straightforward that {hi}
is a tight frame for �M2 if {ĥi} is a tight frame for �2; {fi} is a dual frame of {hi} such
that

v =
∑
i∈Z

〈v, hi〉fi; ∀v ∈ �M2 , (6)
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if {f̂i} is a dual frame of {ĥi}; and {fi}, with fi = S−1hi, i ∈ Z, is a canonical dual
frame of {hi} if {f̂i} is a canonical dual frame of {ĥi}, where S : �M2 → �M2 is the
frame operator of {hi} given by

Sv =
∑
i∈Z

〈v, hi〉hi. (7)

3 State Space Realization of Systems

Consider a multi-input, multi-output dynamical system in terms of the following state
equation.

xc(k + 1) = Acxc(k) +Bcu(k), (8)

xa(k − 1) = Aaxa(k) +Bau(k), (9)

y(k) = Ccxc(k) + Caxa(k) +Du(k), (10)

where (8) and (9) are, respectively, the causal and anticausal state equations, (10) is
the output equation, xc(k) ∈ Rnc and xa(k) ∈ Rna are, respectively, the causal and
anticausal state vectors, u(k) ∈ RM is the input vector, y(k) ∈ RN is the output vector,
Ac ∈ Rnc×nc , Bc ∈ Rnc×M , Cc ∈ RN×nc and Dc ∈ RN×M are matrices of the causal
state equation and Aa ∈ Rna×na , Ba ∈ Rna×M and Ca ∈ RN×na are matrices of the
anticausal state equation of the system.

The system (8)-(10) is a minimal realization if the matrix dimension of Aa and Ac

are minimal among all realizations of the system. The causal system (8) is stable if
all the eigenvalues of Ac are within the unit circle and stabilizable if there exists an
Fc ∈ RM×Nc such that all the eigenvalues of Ac +BcFc are within the unit circle. It is
unstable if Ac have one or more eignvalues on or outside the unit circle and is antistable
if all the eigenvalues of Ac are outside the unit circle. Similarly, The anticausal system
(9) is stable if all the eigenvalues of Aa are within the unit circle and stabilizable if there
exists an Fa ∈ RM×Nc such that all the eigenvalues of Aa +BaFa are within the unit
circle. It is unstable if Aa have one or more eignvalues on or outside the unit circle and
is antistable if all the eigenvalues of Aa are outside the unit circle. The anticausal-causal
system (8)-(10) is stable, if all the eignvalues of Ac and Aa are within the unit circle,
and is unstable otherwise.

Let z denote the shift operator such that zx(k) = x(k+1) and z−1x(k) = x(k−1).
The transfer matrix Gac(z) ∈ CN×M of the system (8)-(10) with anticausal and causal
states is given by

Gac(z) = Ca(z
−1I −Aa)

−1Ba +D + Cc(zI −Ac)
−1Bc. (11)

Introduce, respectively, the following short notation for the anticausal, causal and
anticausal-causal system state space realizations.

Ga(z) = (Aa, Ba, Ca, D)a

= Ca(z
−1I −Aa)

−1Ba, (12)

Gc(z) = (Ac, Bc, Cc, D)c
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= Cc(zI −Ac)
−1Bc +D, (13)

Gac(z) = (Aa, Ba, Ca, D,Ac, Bc, Cc)

= Ca(z
−1I −Aa)

−1Ba +D + Cc(zI −Ac)
−1Bc. (14)

The systems Ga(z) and Gc(z) are, respectively, strictly anticausal and causal if D = 0.
If the system Gac(z) is stable, it defines an operator Gac : �M2 → �N2 and the norm

of Gac is defined as
‖Gac‖ = sup

‖û=1‖
‖Gacû‖ (15)

Let Sac(z) = G∗
ac(z

−1)Gac(z) and λ̄(Sac(e
jω)) and λ(Sac(e

jω)) be the greatest and
lest eigenvalues of Sac(e

jω), respectively. It has been well known that ‖Gac‖ is the H∞
norm of Gac(z), i.e.

‖Gac‖ = ‖Gac‖∞ = sup
ω∈[0,2π)

λ̄(Sac(e
jω)) (16)

The above result implies that the operator norm of a stable system is the H∞ norm of
the system transfer matrix. It is noted that the H∞ norm of a transfer matrix exists as
long as the transfer matrix is bounded for all ω ∈ [0, 2π), so the existence of the system
H∞ norm does not necessarily require that the system is stable. It is also noted that state
space matrix based standard computational procedures for computing the H∞ norm of
stable and unstable systems have been well known.

The following lemmas are to facilitate the analysis and evaluation of the anticusal-
causal systems.

Lemma 1. If Ga(z) = (Aa, Ba, Ca, D)a is a stable anticausal realization and Aa is
an invertible matrix, it has a symbolically equivalent antistable causal realization

Gā(z) = (A−1
a , A−2

a Ba,−Ca, D − CaA
−1
a Ba)c, (17)

such that Gā(z) = Ga(z).

Proof.

Ga(z) = Ca(zI −Aa)
−1Ba +D

= −Ca(A
−1
a − z−1I)−1z−1A−1

a Ba +D

= −Ca(z
−1I −A−1

a )−1(z−1I −A−1
a +A−1

a )A−1
a Ba +D

= −Ca(z
−1I −A−1

a )−1A−2
a Ba +D − CA−1

a Ba = Gā(z).

Since all eigenvalues of Aa are strictly within the unit circle, all eigenvalues of A−1
a

are strictly outside the unit circle and, hence, Ḡa(z) represents an antistable causal
realization. �
Lemma 1 can be immediately extended to obtain the results as stated in the following
Lemmas 2-4.

Lemma 2. If Gc(z) = (Ac, Bc, Cc, D)c is a stable causal realization and Ac is an
invertible matrix, it has a symbolically equivalent antistable anticausal realization

Gc̄(z) = (A−1
c , A−2

c Bc,−Cc, D − CcA
−1
c Bc)a, (18)

such that Gc̄(z) = Gc(z). �
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Lemma 3. If Ga(z) = (Aa, Ba, Ca, D)a is a stable anticausal realization and Aa

is an invertible matrix, the anticausal-causal realization Gac(z) has a symbolically
equivalent unstable causal realization

Gāc(z) =

([
A−1

a 0
0 Ac

]
,

[
A−2

a Ba

Bc

]
,
[−Ca Cc

]
, D − CaA

−1
a Ba

)
c

,

= (Aāc, Bāc, Cāc, Dāc)c, (19)

such that Gāc(z) = Gac(z). �

Lemma 4. If Gc(z) = (Ac, Bc, Cc, D)c is a stable causal realization and Ac is an in-
vertible matrix, the anticausal-causal realization Gac(z) has a symbolically equivalent
unstable causal realization

Gac̄(z) =

([
Aa 0
0 A−1

c

]
,

[
Ba

A−2
c Bc

]
,
[
Ca −Cc

]
, D − CcA

−1
c Bc

)
a

,

= (Aac̄, Bac̄, Cac̄, Dac̄)a, (20)

such that Gac̄(z) = Gac(z). �

The results of Lemmas 1-4 show that as long as one of Aa or Ac is an invertible matrix,
there is a symbolically equivalent causal realization Gāc(z) or Gac̄(z) of the anticausal-
causal realization Gac(z). It is noted that Gāc(z) or Gac̄(z) is an unstable system and,
hence, does not represent a bounded operator on �M2 . However, its H∞ norm, following
from the definition in the form (16) exists if Gāc(e

jω) or Gac̄(e
jω) is analytic over all

ω ∈ [0, 2π). These lead to the following result on the H∞ norm of Gac(z).

Theorem 1. If Aa or Ac is an invertible matrix such that Gāc(z) in (19) or Gac̄(z) in
(20) exists, then

‖Gac‖∞ = ‖Gāc‖∞, (21)

or
‖Gac‖∞ = ‖Gac̄‖∞. (22)

Proof. For the stable matrix Aa and the corresponding antistable matrixA−1
a , the matri-

ces (ejωI−Aa)
−1 ∈ Cna×na and (e−jωI−A−1

a )−1 ∈ Cna×na and, hence, Ga(e
jω) ∈

CN×M in (12) and Gā(e
jω) ∈ CN×M in (17) are analytic over all ω ∈ [0, 2π). It fol-

lows from (17) and (19) that

Ga(e
jω) = Gā(e

jω), Gac(e
jω) = Gāc(e

jω), ∀ω ∈ [0, 2π).

Introduce Sāc(z) = G∗̄
ac(z

−1)Gāc(z). It satisfies

Sāc(e
jω) = G∗

ac(e
−jω)Gac(e

jω) = Sac(e
jω), ∀ω ∈ [0, 2π).

Hence,

‖Gac‖ = sup
ω∈[0,2π)

λ̄(Sac(e
jω)) = sup

ω∈[0,2π)

λ̄(Sāc(e
jω)) = ‖Gāc‖. (23)

The result of ‖Gac‖∞ = ‖Gac̄‖∞ can be obtained similarly. �
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While the existing methods for evaluation of the system H∞ norm are only available
for causal or anticausal but not for combined anticausal-causal systems, Theorem 1
provides a very convenient means for the H∞ norm evaluation of anticausal-causal
systems based on the norm equivalence between the different systems.

We now consider to factorize Gāc(z) and Gac̄(z) and to derive their inverse sys-
tems. A transfer matrix U(z) ∈ C

N×M , with N ≥ M , is called inner if it satisfies
U∗(e−jω)U(ejω) = I , for all ω ∈ [0, 2π). A well known result on factorizing an inner
transfer matrix of Gāc(z) is

Lemma 5. If the causal system realization (19) is stabilizable,

[
Aāc − ejωI Bāc

Cāc Dāc

]
has

full column rank for all ω ∈ [0, 2π) and Dāc has full column rank, then Gāc(z) can be
factorized into the following form

Gāc(z) = Uāc(z)V
−1
āc (z), (24)

where Uāc(z) is inner, Uāc(z) and Vāc(z) are stable causal transfer matrices satisfying

Uāc(z) = (Aāc +BācFāc, BācW
1/2
āc , Cāc +DācFāc, DācW

1/2
āc )c ∈ C

N×M , (25)

Vāc(z) = (Aāc +BācFāc, BācW
1/2
āc , Fāc,W

1/2
āc )c ∈ C

M×M , (26)

Fāc and Wāc are given by

Wāc = W ∗
āc = D∗

ācDāc +B∗
ācXācBāc,

Fāc = −W−1
āc (B∗

ācXācAāc +D∗
ācCāc),

and Xāc = X∗
āc ≥ 0 is the unique solution to the following algebraic Riccati equation

A∗̄
acXācAāc−Xāc+C ∗̄

acCāc−(A∗̄
acXācBāc+C ∗̄

acDāc)W
−1
āc (B∗̄

acXācAāc+D∗̄
acCāc) = 0.

�

With the factorization of Gāc(z) given in (24), it is straightforward to verify that

Rāc(z) = (G∗
āc(z

−1)Gāc(z))
−1G∗

āc(z
−1) = Vāc(z)U

∗
āc(z

−1) (27)

is an inverse system of G∗
āc(z) such that

Rāc(z)Gāc(z) = I.

Since Uāc(z) is a stable causal system in the form (25), U ∗̄
ac(z

−1) is a stable anticausal
system which can be written as

U∗
āc(z

−1) = −(C∗
āc + F ∗

ācD
∗
āc)(z

−1I −A∗
āc − F ∗

ācB
∗
āc)

−1W
∗1/2
āc B∗

āc +W
∗1/2
āc D∗

āc

= (A∗
āc + F ∗

ācB
∗
āc, W

∗1/2
āc B∗

āc, −C∗
āc − F ∗

ācD
∗
āc, W

∗1/2
āc D∗

āc)a. (28)
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This shows that Rāc(z) in (27) as an inverse system of Gāc(z) is the cascade of the
stable anticausal system Uac(z) = U∗

āc(z
−1) and the stable causal system Vāc(z). By

using the result of [22], Rāc(z) can be written into a summation of stable anticausal and
causal systems as follows

Rāc(z) = Ra(z) +Rc(z) ∈ C
N×M , (29)

where

Ra(z) = (Ara, Bra, Cra, 0)a, (30)

Rc(z) = (Arc, Brc, Crc, Dr)c, (31)

are the stable anticasal and causal realizations, respectively, with the state space matri-
ces

Ara = A∗
āc + F ∗

ācB
∗
āc

Bra = W
∗1/2
āc B∗

āc

Cra = −W 1/2
āc (C∗

āc + F ∗
ācD

∗
āc) + FācY (A∗

āc + F ∗
ācB

∗
āc)

Arc = Aāc +BācFāc,

Brc = (Aāc +BācFāc)YW
∗1/2
āc B∗

āc +BācW
1/2
āc W

∗1/2
āc D∗

āc,

Crc = Fāc,

Dr = W
1/2
āc W

∗1/2
āc D∗

āc + FācYW
∗1/2
āc B∗

āc,

The matrix Y in the above equations is the solution of the following Sylvester equation

(Aāc +BācFāc)Y (A∗
āc + F ∗

ācB
∗
āc)− Y −BācW

1/2
āc (C∗

āc + F ∗
ācD

∗
āc) = 0.

By Lemma 3 on the equivalence between Gāc(z) and Gac(z), Rāc(z) as an inverse
system of Gāc(z) is also an inverse system of Gac(z). This immediately yields the
following result.

Theorem 2. If the anticausal and causal system realization (11) and its associated
state matrices in (19) satisfy that Aa is invertible, (A−1

a , Ba) is stabilizable, Dāc has

full column rank and

[
Aāc − ejωI Bāc

Cāc Dāc

]
has full column rank for all ω ∈ [0, 2π), then

it has a stable anticausal-causal inverse system

Rac(z) = Ra(z) +Rc(z), (32)

such that Rac(z)Gac(z) = I , where Rac(z) = Rāc(z), Ra(z) and Rc(z) are given in
(29)-(31). �
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4 State Space Representation and Analysis of Frames

The power series expansion of the anticausal-causal transfer matrix Gac(z) determines
a bi-directional sequence of matrices {g(k) : g(k) ∈ RN×M , k ∈ Z} with

g(k) =

⎧⎨
⎩

CaA
−k−1
a Ba, ∀k < 0,

D, k = 0,
CcA

k−1
c Bc, ∀k > 0.

(33)

Each g(k) ∈ RN×M can be partitioned as

g(k) =

⎡
⎢⎢⎢⎣

gT0 (k)
gT1 (k)

...
gTN−1(k)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

g0,0(k) g0,1(k) · · · g0,M−1(k)
g1,0(k) g1,1(k) · · · g1,M−1(k)

...
...

...
...

gN−1,0(k) gN−1,1(k) · · · gN−1,M−1(k)

⎤
⎥⎥⎥⎦ , (34)

where

gj,m(k) =

⎧⎨
⎩

Ca,jA
−k−1
a Ba,m ∀k < 0,

Dj,m, k = 0,
Cc,jA

k−1
c Bc,m ∀k > 0,

(35)

for j = 0, 1, · · · , N − 1, m = 0, 1, · · · ,M − 1, Ca,j ∈ R1×na and Cc,j ∈ R1×nc

are, respectively, the jth row of Ca and Cc, Ba,j ∈ Rna×1 and Bc,j ∈ Rnc×1 are,
respectively, the mth column of Ba and Bc, and Dj,m is the entry of D at jth row and
mth column.

In fact, {g(k)} represents the natural response of the system (8)-(10). If the system
(8)-(10) is stable, then gj ∈ �M2 , for j = 0, 1, · · · , N − 1. For a given input u ∈ �M2 , in
the blocked sequence form, to the system (8)-(10), the stable system output y ∈ �N2 , is
also in the blocked sequence form and determined by the following convolution.

y = g ∗ u =

⎡
⎢⎢⎢⎣

gT0
gT1
...

gTN−1

⎤
⎥⎥⎥⎦ ∗ u. (36)

Equation (36) is equivalent to

y(l) =
∑
k∈Z

⎡
⎢⎢⎢⎣

gT0 (l − k)
gT1 (l − k)

...
gTN−l(l − k)

⎤
⎥⎥⎥⎦u(k) =

∑
k∈Z

⎡
⎢⎢⎢⎣
〈g0(l − k), u(k)〉
〈g1(l − k), u(k)〉

...
〈gN−l(l − k), u(k)〉

⎤
⎥⎥⎥⎦ . (37)

Denote gj(l− k) by hlN+j(k) for l ∈ Z and j = 0, 1, · · · , N − 1. Equation (37) can be
written as

y(l) =
∑
k∈Z

⎡
⎢⎢⎢⎣

〈u(k), hlN (k)〉
〈u(k), hlN+1(k)〉

...
〈u(k), hlN+N−1(k)〉

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

〈u, hlN 〉
〈u, hlN+1〉

...
〈u, hlN+N−1〉

⎤
⎥⎥⎥⎦ . (38)
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As a result, the system output satisfies

‖y‖2 =
∑
i∈Z

|〈u, hi〉|2. (39)

where i denotes lN + j for l ∈ Z and j = 0, 1, · · · , N − 1. It follows from (35) that

hT
i (k) = hT

lN+j(k) = gTj (l − k) =

⎧⎨
⎩

Ca,jA
k−l−1
a Ba ∀(k − l) > 0,

Dj , k − l = 0,
Cc,jA

l−k−1
c Bc ∀(k − l) < 0,

(40)

for l ∈ Z and j = 0, 1, · · · , N − 1, where Dj ∈ R1×M is the jth row of D. If
(8)- (10) is a stable system, then gj ∈ �M2 , j = 0, 1, · · · , N − 1, and consequently
hi = {· · · , hi(−1), hi(0), hi(1), · · ·} ∈ �M2 . Thus the stable system (8)-(10) deter-
mines a set of �M2 sequences {hi} in term of the system matrices which can possibly
be a frame for �M2 . In the following, we study conditions for {hi} being a frame for �M2
and performance and properties of the frames represented by state space equations.

Theorem 3. The sequence set {hi}, ∀i ∈ Z, as defined by the state matrices of the
anticausal-causal system Gac(z) in (11) represents a frame for �M2 if and only if it is
stable and Gac(e

jω) has full column rank for all ω ∈ [0, 2π).

Proof. The stability of Gac(z) implies that, for any input sequence u ∈ �M2 , the system
output satisfies y ∈ �N2 and there exists a constant β such that ‖y‖2 ≤ β‖u‖2. It then
follows from (39) that ∑

i∈Z

|〈u, hi〉|2 ≤ β‖u‖2, ∀u ∈ �M2 . (41)

On the other hand, the full column rank condition for Gac(e
jω) implies that the null

space of Gac is empty. Thus there exists a constant α such that the output y satisfies

‖y‖2 =
∑
i∈Z

|〈u, hi〉|2 ≥ α‖u‖2, ∀u ∈ �M2 . (42)

This together with (41) shows that the sequence set {hi} defined by Gac(z) satisfies the
definition of the frame. �

Theorem 4. If {hi}, ∀i ∈ Z, is a frame for �M2 defined by the state matrices of the
anticausal-causal system Gac(z) in (11) and Gac(z) satisfies the system factorization
conditions in Lemma 5, then the tightest upper and lower bounds, β and α, of the frame
{hi} are given by

β = ‖Gac‖2∞ = ‖Gāc‖2∞, α =
1

‖Rac‖2∞
=

1

‖Rāc‖2∞
=

1

‖Vāc‖2∞
. (43)

Proof. It follows from

‖y‖2 =
∑
i∈Z

|〈u, hi〉|2 = ‖Gacu‖2
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that

β = sup
ω∈[0,2π)

λ̄(G∗
ac(e

−jω)Gac(e
jω))

= ‖Gac‖2∞ = ‖Gāc‖2∞,

α = inf
ω∈[0,2π)

λ(G∗
ac(e

−jω)Gac(e
jω))

=
1

supω∈[0,2π) λ̄(G
−1
ac (ejω)G

−∗
ac (e−jω))

=
1

‖Rac‖2∞
=

1

‖Rāc‖2∞
=

1

‖Vāc‖2∞
.

�

Theorem 4 shows that the tightest upper and lower bounds of the frame can be evaluated
by computing the H∞ norm of its state space realization. Since there has been well
developed software based on LMI technique for accurate and efficient computation of
the H∞ norm of state space realizations, the result of Theorem 4 can provide a means
for the analysis and evaluation of the frame bounds using the state space realization of
frames.

5 Conclusions

A class of frames, with elements in the form of bi-directional infinite impulse responses
of a linear time invariant (LTI) system, can be equivalently modeled as mixed causal-
anticausal systems. This paper presents a direct state space approach to the analysis and
computation of optimal frame bounds of this class of frames. It is shown that the lower
frame bound is also equal to the inverse of the square of the operator norm of the left
inverse system which can achieve perfect reconstruction.

The results obtained in this paper are applicable to a class of frames which are gov-
erned by exponential type performance behavior and can be modeled by LTI system
responses in the time and frequency domains. Currently, the authors are extending the
LTI state space approach presented in this paper to linear time varying (LTV) state
space modeling, analysis and computation of frames. This study will enable deeper un-
derstanding and more efficient evaluation of a larger general class of frames which may
not be properly analyzed and evaluated in the conventional frequency domain.
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Abstract. In this paper, a new method for detecting multiple structural breaks,
i.e. undesired changes of signal behavior, is presented and applied to artificial
and real-world data. It will be shown how Chernoff Bounds can be used for high-
performance change-point detection after preprocessing arbitrary time series to
binary random variables using adequate transformation routines. The algorithm
is evaluated on artificial time series and compared to state of the art methods. The
developed algorithm is competitive to state of the art methods in terms of classi-
fication errors but is considerably faster especially when dealing with long time
series. Theoretical results on artificial data from part one of this paper are applied
to real-world time series from a pharmaceutical wholesaler and show striking im-
provement in terms of forecast error reduction, thereby greatly improving forecast
quality. In order to test the effect of structural break detection on forecast quality,
state of the art forecast algorithms are applied to time series with and without
previous application of structural break detection methods.

Keywords: Change-point detection, Hypothesis testing, Chernoff Inequality,
Binomial distribution, Additive changes, Nonadditive changes, Multiple
structural break detection.

1 Introduction

Structural break detection concentrates on discovering time points at which properties
of time series change significantly. This term is used e.g. in [1] but other terms like
change-point, event, novelty, anomaly or abnormality detection, e.g. in [2], [3], [4], [5],
and [6], refer to this problem in a similar manner. The problem itself varies with its
application. For example, consider a time series with a stable trend. Despite changes in
statistical moments of the distribution, this results in no loss of forecast quality if the
data represents the historical demand of an article and the task is to forecast future de-
mands. In contrast, if the same time series is a vibration signal of a gas turbine, a stable
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trend leads to an undesired state of the machine and must be detected as soon as pos-
sible, compare [7]. Further real-world applications include e.g. fraud detection in [8],
anomaly detection for spacecraft in [9] or [10], detecting abnormal driving conditions
in [11], and anomaly detection in multi-node computer systems in [12] to name but a
few. More application domains and examples are provided in [13]. All these applica-
tions emphasize the importance and need of algorithms for change-point detection for
a broad community.

Another real-world application is the forecast of future demands, which is a crucial
element of calculating an optimal stock policy. In many cases, large amounts of data
are available, but information cannot be retrieved completely, due to limited resources
in terms of e.g. computing time or inefficient algorithms. In order to gain the full infor-
mation available an automated, reliable, and efficient work flow has to be established.

In this paper, a novel approach to structural break detection is introduced in order
to reduce forecast errors and thereby increase accuracy and reliability of forecasts. The
algorithm is validated on a real-world data set consisting of 8002 independent time se-
ries of historical demands of articles of a pharmaceutical wholesaler. The performance
of the new algorithm is measured in terms of forecast error reduction, statistical power,
significance and runtime on this particular data set.

Related work, compare [14], shows that a common approach in the area of change-
point detection is to divide the task at least into two parts: the first step generates resid-
uals of the original measurements that reflect the changes of interest, e.g. the residuals
are close to zero before and nonzero after the change. The second step contains the
design of a decision rule based upon these residuals. The algorithm presented in this
paper proceeds in a similar way. The first task is to transform an arbitrary time series
x1, . . . , xs ∈ R to a sequence of binary numbers, which is interpreted as the outcome of
a binary stochastic process {Yi}i∈N

with Ω := {0, 1}. Afterwards, Chernoff Inequali-
ties are used for hypothesis testing, i.e. to estimate the likelihood of structural breaks.

In the context of this paper, the new algorithm is adjusted to detect additive changes.
However, the novel approach can be adapted to detect nonadditive changes as well,
which is discussed in section 2.5. In e.g. [14] additive changes are defined as shifts
in the mean value of a signal, while nonadditive changes are defined as changes e.g. in
variance, correlations, spectral characteristics, or dynamics of the signal or system. Both
definitions will be used throughout this paper. Furthermore, this paper concentrates on
offline detection, i.e. it uses time series as a posteriori information, since it is sufficient
for the current applications. An online variant of this algorithm will be discussed in
section 5.

The paper is structured as follows: section 2.1 presents how Chernoff’s Inequalities
can be used for high-performance hypothesis testing to detect structural breaks. Sec-
tion 2.2 provides the design of a transformation routine that fulfils the goal of the case
study and reflects additive changes. Section 2.3 introduces boolean operations on hy-
pothesis tests, a technique used to reduce the number of false alarms. In section 2.4 the
basic algorithm is extended to multiple structural break detection. In order to show the
flexibility of the novel approach, the detection of nonadditive changes is discussed in
section 2.5. In section 3, model parameters are analyzed and a benchmark is performed
on artificial data, where state of the art methods are compared regarding performance
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and diagnostic capabilities. Section 4 contains the application of the new algorithm to
a real-world problem. Since forecast error reduction will be used as a key performance
indicator of the new algorithm, a set of forecast methods is shortly introduced in sec-
tion 4.1. Test scenarios and error estimates are defined in section 4.2. The results of
the case study and performance indicators of the algorithm are presented in section 4.3.
In section 5 results of this paper are discussed and potential future enhancements are
suggested.

2 A Novel Approach to High-Performance Structural Break
Detection

The algorithm used in this paper can be separated into two parts. The first step is to
generate random variables yi ∈ {0, 1} for all i ∈ [1, s] from the corresponding xi in
order to satisfy the requirements of the variant of Chernoff’s bounding method used
here. The second step is to prepare and to perform a hypothesis test. The authors of this
paper decided to start with step two for reasons of clarity, therefore it will be assumed
until section 2.2 that a routine P : R→ {0, 1} does exist to transform xi adequately.

2.1 Chernoff’s Bounding Method for Hypothesis Testing

In this section the application of Chernoff’s bounding method to detect structural breaks
in time series yi is presented. First Chernoff’s Inequality is described.

Chernoff’s Inequality. Given s independent Bernoulli-experiments y1, . . . , ys with
probability Pr [yi = 1] = p and Pr [yi = 0] = 1− p, then for each α > 0

Pr

[
s∑

i=1

yi ≥ (1 + α) · p · s
]
≤ e−

α2·p·s
3 (1)

and for each α ∈ [0, 1]

Pr

[
s∑

i=1

yi ≤ (1− α) · p · s
]
≤ e−

α2·p·s
2 (2)

holds, compare [15].

In other words, large linear deviations from the expectation are highly improbable.
Starting at this point, a hypothesis test can be defined as follows: it is assumed that
all yi are independent and identically distributed, therefore the sum of events yi will
only exceed each bound with probability less than γ, where

γ = e−
α2·p·s

c (3)

and c ∈ {2, 3}. If bounds are exceeded, the assumption is considered to be wrong and
the hypothesis is rejected. The probability γ is antiproportional to the risk of making a
wrong decision.
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In fact, the assumption of independent variables has to be discussed, since depen-
dence between latest and preceding samples is inherent to most real-world time series.
Consider, the independence property is unique, while the dependence property is it not.
The structure of dependence can be e.g. correlation, mutual information, short-range, or
long-range. Any form of seasonality shows dependencies between latest and preceding
samples. Some forecast models like e.g. ARIMA even rely on dependency structures.
But in general the first step for change-point detection is to generate residuals, compare
[14], which reflect the change of interest, and are equal to noise of underlying models,
which is in general assumed to be independent and identically distributed.

However, transformation routines defined exemplarily in section 2.2 and 2.3 generate
residuals and interpret or transform these residuals to binary random variables. Therefor
and in the context of this paper the required assumption of independent and identically
distributed random variables is considered to be fulfilled. The robustness and limitations
of the algorithm in case of dependent variables will be extended in future work.

The central idea of this paper is to perform hypothesis tests for each continuous
subsequence of length τ and verify whether the occurrence of events yi = 1 notably
differ from their expectation. If they do, the distribution of yi has changed or differs
between certain subsequences and a structural break is considered. As the distribution
of 1’s and 0’s is assumed to be binomial, p can be estimated as follows:

A0 = {j|j ∈ {1, . . . , s} , yj = 0} (4)

A1 = {j|j ∈ {1, . . . , s} , yj = 1} (5)

and r0 :=
|A0|
s and r1 :=

|A1|
s lead to p := r1.

The upper and lower bounds are dependent on αu and αl, which can be estimated
for a given γ ∈ (0, 1) as follows:

γ = e−
α2·p·τ

3 ⇔ αu =

√
−3 · ln (γ)

τ · p (6)

γ = e−
α2·p·τ

2 ⇔ αl =

√
−2 · ln (γ)

τ · p (7)

The next step is to test ∀i ∈ [1, . . . , s− τ + 1], whether the distribution of yi, . . . ,
yi+τ−1 is likely using Chernoff bounds for an estimated p. In other words, it is checked
if the sum over yi, . . . , yi+τ−1 deviates from its expectation by more than a factor of
1 + α or 1− α, respectively. Such a deviation of the sum from its expectation can only
happen with a probability less than or equal to γ. As gamma is small, deviation leads to
the hypothesis being rejected, and a structural break is assumed. If the 1’s are uniformly
distributed according to p, the hypothesis will hold with probability 1− γ.

Hypothesis Hi ∀i ∈ [1, . . . , s− τ + 1] is tested and set as follows:

Hi =

⎧⎪⎪⎨
⎪⎪⎩

reject if (S ≥ (1 + αu) · p · τ)
∨ (S ≤ (1− αl) · p · τ)

accept else

(8)

with S :=
∑i+τ−1

j=i yj .
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If at least for one sequence yi, . . . , yi+τ−1 the hypothesis Hi is rejected, then a clus-
tering of 1’s or 0’s can be assumed and a structural break is likely. If a structural break
occurs, it is valuable to know the exact time index of the break, e.g. to cut off the time
series to improve forecasting methods.

Case I - If the First Hypothesis is Rejected. Find first index i for which the hypothesis
is accepted. Find index j in interval [i, i + a1] for which the difference of the average
over [i, j] and the average over [j + 1, i+ a1] is maximal.

Case II - If the First Hypothesis is Accepted. Find the first index i for which the hy-
pothesis is rejected. Continue as suggested above in order to optimize j.

Since averages on small numbers of samples might cause misleading results, it is rec-
ommended e.g. to enlarge the interval artificially by ε and optimize j on [i−ε, i+a1+ε].

2.2 Transformation Routine

Finding an adequate transformation routine of course requires a clear definition of what
shall be detected as a discontinuous behavior, and consequently its design is absolutely
dependent on this definition. Therefore this paper cannot provide a general answer to
this problem. Instead, a strategy for the practical problem considered in the context of
this paper is discussed in this section.

Consider a company with a large amount of products, whose demand needs to be
forecasted day by day, e.g. a supermarket or any wholesaler. Obviously, forecasting
cannot be done manually in such cases, and reliable strategies have to be chosen to
solve the problem. The success of forecasting strategies depends on the quality of con-
sidered time series and on the robustness of applied methods. A reasonable approach
to improving the forecast quality is to improve the quality of the input data using pre-
processing methods, and a method to detect and remove structural breaks as presented
here. Following a structural break means a rapid and strong shift of the mean demand of
a certain article. In other words, one can find two different marginal distributions which
can be separated at a certain point in time. Figure 1 shows an example for such a strong
and rapid shift of the mean. In week 69 the behavior of the time series and the marginal
distribution of the signal changes dramatically. The mean demand changes from 181
items based on the deliveries until week 69, to 119 items based on the deliveries start-
ing from week 70. Since safety stock levels are often affected by variance or standard
deviation, an estimation of stock level based on the complete time series can lead to
overstocking in cases as described above.

Taking the previous considerations into account, the task can be summarized as fol-
lows: If a set of data is likely to correspond to two distributions with different means,
is there a point in time which can be used to differentiate between both marginal dis-
tributions, or do the random numbers come alternating from both distributions? Having
obtained the results from section 2.1 it is necessary to find an adequate transformation
routine, which reflects the change of interest.
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Fig. 1. Example of an additive change. At break time index 69 the arithmetic mean shifts from
181 items to 119 items.

A well-known clustering algorithm is the k-means-clustering as described e.g. in
[16]. Clustering is known to be NP-hard in standard scenarios, hence polynomial clus-
tering heuristics like k-means-clustering do not guarantee optimal solutions. Since in
this case clustering is performed for only one dimension the algorithm converges to
the optimum as described in [17]. The goal of the algorithm is to find k clusters in
n-dimensional space, where a cluster is described by its n-dimensional mean vector.
Whereas some modifications of the algorithm allow an adaptive fit of k to the data
samples, the problem described above requires to set k = 2, as the task is to find two
separate distributions of samples. Unfortunately, using exactly two clusters brings up a
weakness of this method concerning outliers. In order to prevent identifying outliers as
a cluster, it is recommended to remove outliers prior to the analysis, e.g. by using the
3σ rule, i.e. eliminating samples which deviate from the mean value by more than three
times the standard deviation, compare [18].

Having obtained two clusters, C0 and C1, on basis of the marginal distributions, the
transformation routine PC : R → {0, 1} can be defined as follows and the time series
xi ∈ R can be transformed to yi ∈ {0, 1}

yi =

{
0 x ∈ C0

1 x ∈ C1
(9)

Just as the design of the transformation routine depends on the task considered, certain
parameters have to be set depending on it. Since the task in this case is to detect a
clustering of samples from different distributions, it is recommended to set the length
of the analyzed subsequence τ in section 2.1 to

τ = min {|C0| , |C1|} (10)

by default as an intermediate result. A more detailed analysis is prepared in section
3.1. In order to reduce the number of false alarms it is helpful to define an offset. This
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has the effect that a time series can only be reduced to a certain minimum number
of samples. Another strategy to prevent false alarms is to demand a minimum size of
each cluster. Both points are justified by the goal to analyze whether the distribution of
samples has reliably changed and choice of settings should depend on risks associated
with increasing either type I or type II error. Another way to prevent misleading results
is to combine hypothesis tests using boolean expressions.

2.3 Boolean Operations on Hypothesis Tests

Another transformation routine PR : R → {0, 1} is needed to combine the hypothesis
test from above with a second one. In order to be able to distinguish between different
hypothesis tests, the notation for a hypothesis test will be as follows: H (P,X) where
P : R→ {0, 1} and X = {xi|i = 1, . . . , s}.

Now the goal is to test whether or not the time series xi follows a stable trend which
can be described by a linear function. For motivation, consider such a function and
recall that this time series would cause hypothesis H (PC , X) to be rejected, since the
first half of the samples would be assigned to one cluster and the second half would be
assigned to the second cluster.

The linear regression can be described in form

xi = a · i+ x0 + ei (11)

where ei denotes the error term. Assuming that ei with i ∈ [0, s] is a white noise series,
then the least squares method produces good estimates (compare [19]).

The regression line can be used as a discriminant function PR : R → {0, 1} to
transform the time series xi with

yi =

{
0 a · i+ x0 − xi > 0
1 a · i+ x0 − xi ≤ 0

(12)

to yi ∈ {0, 1} as demanded.
Assuming white noise or any other symmetric distribution density one can expect

the regression line to separate the data set in two almost equal parts which leads to
p ≈ 0.5. If the number of samples is large enough the law of large numbers suggests
that significant deviations are highly improbable. The size of the moving window should
consider the total number of samples and a certain minimum, e.g.

τ = max {τmin, f · s} . (13)

The factor f ∈ [0, 1] determines the accuracy of the test and τmin influences the preci-
sion of the Chernoff bound. Finally, by combining both hypothesis tests

H =

{
reject H (PC , X) ∧ ¬H (PR, X)
accept else

(14)

no time series with a stable trend is truncated. In case of rejecting H the outcome of
H (PC , X) can be used to shorten the time series for further investigations.
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2.4 Dealing with Multiple Structural Breaks

In order to deal with multiple structural breaks, an iterative procedure of the algorithm
presented within this paper is applied. Given a time series x1, . . . , xs and the algo-
rithm detects a structural break at time index b, the algorithm is applied again on time
series xb, . . . , xs until convergence, i.e. no further change-point is detected on the sub-
sequence. If one is interested in identifying all change-points, the procedure can be
applied to all remaining subsequence until convergence.

2.5 A Brief Note on Dealing with Nonadditive Changes

Nonadditive changes are defined in e.g. [14] as changes in variance, correlations, spec-
tral characteristics, and dynamics of the signal or system. Hence, these types of changes
are considered to be more complex to detect than additive changes, i.e. shifts in the mean
value. Although additive changes play the central role in the following application on
real data, the algorithm can easily be adapted to detect nonadditive changes. In order to
demonstrate the flexibility of the novel approach, a rough recipe for this adaptation is
provided.

The task of detecting either additive or nonadditive changes can be summarized as
generating residuals of the original measurements that reflect the changes of interest,
which are in this particular case of nonadditive nature. As stated above, instead of
residuals the algorithm introduced within this paper demands a sequence of binary num-
bers, which is interpreted as the outcome of a binary stochastic process {Yi}i∈N

with
Ω := {0, 1}. Afterwards, the sequence can be analyzed using Chernoff’s Bounding
Method as described in section 2.1.

Alternatively to the transformation routine PC , introduced in section 2.2, one can
define new routines to face nonadditive changes. Specifically when analyzing changes
in variance or higher statistical moments, one challenge is to avoid problems with shift-
ing means in time series. Therefore, preprocessing in terms of e.g. high pass or wavelet
filtering is recommendable, of which [20] provides a good survey on the latter. The
outcome of the preprocessing shall be denoted as x′

1, . . . , x
′
s ∈ R and is assumed to be

free of shifts in mean.
In a second step, the following transformation results in a reduction of the variance

change detection problem to the additive change detection problem solved by the pro-
cedure defined in section 2.2.

ẋi =

{‖x′
1‖ i = 1∥∥x′
i − x′

i−1

∥∥ i ≥ 2
(15)

Assuming that elements of time series x1, . . . , xs are stochastically independent and
that elements xi and xi+1 follow the same distribution, it is known that the variance of
distributions of derivatives of two i.i.d. variables summarizes to 2 · σ2, compare [21].
However, this ensures that information on shifts in variance is not destroyed by the
derivation in equation 15. Furthermore, using the absolute value in equation 15 and the
symmetric character of the derivatives distribution reduces the problem to the additive
change detection problem.
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3 Model Optimization and Performance Tests on Artificial Data

The algorithm presented in section 2.1 requires default values, the probability bound γ
and the size of the sliding time window τ . Default settings have been proposed in section
2.1, and a detailed analysis is discussed exemplarily for H (PC , X) in the following
section. The second goal of this section is a comparison of this algorithm to competitors.

3.1 Parameter Optimization

A generator for symmetric time series is needed to evaluate the algorithm on artificial
data. In this example time series consist of 150 random samples with given expectation
and variance. For simplicity it is assumed that samples are uniformly distributed. With
probability ps a structural break occurs, which means that expectation and variance
change at a certain time index.

Having the information for each time series on whether it contains of a structural
break and, if so, at which time index, the algorithm can be applied and evaluated. Re-
sults and previous knowledge can be compared and ratios of successful diagnostics
determined. A diagnosis will be considered successful if a structural break occurred in
a time series and was detected by the algorithm, or if no structural break occurred in a
time series and no structural break was detected by the algorithm. In contrast, a diag-
nosis is not successful, if the algorithm raises a false alarm or misses a structural break.
Obviously the target function maximizes the ratio of successful diagnostics.

In order to analyze the impact of γ and τ , the algorithm is applied to 1000 artificial
time series using different pairs of settings for γ and τ . In figure 2 a result of the analysis
is presented. The window size τ is described as a factor of the number of 1’s in Y with
ratio r ∈ [0.05, 3] as

τ = r · ∣∣A1
∣∣ (16)

and the probability bound γ is taken from γ ∈ [0.01, 1]. Dark areas in the graph repre-
sent high ratios of successful diagnostics for the corresponding pair of γ and τ , red areas
represent maximal ratios. Since the maximum ratio of successful diagnostics is located
around γ = 0.1 and r = 1.0 figure 3 shows a zoom on this section for γ ∈ [0.01, 0.2]
and r ∈ [0.4, 1.4].

The analysis shows that the parameter combination of γ = 0.1 and r = 1.0 has
highest likelihoods for successful diagnostics for the given set of time series. Further
analyses have shown that changes in the databasis have only little influence on the
results obtained for the parameter optimization. E.g. in one of these analyses, samples of
each time series were replaced by normally distributed samples. In general, the authors
of this paper recommend using default parameter settings or, if computing time is of no
relevance, repeating the analysis for concerned databases.

3.2 Benchmarking

The goal of this section is to compare the novel approach to a well known algorithm
concerning performance and diagnostic capability. For comparison the sequential prob-
ability ratio test (SPRT) and exact bounds, i.e. quantiles of the binomial distribution
instead of Chernoff Bounds, will be used.
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Fig. 2. Ratio of successful diagnostics for different parameter combinations. Dark areas represent
high ratios, area with maximal ratios is circled.

Fig. 3. Zoom on figure 2. Dark areas represent high ratios, area with maximal ratios is circled.

SPRT was invented by [22] and applied by e.g. [23] for dynamics sensor validation.
The rough idea is to test whether a sequence of residuals r0, r1, r2, ..., rn = {Rn} is
probable to satisfy either hypothesis Hk or H0

Ln =
Pr {{Rn} |Hk}
Pr {{Rn} |H0} (17)

where Ln is the likelihood ratio. H0 is the hypothesis that {Rn} belongs to a normal
distributionN (

μ, σ2
)
. Since a deviation of the mean is tested in this case, Hk is either

the hypothesis that {Rn} belongs to a normal distributionN (
μ+ d, σ2

)
or to a normal

distributionN (
μ− d, σ2

)
, where d is the disturbance magnitude for the mean test.
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The likelihood ratio is evaluated as follows: if log (Ln) is greater or equal to the
logarithm of threshold A, then Hk is true. If log (Ln) is less or equal to the logarithm
of B, then the null hypothesis is accepted. The thresholds A and B are related to the
misidentification probabilities α, false alarm probability, and β, missed alarm probabil-
ity, where

A =
β

1− α
(18)

and

B =
1− β

α
. (19)

The parameters μ and σ are usually estimated on a predetermined training set.
In order to compare and to estimate the advantage of using Chernoff Bounds instead

of exact quantiles of the Binomial Distribution, both strategies were implemented. The
exact quantiles can be calculated in time O

(
n2
)
.

Test conditions for performance tests are similar to those in section 3.1. Each test
consists of 1000 time series with or without structural breaks. Tests are performed
for time series with length 150, 750, 1500 and 4500 and elapsed time is measured
in seconds. Results are listed in table 1, which shows that the benefit of using Chernoff
Bounds becomes obvious for long time series. Optimal parameter settings for all algo-
rithms are neglected, hence the goal in this experiment is to measure execution time and
not result quality.

Table 1. Runtime in seconds for 1000 time series with specified number of samples

Number of Chernoff Bounds Binomial SPRT
Samples Distribution
150 0.05 0.16 34.21
750 0.23 3.29 546.72
1500 0.42 17.14 1692.21
4500 1.40 289.86 10497.45

Test conditions for diagnostic capability tests are again quite similar to test condi-
tions in section 3.1. 1000 time series with 150 samples each were generated. This pro-
cedure was repeated for samples of a Gaussian distribution and a uniform distribution.
As best diagnostic capabilities are to be compared, the optimal parameter settings for
each algorithm, as defined in section 3.1, were evaluated and applied. In case of time
series with uniformly distributed samples, this means that optimal parameter settings
for structural break detection using Chernoff Bounds are γ = 0.01 and factor window
size r = 1.0, for exact quantiles γ = 0.001 and factor window size r = 1.2. For struc-
tural break detection via SPRT α = 0.001, and β = 0.05 turn out to be the optimal
parameters. The results are shown in table 2. For time series with normally distributed
samples, the parameters have to be adapted: for Chernoff Bounds γ = 0.015 and factor
window size r = 0.98 are used, for exact quantiles γ = 0.001 and factor window size
r = 0.98 and for SPRT α = 0.001 and β = 0.05.
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Table 2. Ratio of successful and unsuccessful classifications. Basis of the test are 1000 time series
with 150 samples each, following a uniform distribution.

Classification Chernoff Bounds Binomial Distribution SPRT
Detections 95.21 97.79 79.56
Sensitives 92.56 80.53 94.75
Missed Alarms 4.79 2.21 20.44
False Alarms 7.44 19.47 5.25

Table 3. Ratio of successful and unsuccessful classifications. Basis of the test are 1000 time series
with 150 samples each, following a normal distribution.

Classification Chernoff Bounds Binomial Distribution SPRT
Detections 78.89 92.32 96.16
Sensitives 85.50 67.98 61.58
Missed Alarms 21.11 7.68 3.84
False Alarms 14.50 32.02 38.42

Table 2 and 3 present surprising results at first glance. Usually, one would expect
exact bounds of the Binomial Distribution to produce better results than approximated
Chernoff Bounds. But, since Chernoff Bounds are not exact, they might result in a
higher threshold even for a smaller γ. This can lead to better detection and worse sensi-
tive ratios or vice versa. Since structural breaks occur with probability ps = 0.5 detec-
tion and sensitive ratios in table 2 and 3 are comparable. High ratios show that Chernoff
Bounds perform well for uniform and Gaussian distributed samples.

4 Application on Real-World Data

This section provides a real-world application of the algorithm presented above. Within
this section,PC is permanently used as the transformation routine. The evaluation of the
algorithm is based on 8002 real-world time series of a pharmaceutical wholesaler. These
time series represent historical demands and, in their very nature, can imply seasonality,
trends, slow or fast moving articles, or nonadditive changes as well as additive changes.
The elements of each time series will be considered as independent and of unknown
distribution, since no a priori information is available. Goal of this section is to show
that the detection and removal of additive changes using the novel approach will reduce
the forecast error significantly.

In section 4.1 forecast methods used for this evaluation are shortly introduced. In or-
der to compare the novel approach to competitive strategies test scenarios are defined in
section 4.2. Furthermore, the relative forecast error is defined as a measure to compare
two given strategies. In section 4.3 results of evaluation are presented and discussed.

4.1 Forecast Methods

In order to estimate the value of preprocessing the following forecast methods have
been implemented and applied on original and shortened time series.
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– The arithmetic mean estimator is used as a representative of naive forecasting pro-
cedures. Additionally, this estimator should perform well on stationary time series.

– Single exponential smoothing is considered to be robust on seasonality, seasonal
correlation, changing trends and suitable for forecasting in the presence of outliers
as quoted in [24] and [25]. Therefore, it should perform well even in the presence of
structural changes. Considered for original work are Brown and Holt in the 1950s,
compare e.g. [26] and [27], and a review on exponential smoothing in general is
provided in [28] or [29].

– Linear regression analysis is recommendable for predictions on basis of time series
containing trends. State of the art applications are provided in [30], [31], and [32]
to name but a few.

In combination, these algorithms address important issues of time series prediction. The
selection procedure to decide which forecast method should be used for a particular time
series can be described as best historical performance principle. This principle pretends
that historical performance is an indicator for future performance. Formally speaking,
the goal is to determine a method to predict x̂s+1. Each forecast method available can
now be used to forecast w samples x̂s−w+1, . . . , x̂s of time series x1, . . . , xs. The best
method is determined e.g. with respect to the average mean squared error

AMSE =
1

w

s∑
t=s−w+1

(x̂t − xt)
2 (20)

and used to estimate x̂s+1.

4.2 Design of Test Scenarios and Relative Error Estimates

The goal is to analyze whether preprocessing in terms of structural break detection is an
improvement to forecasting or not. Hence, test scenarios will be defined which are com-
posed of two preprocessing modes and a set of forecast functions. The preprocessing
mode can be any one of the following:

– None (None). No preprocessing in the sense of structural break detection is applied
at all. This mode will be used to illustrate the value of structural break detection.

– Chernoff Bounds (CB). The algorithm presented in this paper is applied for struc-
tural break detection. If a break is detected, the time series is abridged accordingly.

– Binomial distribution (BinDist). The algorithm presented in this paper is applied
for structural break detection but instead of Chernoff’s approximations the exact
bounds of the Binomial distribution are used. This is done for comparison of both
thresholds. Results from section 3.2 show that for short time series containing no
more than 150 samples, the run time of the algorithm using exact thresholds rather
than Chernoff Bounds can be approximated by a factor of three.

– Naive approach (NA). In order to compare accurate detection methods to a naive
approach, one strategy will be to cut off the time series at point b = �s/2�.
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Furthermore, two sets of forecasting functions are defined:

– The first set (AME) only contains the arithmetic mean estimator. This is reasonable
since it represents naive forecasting methods and should perform well especially
on stationary time series.

– The second set (Combo) contains the arithmetic mean estimator, single exponential
smoothing and linear regression for reasons given in section 4.1.

Scenarios are composed of preprocessing strategies and a set of forecast functions. Ta-
ble 4 provides a list of all scenarios to be evaluated in section 4.3.

Table 4. Overview on scenarios. Each scenario contains a reviewed preprocessing strategy, a
reference preprocessing strategy and a set of forecast functions applied on either preprocessed
time series.

Scenario Reviewed Reference Forecast
ID Strategy Strategy Functions
1 CB None AME
2 CB NA AME
3 CB BinDist AME
4 CB None Combo
5 CB NA Combo
6 CB BinDist Combo
7 BinDist None AME
8 BinDist NA AME
9 BinDist CB AME

10 BinDist None Combo
11 BinDist NA Combo
12 BinDist CB Combo

The relative forecast error is estimated for each time series separately in the following
way. In order to reduce type II errors or false alarms, the best historical performance
principle, as introduced in section 4.1 for forecasting, is applied for the selection of the
preprocessing strategy as well. If the reviewed strategy performed better in the past on
x1, . . . , xs−1 than the reference strategy in terms of AMSE, then the reviewed strategy
is used for the actual forecast of sample xs as well. If the reviewed strategy performed
better in the past, then the relative error is measured. The AMSE received by the
reference strategy is denoted as AMSERef and the AMSE received by the reviewed
strategy as AMSERev and the estimates x̂Ref

s and x̂Rev
s at time index s, respectively.

The residua are denoted as δRef
s and δRev

s , respectively.
Then the relative error Rη of time series η is defined as

Rη :=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

|δRef
s |−|δRev

s |
|δRef

s |
∣∣δRev

s

∣∣ < ∣∣δRef
s

∣∣
|δRef

s |−|δRev
s |

|δRev
s |

∣∣δRev
s

∣∣ > ∣∣δRef
s

∣∣
0 else

(21)
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Consider that the AMSE is estimated on x1, . . . , xs−1 and the improvement might
be negative, if x̂Rev

s proves to be a worse estimator than x̂Ref
s , even if AMSERev <

AMSERef . Hence, missed and false alarms will be measured as described in table 5.
Whereas missed structural breaks fail to reduce forecast errors, false structural breaks
increase forecast errors. Obviously it is worthwhile avoiding both of them. Formula
21 returns the percentage error decrease in case x̂Rev

s is a better estimator than x̂Ref
s

and the percentage error increases in case of false alarms. Finally, the relative error
improvement Eη of time series η is defined as

Eη :=

⎧⎨
⎩

Rη AMSERev < AMSERef

0 else
(22)

Table 5. Classification of historical and present strategies. In order to reduce false alarms the best
historical performance principle is applied, but on account of missed alarms. Measuring false and
missed alarms indicates success of the method.

Classification Historical Performance Present Performance

Sensitivity AMSERev > AMSERef δRev
s > δRef

s

Specificity AMSERev < AMSERef δRev
s < δRef

s

False alarm AMSERev < AMSERef δRev
s > δRef

s

Missed alarm AMSERev > AMSERef δRev
s < δRef

s

4.3 Evaluation

The evaluation of the algorithm is based on 8002 real-world time series of a pharmaceu-
tical wholesaler. The elements of each time series have been considered to be indepen-
dent and of unknown distribution. In this section, results of test scenarios as defined in
section 4.2 are discussed. In order to increase the clarity of graphical presentation, the
scenarios have been subdivided into four groups of three each. The performance mea-
sures in terms of significance, statistical power, forecast error improvement and runtime
are summarized in table 6 for all scenarios.

When performing the tests, it became obvious that results have been volatile to a
certain extend for the following reason. Assume AMSERev < AMSERef and x̂Rev

is taken as the next forecast, φ is the true distribution of xs ∈ X and∣∣E [X ]− x̂Rev
s

∣∣ < ∣∣E [X ]− x̂Ref
s

∣∣ (23)

then the probability P that x̂Ref
s is a better estimator for xs than x̂Rev

s is given by

P :=

⎧⎨
⎩
∫∞
a

φ (x) dx x̂Rev
s < x̂Ref

s∫ a

0
φ (x) dx x̂Rev

s > x̂Ref
s

(24)

where a = 1
2

(
x̂Rev
s + x̂Ref

s

)
.

In order to reduce the volatility of the results, the test sequence to determine the
performance indicators has been increased from one to ten, or in other words, instead
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Fig. 4. CDF’s of the relative forecast error reduction of scenario one to twelve

of estimating x̂Rev
s and x̂Ref

s , the sequences x̂Rev
s−9, . . . , x̂

Rev
s and x̂Ref

s−9 , . . . , x̂
Ref
s have

been estimated.
The top left graph of figure 4 shows the cdf for the first three scenarios. In each of

the three scenarios, structural break detection using Chernoff Bounds was the reviewed
method and the arithmetic mean estimator was the only forecast method used. As can
be seen in the figure, the Chernoff Bounds competed well against all three competitors.
The cdf takes a forecast error into account if an additive change has been detected and
therefore AMSERef �= AMSERef . The relative error has been measured as depicted
in equations 22 and 21. The curve shows that for scenario one about 40% of the forecasts
could be improved if a structural break had been detected. In 18% of the forecasts,
the error could be reduced by more than 50%. The forecast error was increased by
50% in less than 2% of the forecasts, due to false alarms. The first scenarios show that
especially when dealing with naive forecast methods, structural break detection results
in great improvements in terms of relative forecast errors.

The top right graph of figure 4 displays similar scenarios to those shown in the top left
graph, with more sophisticated forecast methods having been used than in the former.
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Comparing scenario one and four, the effect of improving forecast methods can be seen
if no preprocessing has been applied before.

Scenarios one to six have been repeated, using the exact bounds of the binomial dis-
tribution instead of Chernoff’s approximations. The results of scenario seven to twelve,
compare bottom graphs in figure 4, are similar to those of scenario one to six, but using
the exact bounds increases the relative forecast error reduction as expected.

Table 6. Sensitivity, missed alarm, specificity, and false alarm classify success in terms of forecast
error reduction only if a structural break has been detected. Ratios of improved or worsened
forecasts reflect success in terms of forecast error reduction proportional to the overall number
of forecasts done. The runtime is standardized by the fastest scenario, which took approximately
four seconds.

Scenario Sensi- Missed Speci- False Ratio of Ratio of Relative
ID tivity Alarm ficity Alarm Improved FCs Worsen FCs Runtime

1 0.67 0.33 0.81 0.19 0.26 0.06 1
2 0.71 0.29 0.62 0.38 0.28 0.17 1
3 0.78 0.22 0.71 0.29 0.21 0.09 3

4 0.71 0.29 0.73 0.27 0.20 0.07 190
5 0.62 0.38 0.62 0.38 0.29 0.18 96
6 0.77 0.23 0.72 0.28 0.25 0.10 103

7 0.61 0.39 0.79 0.21 0.33 0.09 2
8 0.67 0.33 0.65 0.35 0.30 0.16 2
9 0.71 0.29 0.78 0.22 0.26 0.07 3

10 0.64 0.36 0.71 0.29 0.24 0.10 127
11 0.60 0.40 0.64 0.36 0.28 0.16 82
12 0.72 0.28 0.77 0.23 0.24 0.07 103

Table 6 extends the results given in figure 4. As defined in table 5, sensitivity, speci-
ficity, false alarms, and missed alarms have been measured. This classification can only
take into account forecasts of time series, for which structural breaks have been de-
tected. Since the time series represent real-life data instead of artificial ones, break
dates are unknown. Therefore relative error reduction is used as performance measure.
The ratio of improved or worsened forecasts takes all forecasts into account, i.e. it is
the absolute number of specificities or false alarms divided by the total number of fore-
casts done, respectively. For example in scenario one, 26% of all forecasts have been
positively influenced by using structural break detection.

The results in table 6 show the positive effect of using sophisticated preprocessing
methods and diverse forecasting methods. Results of scenarios in which naive prepro-
cessing was involved appear to be arbitrary, indicated by high ratios of both improved
and worsened forecasts.

The runtime of scenarios has been standardized. Scenario one took about four sec-
onds to complete. Results from section 3.2 show that the runtime of exact bounds differs
by a factor of three in comparison to Chernoff’s Inequalities for short time series and
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increases exponentially for longer time series. The increase of runtime when using a
combination of forecasting methods is considerable. Taking into account runtime and
error reduction ratios, applying preprocessing methods appears to be very worthwhile.

5 Conclusions and Future Prospects

In section 4.3, the evaluation of the novel approach to change-point detection and its
impact on forecasting have been performed and discussed. Results are striking in terms
of forecast error reduction and runtime, compare table 6.

The scenarios contained both naive and sophisticated forecast and structural break
detection methods. Table 6 shows that using sophisticated forecast methods raises the
runtime enormously in relation to its error improvement, compare scenario one and
four. A possible explanation for the success of preprocessing in terms of change-point
detection might be that it is more widely applicable than additional forecast algorithms.
New forecasting algorithms are often designed to deal with special characteristics on
certain time series, whereas prepocessing will affect forecasting performance in a wider
range of time series.

The algorithm used in this paper is designed to deal with additive changes, i.e. shifts
in the mean value. Nonadditive changes which occur in variance, correlations, spectral
characteristics, and dynamics of the signal or system, compare [14], are the topic of
future work. It will be shown that this detection problem can be solved by adequate
transformation routines that reflect changes of interest. The special aim will be to de-
sign those transformation routines with respect to efficiency and robustness. Section 2.5
provided a brief note to this topic in order to show the flexibility of the novel approach.

From the theoretical point of view, the current application is an offline detection
problem, but real-world problems such as asset monitoring, compare [33], or econo-
metric applications, compare [34], demand online detection of structural changes. In
future work, this algorithm will be applied to online detection problems, which will
demand new performance indicators such as mean time between false alarms or mean
delay for detections.

The goal of this paper is to demonstrate the applicability of the algorithm to a real-
world problem and facing real-world data. Future prospects will be to analyze more
general performance indicators as proposed for example in [14] such as mean time be-
tween false alarms, probability of false detections, mean delay for detection, probability
of nondetection, statistical power, and required effect size to name but a few. The goal
will be to answer these questions analytically and by simulation.
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Abstract. Study of hidden oscillations and hidden chaotic attractors (basin of
attraction of which does not contain neighborhoods of equilibria) requires the
development of special analytical-numerical methods. Development and applica-
tion of such methods for localization of hidden chaotic attractors in dynamical
model of Chua’s circuit are demonstrated in this work.

Keywords: Hidden oscillation, Chua circuit, Hidden attractor localization.

1 Introduction

The classical attractors of Lorenz [1], Rossler [2], Chua [3], Chen [4], and other widely-
known attractors are those excited from unstable equilibria. From computational point
of view this allows one to use standard numerical method, in which after transient pro-
cess a trajectory, started from a point of unstable manifold in the neighborhood of equi-
librium, reaches an attractor and identifies it.

However there are attractors of another type: hidden attractors, a basin of attraction
of which does not contain neighborhoods of equilibria [5]. Here equilibria are not “con-
nected” with attractor and creation of numerical procedure of integration of trajectories
for the passage from equilibrium to attractor is impossible because the neighbourhood
of equilibrium does not belong to such attractor. The simplest examples of systems
with such hidden attractors are hidden oscillations in counterexamples to widely-known
Aizerman’s and Kalman’s conjectures on absolute stability (see, e.g., [8,10]). Similar
computational problems arise in investigation of semi-stable and nested limit cycles in
16th Hilbert problem (see, e.g., [11,12,13]).

In 2010, for the first time, a chaotic hidden attractor was computed by the authors in
generalized Chua’s circuit (which can be used for hidden chaotic communication [17])
and then one was discovered in classical Chua’s circuit.

Further a special analytical-numerical algorithm for localization of hidden attractors
is considered.

J.-L. Ferrier et al. (Eds.): Informatics in Control, Automation and Robotics, LNEE 174, pp. 149–158.
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Fig. 1. Classical Chua’s circuit

Chua’s circuit (see Fig. 1) can be described by differential equations in dimensionless
coordinates:

ẋ = α(y − x)− αf(x),

ẏ = x− y + z,

ż = −(βy + γz).

(1)

Here the function

f(x) = m1x+ (m0 −m1)sat(x) =

= m1x+
1

2
(m0 −m1)(|x + 1| − |x− 1|) (2)

characterizes a nonlinear element, of the system, called Chua’s diode; α, β, γ,m0,m1

are parameters of the system. In this system it was discovered the strange attractors
[14,15] called then Chua’s attractors. All known classical Chua’s attractors are the at-
tractors that are excited from unstable equilibria and this makes it possible to compute
such attractors with relative easy (see, e.g., attractors gallery in [16]).

The applied in this work algorithm shows the possibility of existence of hidden at-
tractor in system (1). Note that L. Chua himself, analyzing in the work [3] different
cases of attractor existence in Chua’s circuit, does not admit the existence of such hid-
den attractor.

2 Analytical-Numerical Method for Hidden Attractors
Localization

For numerical location of hidden oscillations it is turns out to be effective methods
based on homotopy where a sequence of similar systems is consider such that initial
data for numerical localization of periodic solution (starting periodic solution) in the
first starting system can be obtained analytically and then transformation of this starting
periodic solution in the transition from one system to another is followed numerically.

Consider a system
dx

dt
= Px+ψ(x),x ∈ R

n, (3)

where P is a constant n × n-matrix, ψ(x) is a continuous vector-function, and
ψ(0) = 0.
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Define a matrix K in such a way that the matrix

P0 = P+K (4)

has a pair of purely imaginary eigenvalues±iω0 (ω0 > 0) and the rest of its eigenvalues
have negative real parts. We assume that such K exists. Rewrite system (3) as

dx

dt
= P0x+ϕ(x), (5)

where ϕ(x) = ψ(x) −Kx.
Introduce a finite sequence of functions ϕ0(x),ϕ1(x), ...,ϕm(x) such that the

graphs of neighboring functions ϕj(x) and ϕj+1(x) slightly differ from one another,
the function ϕ0(x) is small, and ϕm(x) = ϕ(x). Using a smallness of function ϕ0(x),
we can apply and mathematically strictly justify [6,7,8,9,10] the method of harmonic
linearization (describing function method) for the system

dx

dt
= P0x+ϕ0(x), (6)

and determine a stable nontrivial periodic solution x0(t). For the localization of at-
tractor of original system (5), we shall follow numerically the transformation of this
periodic solution (a starting oscillating attractor — an attractor, not including equilib-
ria, denoted further byA0) with increasing j. Here two cases are possible: all the points
of A0 are in an attraction domain of attractor A1, being an oscillating attractor of the
system

dx

dt
= P0x+ϕj(x) (7)

with j = 1, or in the change from system (6) to system (7) with j = 1 it is observed
a loss of stability bifurcation and the vanishing of A0. In the first case the solution
x1(t) can be determined numerically by starting a trajectory of system (7) with j = 1
from the initial point x0(0). If in the process of computation the solution x1(t) has
not fallen to an equilibrium and it is not increased indefinitely (here a sufficiently large
computational interval [0, T ] should always be considered), then this solution reaches
an attractor A1. Then it is possible to proceed to system (7) with j = 2 and to perform
a similar procedure of computation of A2, by starting a trajectory of system (7) with
j = 2 from the initial point x1(T ) and computing the trajectory x2(t).

Proceeding this procedure and sequentially increasing j and computing xj(t) (being
a trajectory of system (7) with initial data xj−1(T )) we either arrive at the computation
of Am (being an attractor of system (7) with j = m, i.e. original system (5)), or, at a
certain step, observe a loss of stability bifurcation and the vanishing of attractor.

To determine the initial data x0(0) of starting periodic solution, system (6) with
nonlinearity ϕ0(x) can be transformed by linear nonsingular transformation S to the
form

ẏ1 = −ω0y2 + εϕ1(y1, y2,y3),

ẏ2 = ω0y1 + εϕ2(y1, y2,y3),

ẏ3 = A3y3 + εϕ3(y1, y2,y3)

(8)
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Here A3 is a constant (n− 2)× (n− 2) matrix, all eigenvalues of which have negative
real parts, ϕ3 is an (n− 2)-dimensional vector-function, ϕ1, ϕ2 are certain scalar func-
tions. Without loss of generality, it may be assumed that for the matrix A3 there exists
positive number α > 0 such that

x∗
3(A3 +A3

∗)x3 ≤ −2α|x3|2, ∀x3 ∈ R
n−2 (9)

Introduce the following describing function

Φ(a) =
2π/ω0∫
0

[
ϕ1 ((cosω0t)a, (sinω0t)a, 0) cosω0t+

+ϕ2 ((cosω0t)a, (sinω0t)a, 0) sinω0t

]
dt.

Theorem 1. [9] If it can be found a positive a0 such that

Φ(a0) = 0 (10)

and Φ′(a0) < 0 then there is a periodic solution in system (6) with the initial data
x0(0) = S(y1(0), y2(0),y3(0))

∗

y1(0) = a0 +O(ε), y2(0) = 0, y3(0) = On−2(ε). (11)

Here On−2(ε) is an (n− 2)-dimensional vector such that all its components are O(ε).

3 Localization of Hidden Attractor in Chua’s System

We now apply the above algorithm to analysis of Chua’s system with scalar nonlinearity.
For this purpose, rewrite Chua’s system (1) in the form (3)

dx

dt
= Px+ qψ(r∗x), x ∈ R

3. (12)

Here

P,q, r =

⎛
⎝−α(m1 + 1) α 0

1 −1 1
0 −β −γ

⎞
⎠ ,

⎛
⎝−α0

0

⎞
⎠ ,

⎛
⎝1
0
0

⎞
⎠ ,

ψ(σ) = (m0 −m1)sat(σ).

Introduce the coefficient k and small parameter ε, and represent system (12) as (6)

dx

dt
= P0x+ qεϕ(r∗x), (13)

where

P0 = P+ kqr∗ =

⎛
⎝−α(m1 + 1 + k) α 0

1 −1 1
0 −β −γ

⎞
⎠ ,

λP0
1,2 = ±iω0, λ

P0
3 = −d,

ϕ(σ) = ψ(σ)− kσ = (m0 −m1)sat(σ) − kσ.
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In practice, to determine k and ω0 it is used the transfer function W (p) of system (3):

WP0(p) = r∗(P− pI)−1q,

where p is a complex variable. Then ImW (iω0) = 0 and k is computed then by formula
k = −(ReW (iω0))

−1.
By nonsingular linear transformation x = Sy system (13) can be reduced to the form

dy

dt
= Ay + bεϕ(c∗y), (14)

where

A,b, c =

⎛
⎝ 0 −ω0 0

ω0 0 0
0 0 −d

⎞
⎠ ,

⎛
⎝ b1

b2
1

⎞
⎠ ,

⎛
⎝ 1

0
−h

⎞
⎠ .

Further, using the equality of transfer functions of systems (13) and (14), we obtain

WA(p) = r∗(P0 − pI)−1q.

This implies the following relations

k =
−α(m1 +m1γ + γ) + ω2

0 − γ − β

α(1 + γ)
,

d =
α+ ω2

0 − β + 1 + γ + γ2

1 + γ
,

h =
α(γ + β − (1 + γ)d+ d2)

ω2
0 + d2

,

b1 =
α(γ + β − ω2

0 − (1 + γ)d)

ω2
0 + d2

,

b2 =
α
(
(1 + γ − d)ω2

0 + (γ + β)d
)

ω0(ω2
0 + d2)

.

(15)

System (13) can be reduced to the form (14) by the nonsingular linear transformation
x = Sy. Having solved the following matrix equations

A = S−1P0S, b = S−1q, c∗ = r∗S, (16)

one can obtain the transformation matrix

S =

⎛
⎝s11 s12 s13

s21 s22 s23
s31 s32 s33

⎞
⎠ .

By (11), for small enough ε we determine initial data for the first step of multistage
localization procedure

x(0) = Sy(0) = S

⎛
⎝a0

0
0

⎞
⎠ =

⎛
⎝a0s11

a0s21
a0s31

⎞
⎠ .
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Fig. 2. Equilibrium, stable manifolds of saddles, and localization of hidden attractor

Returning to Chua’s system denotations, for determining the initial data of starting so-
lution of multistage procedure we have the following formulas

x(0) = a0, y(0) = a0(m1 + 1 + k),

z(0) = a0
α(m1 + k)− ω2

0

α
.

(17)

Consider system (13) with the parameters

α = 8.4562, β = 12.0732, γ = 0.0052,

m0 = −0.1768, m1 = −1.1468. (18)

Note that for the considered values of parameters there are three equilibria in the system:
a locally stable zero equilibrium and two saddle equilibria.

Now we apply the above procedure of hidden attractors localization to Chua’s sys-
tem (12) with parameters (18). For this purpose, compute a starting frequency and a
coefficient of harmonic linearization. We have

ω0 = 2.0392, k = 0.2098 .

Then, compute solutions of system (13) with nonlinearity εϕ(x) = ε(ψ(x) − kx),
sequentially increasing ε from the value ε1 = 0.1 to ε10 = 1 with the step 0.1.

By (15) and (17) we obtain the initial data

x(0) = 9.4287, y(0) = 0.5945, z(0) = −13.4705
for the first step of multistage procedure for the construction of solutions. For the value
of parameter ε1 = 0.1, after transient process the computational procedure reaches the
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Fig. 3. Hidden attractor projections on (x, y), (x, z), and (y, z)

starting oscillation x1(t). Further, by the sequential transformation xj(t) with increas-
ing the parameter εj , using the numerical procedure, for original Chua’s system (12)
the set Ahidden is computed. This set is shown in Fig. 3.

The considered system has three stationary points: the stable zero point F0 and the
symmetric saddles S1 and S2. To zero equilibriumF0 correspond the eigenvaluesλF0

1 =
−7.9591 and λF0

2,3 = −0.0038 ± 3.2495i and to the saddles S1 and S2 correspond

the eigenvalues λ
S1,2

1 = 2.2189 and λ
S1,2

2,3 = −0.9915 ± 2.4066i. The behavior of
trajectories of system in a neighborhood of equilibria is shown in Fig. 3.

We remark that here positive Lyapunov exponent [18] corresponds to the computed
trajectories.

By the above and with provision for the remark on the existence, in system, of locally
stable zero equilibrium and two saddle equilibria (trajectories from the neighborhood
of these saddles tend to zero or to infinity), we arrive at the conclusion that in Ahidden

a hidden strange attractor is computed.
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Now let us consider localization of hidden oscillation in the Chua’s circuit with mod-
ified nonlinear characteristic — discontinuous nonlinearity sign(x) instead of sat(x).
For this we consider the system (12) with nonlinearity of special form

θi(x) = ψ(x) +
i

n

(
(m0 −m1)sign(x)− ψ(x)

)
, i = 1, . . . , n (19)

and apply the same numerical procedure to the new system with n = 10, increasing the
value of the parameter i from 1 up to 10. Projections of the solutions of the system (12)
with nonlinearity (19) on the plane (x, y) for i = 3, 5, 7, 10 are shown in Figs. 4–7
respectively.
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Fig. 4. Projection of the solutions of the modified Chua’s system on the plane (x, y) for i = 3.
Nonlinearity θi(x) and stability sectors.
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Fig. 5. Projection of the solutions of the modified Chua’s system on the plane (x, y) for i = 5.
Nonlinearity θi(x) and stability sectors.
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Fig. 6. Projection of the solutions of the modified Chua’s system on the plane (x, y) for i = 7.
Nonlinearity θi(x) and stability sectors.
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Fig. 7. Projection of the solutions of the modified Chua’s system on the plane (x, y) for i = 10.
Nonlinearity θi(x) and stability sectors.

4 Conclusions

In the present work the application of special analytical-numerical algorithm for hidden
attractor localization is discussed. The existence of such hidden attractors in classical
and modified Chua’s circuits is demonstrated.

It is also can be noted that to obtain existence of hidden attractor in Chua’s circuit
one can artificially modify [20,19,9] diode characteristics to stabilize zero stationary
point by inserting small stable zone around zero stationary point into nonlinearity.
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joao.nabais@estsetubal.ips.pt
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Abstract. Water is a vital resource for mankind used in activities such as agri-
culture, industry and domestic activity. Irrigation is one of the most consuming
water resources in human activity. Irrigation canals are characterized for being
spatially distributed crossing different administrative regions. As water is be-
coming a scarce and valuable resource, efficient engineering water conveyance
networks are required. In this paper a discrete state space for modeling open-
channels is presented. The well known Saint-Venant equations are first linearized
for a steady state and then discretized using the Preissmann scheme. The result-
ing model is shown to be computational simple and flexible to accommodate
different type of boundary conditions, in flow, water depth or hydraulic structures
dynamics, which are important features for modeling complex water conveyance
systems. The hydraulic model also offers monitoring ability along the canal axis
and can therefore be integrated in fault diagnosis and tolerant control strategies.
The model is validated with experimental data from a real canal property of the
Évora University.

Keywords: Modeling, Partial differential equations, Saint-venant equations,
Open-channels, Water conveyance networks, Time delay system.

1 Introduction

Water is an essential resource for all life species, in particular human life. From agri-
cultural to industrial applications or simple domestic activities, an efficient water con-
veyance network is a key factor for a sustainable development, social stability and
welfare. Water can be distributed through natural irrigation canals provided by nature
itself, like rivers, or be either transported by means of artificial irrigation canals gener-
ally known as water conveyance systems. These systems have usually great complexity
from an automatic control point of view, since they are generally large spatially dis-
tributed systems with strong nonlinearities and physical constraints, time delays, while
their operation typically requires the compatibility of multiple competing objectives.
Therefore the need for an accurate dynamic hydraulic model that is sufficiently rich
to incorporate the most relevant physical dynamics, while being flexible enough to be
adapted to different operational setups.
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For model base canal controller design is necessary to have a good model able to
capture the main system dynamics. A simple analytical model was proposed by [1] the
so-called integrator delay whose simplicity made it popular for canal modeling [2] [3].
Although being a simple model, controller design using this type of model is still a
current research topic [4,5]. If more accuracy is needed then Saint Venant equations [6]
are commonly used to model the dynamic behavior of the water flow in open water
channels. The Saint-Venant equations consist of a pair of nonlinear hyperbolic par-
tial differential equations. These equations are hard to be handled and so typically a
linearized version around an equilibrium point is used for simulation and control pur-
poses [7]. In [8] it is shown how a continuous multivariable dynamic model relating
inflows to water depths for an open water pool is obtained. This model is specially
suitable for H∞ frequency analysis. Based on this structure, a simplified single-input
single-output Integral Delay Zero (IDZ) model was shown to capture the main hydraulic
dynamics [9]. However, although simple, the IDZ model lacks some accuracy [10]. A
more flexible model framework that is computationally simple with efficient monitoring
capacity of the canal water depths is then required.

This paper presents a discrete-time linear state space model for canal pools. The
model is obtained through the discretization of the linearized Saint-Venant equations
around a stationary point. The following interesting features can be found:

– a minimum computational effort is required for simulation purposes making it eas-
ily extendable to high dimensional water conveyance networks;

– monitoring water depths and flows along the canal can be easily made through an
appropriate choice of the output equation;

– boundary conditions are easily integrated as flows or water depths, allowing for
modular interconnection of different elements on a given canal;

– it enables the accommodation of hydraulic structure dynamics to which the pool is
linked to;

– it can be easily integrated into model based control strategies [11] [12] opening the
gate to its inclusion in fault tolerant control applications [13] [14] [15].

Besides, the proposed hydraulic model is further validated against real data retrieved
from an experimental water delivery canal hold by the NuHCC – Hydraulics and Canal
Control Center from the Évora University in Portugal.

The paper has the following structure. Section 2 presents the experimental canal.
The canal model problem formulation is then presented in section 3 where the partial
differential dynamic equations describing the transport phenomenon are first linearized
and then discretized leading to a finite linear pool model. In section 4 a brief model
numerical parameter analysis is presented. In section 5 the hydraulic model is validated
with data retrieved from the experimental canal. Here it is shown the reliability and
accuracy of the proposed hydraulic model. Finally, in section 6 some conclusions are
drawn.

2 Experimental Canal

The experimental automatic canal [16] is located in Mitra near Évora, Portugal (Fig. 1).
The canal has 4 pools with a trapezoidal cross section of 0.900m height and a total
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Fig. 1. NuHCC canal global view

Table 1. Experimental canal uniform parameters

Parameter Pool 1 Pool 2 Pool 3 Pool 4

L [m] 40.7 35 35 35.2
S0 0.0016 0.0014 0.0019 0.0004

n [m−1/3s] 0.015 0.015 0.015 0.015
b [m] 0.15 0.15 0.15 0.15
m [m] 1:0.15 1:0.15 1:0.15 1:0.15
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Fig. 2. Schematics of the complete facility

length of 145.9m. The geometric characteristics for each pool are shown in Table 1
where L means pool length, S0 the bed slope, n the Manning friction coefficient, b the
bottom width and m the side slope.

The 4 pools are divided by three sluice gates as shown in Fig. 2. All these sluice gates
are electro-actuated and instrumented with position sensors. A rectangular overshot gate
is located at the end of the canal with 0.38m width. The off-take valves, equipped with
an electromagnetic flow-meter and motorized butterfly valve for flow control, are im-
mediately located upstream of each sluice gate. Counterweight-float level sensors are
distributed along the canal. At the head of the canal an electro-valve controls the canal
inflow. This flow is extracted from a reservoir. The maximum flow capacity is 0.090
m3/s. The flow within the automatic canal is regulated by another electro-valve lo-
cated at the exit of a high reservoir (head of the automatic canal), simulating a real
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load situation. This high reservoir is filled with the recovered water pumped from a
low one, which collects the flow from a traditional canal allowing a closed circuit. All
electro-actuators and sensors in the canal are connected to local PLCs (Programmable
Logic Controllers) responsible for the sensor data acquisition and for the control ac-
tions sent to the actuators. All local PLCs are connected through a MODBUS network
(RS 485). The interaction with the Évora canal is done through 5 inputs (canal intake
Qup and 4 gate elevations Ygi ), 4 outputs (downstream water level at each pool YLi)
and 4 disturbances Qoffi (offtakes at each pool end) using a multi-platform controller
interface [17].

3 Canal Pool Model

3.1 First Principles

The flow in open-channels is well described by the Saint-Venant equations,

∂Q(x, t)

∂x
+B(x, t)

∂Y (x, t)

∂t
= 0 (1)

∂Q(x, t)

∂t
+

∂

∂x

(
Q2(x, t)

A(x, t)

)
+ g · A(x, t) · (Sf (x, t)− S0(x)) = 0 (2)

where, A(x, t) is the wetted cross section, Q(x, t) is the water discharge, Y (x, t) is
the water depth, B(x, t) is the wetted cross section top width, Sf (x, t) is the friction
slope, S0(x) is the bed slope, x and t are the independent variables. These equations are
partial differential equations of hyperbolic type capable of describing the transport phe-
nomenon. The mathematical dynamical model used is known for being able to capture
the process physics namely: backwater, wave translation, wave attenuation and flow
acceleration.

To solve partial differential equations it is necessary to know the initial condition
along the canal axis and also two boundary conditions in time.

Initial Conditions. The flow can be classified according to the independent variables
variations in time and space:

– uniform flow, when parameters do not vary along canal axis, nonuniform when
parameters vary in space,

– steady flow, when parameters do not vary in time, and unsteady when parameters
vary in time.

In this work the Nonuniform Unsteady Flow is assumed. One interesting situation is to
consider gradually varied flow. This is characterized for steady conditions, which means
∂
∂t = 0. In this case the Saint-Venant equations are reduced to Ordinary Differential
Equation. If also uniform flow is to be imposed, no variations along canal axis, it is
only necessary to solve Sf (x, t) = S0(x). The water depth found is also known as the
normal depth YN . If a downstream water condition different from the normal depth is
given then the water profiles presented in Fig. 3 result.
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Fig. 3. Backwater for some downstream water depths with a nominal flow of Q0 = 0.020m3/s

Boundary Conditions. Partial differential equations of hyperbolic type are capable of
describing the transport phenomenon. There are two waves present in the pool dynamics
whose velocity are V + C and V − C, where V is average velocity across section and
C is the wave celerity. Depending on the relation between the dynamical and inertial
velocity captured by the Froude number, Fr = V

C the flow can be characterized into the
following three types:

– subcritical: for Fr < 1 designated as fluvial and is typical of large water depths and
small discharge and can be found at the river downstream;

– critical: for Fr = 1;
– supercritical: for Fr > 1 designated as torrential and is typical for small depth and

large discharge and can be found at the river upstream.

In the subcritical case two waves traveling in opposite direction along the canal axis
may occur. Because of this phenomenon, one boundary condition at each pool end is
needed. In this work only subcritical flow is considered.

3.2 PDE Resolution

For solving numerically the partial differential equation it is required to proceed with
time and space discretization. Here two approaches are valid [8]:

– Hydraulic approach: in this classical approach the equations are first discretized
and then the nonlinear terms are approximated. This leads to time variant systems
and requires the resolution of a set of algebraic equations, for instance through the
generalized Newton method;

– Control approach: in this approach the equations are first linearized around a sta-
tionary configuration (Q0, Y0(x)). After this step the equations are discretized
which allows for a time invariant state space representation.

Consider a steady state defined as (Q0, Y0(x)) where index 0 stands for steady flow
configuration. The deviation variables are defined as,

q(x, t) = Q(x, t)−Q0

y(x, t) = Y (x, t)− Y0(x)
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Assuming A(x, t) = B0(x)Y (x, t), after linearization equations (1) (2) become,

B0(x)
∂y(x, t)

∂t
+

∂q(x, t)

∂x
= 0 (3)

∂q(x, t)

∂t
+ 2V0(x)

∂q(x, t)

∂x
+ δ(x)q(x, t) + . . .

+
[
C2

0 (x)− V 2
0 (x)

]
B0(x)

∂y(x, t)

∂x
− γ̃(x)y(x, t) = 0 (4)

where,

C0(x) =

√
g
A0(x)

B0(x)

α(x) = C0(x) + V0(x)

β(x) = C0(x) − V0(x)

δ(x) =
2 · g
V0(x)

(
J0(x)− Fr20(x)

dY0(x)

dx

)

Fr20(x) =
V 2
0 (x)B0(x)

g · A0(x)

γ̃(x) = V 2
0 (x)

dB0(x)

dx
+ g ·B0(x)

[
D(x)J0(x) + I(x) − (1 + 2Fr20(x)

) dY0(x)

dx

]

D(x) =
7

3
− 4

3

A0(x)

P0(x)B0(x)

∂P0(x)

∂y
(5)

To complete the linearized pool model it is necessary to consider an initial condition
along the spatial coordinate,

q(x, 0) = q0(x) = q0 y(x, 0) = y0(x) (6)

and two boundary conditions on each end along time,

q(0, t) = u1(t) q(L, t) = u2(t) (7)

To simplify future analysis the Saint-Venant equations can be re-written into a more
convenient alternative form. For that consider the area deviation as a(x, t) = B0(x)y(x, t).
The linearized equations (3) and (4) are now given by,

∂a(x, t)

∂t
+

∂q(x, t)

∂x
= 0 (8)

∂q(x, t)

∂t
+ [α(x) − β(x)]

∂q(x, t)

∂x
+ . . .

+α(x)β(x)
∂a(x, t)

∂x
+ δ(x)q(x, t) − γ(x)a(x, t) = 0 (9)

where,

γ(x) =
C2

0 (x)

B0(x)

dB0(x)

dx
+ g [(1 +D(x)) I(x) + . . .

− (1 +D(x)− (D(x) − 2)Fr20(x)
) dY0(x)

dx

]
(10)
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Considering the state vector χ(x, t) =
[
q(x, t) a(x, t)

]T
equations (8) and (9) may be

expressed in state space form as follows,

A
∂

∂t
χ(x, t) +B(x)

∂

∂x
χ(x, t) + C(x)χ(x, t) = 0 (11)

where,

A =

[
0 1
1 0

]
B(x) =

[
1 0

α(x) − β(x) α(x)β(x)

]
C(x) =

[
0 0

δ(x) −γ(x)
]

(12)

3.3 Finite Dimension Model

The numerical method used to obtain a finite dimension model is the implicit method
known as Preissmann Scheme. In this method Δx is the spatial mesh dimension, Δt is
the time step, θ and φ weighting parameters ranging from 0 to 1. When using numerical
methods it is important to be aware that they may introduce nonphysical behavior that is
similar to the process physics and once introduced is not clear how to eliminate it [18].

The state vector for two consecutive sections is fourth dimension with both upstream

and downstream flow and area deviation, x(k) =
[
qki aki qki+1 aki+1

]T
, where index

k stands for time and index i stands for space. Applying the Preissmann scheme to
equation (11) after some manipulations the following discrete state space representation
is obtained, ⎡

⎢⎢⎣
a11 a21
a12 a22
a13 a23
a14 a24

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
qk+1
i

ak+1
i

qk+1
i+1

ak+1
i+1

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
b11 b21
b12 b22
b13 b23
b14 b24

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣

qki
aki
qki+1

aki+1

⎤
⎥⎥⎦ = 0 (13)

The state space representation describes the pool dynamics between two adjacent sec-
tions. To obtain the model corresponding to a pool divided into N reaches it is necessary
to use N+1 sections leading to 2(N+1) variables. Using model (13) is possible to ob-
tain 2N equations. The last two equations are related to the upstream and downstream
boundary conditions. The boundary conditions are imposed normally by the structure
the pool is linked to. The boundary condition may be imposed in flow, usually when
connected to gates, or in water depth, when the pool is connected to large reservoirs.
A slightly more complex approach is when some hydraulic structure dynamics are to
be incorporated into the model. The hydraulic structure linearized equation is used as
a boundary condition. In this case a local linear model is constructed describing the
pool plus gate dynamics. With this approach the entire canal dynamics can be obtained
by means of connection local model dynamics, also called linear agents. These linear
agents may be used for local model base control strategies.

In this work flow boundary conditions are assumed for constructing an open water
canal simulator with the objective of validating the Saint-Venant resolution method
proposed.

The total pool state vector X(k) is defined as,

X(k) =
[
q1(k) a1(k) q2(k) a2(k) . . . qn(k) an(k) qn+1(k) an+1(k)

]
(14)
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Finally, the pool linear model representation can be given as,

X(k + 1) = AX(k) +BU(k)

Y(k) = CX(k) (15)

where U(k) is the model input and Y(k) is the model output. It is important to empha-
size some features of this model: i) the partial differential equations are solved only by
matrices multiplications; ii) the number N of reaches inside a pool defines the number
of sections N + 1 and state space variables 2(N + 1); and iii) all state space variables
are accessible through matrix C in the output equation.

4 Parameter Analysis

The use of numerical methods for simulation may well introduce numerical oscillations
and diffusion which, at the worst case, can lead to instability. Numerical methods are
also known for introducing non physical dynamics which are similar to the process dy-
namics. After a finite dimension model is obtained, it is then crucial to proceed with
parameters analysis. It is important to know how the nominal model performance is af-
fected by the numerical parameters. This evaluation will be done for wave propagation
along canal axis created by imposing a positive step input flow at the boundary condi-
tion. The analysis is made for the second canal pool. The nominal model was built with
the following parameters: L = 35m N = 20, Δx = L

N , Δt → Cr ≈ 1, φ = 0.5 and
θ = 0.5, where Cr means the Courant number defined as,

Cr = α
Δt

Δx
(16)

which can be seen as the ratio between numerical velocity and kinematic velocity.

4.1 Sample Time

The sample time is one of the grid dimension parameters. Reducing it means that the nu-
merical solution is calculated faster than the dynamical velocity. As a consequence the
Courant number is reduced. Different Courant numbers tested are, Cr =

[
1 1.22 1.5

]
or in time step Δt =

[
0.835 1.02 1.25

]
. In Fig. 4 two waves travelling along canal axis

for a given time instant are shown. It is clear that the system exhibits nonphysical os-
cillations that are not damped by the sample time. Time step is not a tunable parameter.
It must be chosen to keep the Courant number close to unity in order to have similar
resolution in time and space. Contrary to what happens in continuous systems, reducing
the time step does not improve the numerical solution.

4.2 Preissmann Parameters

A centered approach in space is used, which means φ = 0.5. Only the interpolation
parameter in time θ is changed. The centered scheme is known to be unconditionally
stable for θ ≥ 0.5. The following values were tested θ =

[
0.5 0.6 0.8

]
. In Fig. 5(a) 5(b)
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(a) Upstream positive flow step.
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(b) Downstream positive flow step.

Fig. 4. Wave propagation for different time step values
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(a) Upstream positive flow step.
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(b) Downstream positive flow step.
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(c) Upstream inflow to upstream water depth.
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(d) Upstream inflow to downstream water depth.

Fig. 5. Wave propagation for different θ values

the downstream and upstream wave propagation when a positive flow step is applied at
the pool end is shown. The effect of increasing the θ parameter is similar: numerical
oscillations are eliminated at the cost of introducing numerical diffusion. This interpre-
tation can be confirmed in the frequency response represented in Fig. 5(c)-5(d) for the
upstream flow input. The first natural frequency is kept almost unchanged while the
higher frequencies are damped. Although these parameters allow for numerical oscilla-
tions elimination it may introduce too much diffusion in the model.
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(a) Upstream positive flow step.
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(b) Downstream positive flow step.

Fig. 6. Wave propagation for different N values

4.3 Space Step

The space step is related to the number of reaches N considered in a pool. Assuming
uniform space step parameter along canal axis it is practical to use Δx = L

N . If more
resolution in the canal is desired this is the parameter to change, through the number
of reaches. This is important as the space step is a constraint to the capacity of repre-
senting smaller waves as well as more abrupt changes in water profile. In Fig. 6 the
downstream and upstream wave propagation when a positive flow step is applied at the
pool end is shown. Establishing the N parameter is a tradeoff between accuracy and
model complexity.

5 Model Validation

The model validation is done using data collected from the experimental canal. To em-
phasize the canal monitoring ability the canal configuration with the intermediate gates
opened is used. In this case the canal is a single pool of 145.9m length. The initial
condition used was Q0 = 0.045m3/s and Y0(L) = 0.595m with the associated gate
elevation Yg = 0.430m. The linear pool model was constructed considering N = 10,
θ = 0.6 and a Courant number close to unity. In this configuration the Évora canal
admits two inputs, a distant upstream flow and a local gate elevation.

Three different input scenarios were created for model validation, test 1 – only up-
stream inflow, test 2 – only local gate elevation and test 3 – with both inputs. The
scenarios run over approximately 8000s which is equivalent to 2hours and 15minutes.
The input sequence was designed accordingly to the Évora canal specifications. For the
inflow the interval [0.030; 0.045]m3/s is tested, leading to a maximum deviation of 33%
relative to Q0. For the gate elevation the interval [0.330; 0.480]m is tested leading to a
maximum deviation of 23% relative to Y0(L). The input sequences are represented in
Fig. 7.

In Fig. 8 the system output – the downstream water depth – and three more water
depths along the canal axis are shown, which proves the model canal axis monitoring
ability. One is considering x = 1/4L, x = 1/2L and x = 3/4L. In Table 2 the error



Flexible Discrete Time State Space Model for Canal Pools 169

0 1000 2000 3000 4000 5000 6000 7000 8000
0.025

0.03

0.035

0.04

0.045

0.05

time [s]

di
sc

ha
rg

e 
[m

3 /s
]

(a) Test 1 inflow.

0 1000 2000 3000 4000 5000 6000 7000 8000
0.3

0.32

0.34

0.36

0.38

0.4

0.42

0.44

0.46

0.48

0.5

time [s]

w
at

er
 d

ep
th

 [m
]

(b) Test 2 gate elevation.
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(c) Test 3 inflow.
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(d) Test 3 gate elevation.

Fig. 7. Tests input sequences

Table 2. Model performance for the different tests

Canal axis VAF1 VAF2 VAF3 MAE1 MAE2 MAE3

x = L 80.36 91.14 91.97 0.0041 0.0092 0.0121
x = 3/4L 91.71 99.61 99.29 0.0066 0.0061 0.0097
x = 1/2L 87.43 99.58 98.50 0.0049 0.0019 0.0064
x = 1/4L 93.40 99.09 98.37 0.0053 0.0040 0.0074

criteria for downstream water depth as well for the intermediate points is presented.
The error measurements used are the Variance Accounted For (VAF) and the Mean
Absolute Error (MAE), the index refers to the test. The flow input causes small variation
in downstream water depth while the opening gate is more severe. The lowest fit occurs
at the downstream end, which can be explained by the experimental canal construction.
The canal ends with a final reach of 7m length with rectangular section and 0.7m width.
This is different from the nominal parameters considered and changes the downstream
reservoir capacity. When travelling upstream the water depth tend to the normal depth
which justifies the good model fit.

It is important to note that while in test 1 the water depth amplitude varies 0.030
m in test 3 due to the gate movement, a water depth amplitude variation of 0.170 m
is observed, which is quite large when compared with the nominal downstream water
depth.

A similar model validation was done for a model with N = 30 which means a space
step of 5m but no increase in performance was obtained. However the computationally
cost was severely increased.
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(a) Test 1 for x = 1/4L.
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(b) Test 2 for x = 1/4L.
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(c) Test 3 for x = 1/4L.
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(d) Test 1 for x = 1/2L.
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(e) Test 2 for x = 1/2L.
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(f) Test 3 for x = 1/2L.
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(g) Test 1 for x = 3/4L.
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(h) Test 2 for x = 3/4L.
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(i) Test 3 for x = 3/4L.
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(j) Test 1 for x = L.
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(k) Test 2 for x = L.
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(l) Test 3 for x = L.

Fig. 8. Water depths along the canal for tests 1,2 and 3

6 Conclusions

A finite dimension linear model for canal pools has been presented and validated with
experimental data. The linearized partial differential equations describing the system
are solved through matrices multiplications which requires low computational effort.
This enables the model to be used for constructing water conveyance networks. The
possibility to use the flow, water depth or linearized hydraulic structures as boundary
conditions, augments the model applicability.
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The proposed model also allows for full canal monitoring. This is an important fea-
ture that opens the scope of application to fault detection, isolation, and fault tolerant
control algorithms.
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Abstract. In this paper, a novel learning methodology is presented and dis-
cussed with reference to the application of virtual sensors in the semiconduc-
tor manufacturing environment. Density estimation techniques are used jointly
with Renyi’s quadratic entropy to define a loss function for the learning problem,
relying on Information Theoretic Learning concepts. Furthermore, Reproducing
Kernel Hilbert Spaces (RKHS) theory is employed to handle nonlinearities and
include regularization capabilities in the model. The proposed algorithm allows to
estimate the structure of the predictive model, as well as the associated probabilis-
tic uncertainty, in a nonparametric fashion. The methodology is then validated
using simulation studies and process data from the semiconductor manufactur-
ing industry. The proposed approach proves to be especially effective in strongly
nongaussian environments and presents notable outlier filtering capabilities.

Keywords: Semiconductors, Machine learning, Entropy, Kernel methods.

1 Introduction

Virtual sensors are employed in many industrial settings to predict the result of an opera-
tion (most often a measurement) when the implementation of an actual sensor would be
uneconomic or impossible [11]. In general, a virtual sensor finds and exploits a relation
between some easily collectible variables (input) and one or more target (output) vari-
ables. Virtual sensor modeling techniques range from purely physics-based approaches
[8] to machine learning and statistical methodologies [14]. This paper is motivated by
a specific class of virtual sensors used in semiconductor manufacturing, namely Virtual
Metrology (VM) tools. The measurement operations on processed silicon wafers are
particularly time-consuming and cost-intensive: therefore, only a small subset of the
production is actually evaluated [15]. Conversely, Virtual Metrology tools are able to
predict metrology results at process time for every wafer, relying only on process data:
such predictions are expected to reduce the need for actual measurement operations
and, at the same time, establish positive interactions with metrology-related equipment
tools (such as Run-to-Run controllers and decision aiding tools).

A Virtual Metrology tool is expected to (i) find and exploit complex, nonlinear rela-
tions between process data and metrology results, and (ii) assess prediction uncertainty

J.-L. Ferrier et al. (Eds.): Informatics in Control, Automation and Robotics, LNEE 174, pp. 175–193.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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in a meaningful way; in order to achieve such goals, it is key to make the right assump-
tions on the observed data. Remarkably, a precise characterization of the process vari-
ability is in general hard to obtain: for instance, the observed data might be distributed
according to fat-tailed or strongly non-Gaussian distributions, be affected by outliers
or present signs of multimodality; it is to note that such difficulties are shared among
many disciplines [1]. It is intuitive that suboptimal assumptions are likely to result in in-
effective predictive models. In this paper, we present a novel methodology, inspired by
Information Theoretic Learning theory [9], to tackle such an issue employing a regular-
ized Reproducing Kernel Hilbert Space (RKHS) framework jointly with nonparametric
density estimation techniques. The proposed approach is able to simultaneously esti-
mate nonlinear predictive models and the associated prediction uncertainty, enabling
the delivery of probabilistic predictions. The paper is structured as follows:

– Section 2 introduces the needed elements of machine learning and Kernel methods
– Section 3 presents and justifies the proposed approach from a theoretical point of

view
– Section 4 tests the proposed methodology against simulation studies and data from

the semiconductor manufacturing environment

Appendix A is devoted to numerical techniques used to solve the proposed problem,
while Appendix B contains mathematical proofs.

2 Machine Learning and Kernel Methods

The goal of a learning task is to estimate, from data, a relationship between an input
space X and an output space Y . In order to achieve such result, it is necessary to rely on
a set of observations S = {xi ∈ X , yi ∈ Y, i = 1, . . . , N}. In other words, the goal is
to find a map f : X → Y such that, given a new observation {xnew ∈ X , ynew ∈ Y},
f(xnew) will adequately predict ynew. In this framework, S is called a training set and
the function f is an estimator. In the following, let f depend on a set of parameters θ,
such that f(x) := f(x; θ); the optimization of θ with respect to some suitable criterion
(function of S and θ) leads to the creation of a predictive model.

2.1 Regularized Machine Learning

In this paper, a regularized machine learning setting is employed to introduce and test
the proposed methodology: the estimator f is found by minimizing some loss function
J (θ) with respect to θ. Such loss function is usually the sum of a loss term L and a
regularization term R, so that

J (θ) = L(θ) + λR(θ) (1)

In this framework, given a model specified by θ, L measures the quality of approxi-
mation on the training set S and R is a measure of the complexity of the model. In-
tuitively, the coexistence of L and R relates to a tradeoff between model regularity
and performances on S. The regularization parameter λ ∈ R

+ acts as a tuning knob
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for such tradeoff: as λ grows, the order of the selected model gets lower and lower.
In this paradigm, a learning algorithm is entirely specified by (i) the loss term L(θ),
(ii) the regularization term R(θ) and (iii) the estimator structure f(x; θ). Remarkably,
this structure assumes that the prediction of a generic yi can be obtained, at best, up
to a random uncertainty (depending on L). In other words, adopting an additive error
paradigm, it is implied that

yi = f(xi) + εi

where εi is a random variable whose distribution depends on L.
In the following, let X ≡ Rp and, with no loss of generality, Y ≡ R. The goal is to

build a map f : Rp → R of the relationship between an input dataset X ∈ RN×p and
an array of target observations Y ∈ RN . Furthermore, let xi be the i-th row of X , and
yi be the i-th entry of Y .

2.2 Linear Predictive Models

Perhaps the most notable example of estimation technique is the method of Least
Squares, that can be traced back to Gauss and Legendre. Such methodology assumes a
linear relationship between the input and output spaces, so that

f(xi) := f(xi;w) = xiw (2)

where w is a p-variate vector of parameters. Furthermore, let L be the sum of squared
residuals

L(w) =
N∑
i=1

(yi − f(xi))
2 (3)

and letR(w) ≡ 0. The optimal w∗ (minimizer of L(w)) is then

w∗ = (X ′X)−1X ′Y

When a new input observation xnew is available, the optimal least squares prediction of
ynew is

ŷnew = E[ynew|xnew] = xneww
∗

Equation (3) implies a Gaussian distributed εi with

εi ∼ N(0, σ2)

where σ2 is the variance of the observation uncertainty. Notably, ŷnew is independent of
σ2: it is necessary to tune the variance term only if a probabilistic output is needed (such
as prediction confidence intervals). Least squares is a simple yet powerful method that
suffers from two main drawbacks, namely (i) overfitting in high-dimensional spaces (p
close to N ) and (ii) possible ill-conditioning of the matrix X ′X . In order to overcome
such issues, a regularization term is employed: by using (2) and (3), and letting



178 A. Schirru et al.

R(w) =

N∑
i=1

w2
i

Ridge Regression is obtained. More and more stable (low sum of squared coefficients)
models are selected as λ grows, at the cost of worsening the performances on the train-
ing set. The idea behind Ridge Regression is that the optimal λ allows to build a predic-
tor that includes all and only the relevant information. The optimal Ridge Regression
coefficient vector is

w∗ = (X ′X + λI)−1X ′Y

Similarly to least squares, it is not necessary to explicitly address the tuning of the error
variance σ2 unless a probabilistic output is needed.

2.3 Nonlinear Predictive Models

It is apparent that (2) defines a linear relationship between the p-variate input space
and the output space. In a wide variety of applications, however, a linear model is not
complex enough to obtain the desired prediction performances. An unsophisticated ap-
proach would be to adopt an expanded basis (augmenting the input set X with nonlinear
functions of its columns - for instance, polynomials) to tackle such issue. It is to note,
however, that this simple approach would yield computationally intractable problems
also for a relatively small values of p [5]: nonlinearities are more efficiently handled
using kernel-based methodologies. In the case of Ridge Regression, consider a sym-
metric positive definite matrix K ∈ RN×N whose entries arise from a suitable positive
definite inner productK (kernel function), such that

Kij = K(xi, xj) (4)

Furthermore, consider the model structure

f(xi) = Kic (5)

where Ki is the i-th row of K , and the regularization term

R(c) = c′Kc

In this framework, c ∈ RN is the coefficient vector of the so-called dual form of the
learning problem, and R is the norm of f in a nonlinear Hilbert space. The resulting
model f exploits a nonlinear relationship (specified byK) betweenX and Y . This result
arises from RKHS (Reproducing Kernel Hilbert Spaces) theory and Riesz Representa-
tion Theorem: the kernel function K is used to establish a relationship between the p
features and the N examples. Among the most popular kernel functions, the inhomo-
geneous polynomial kernel

K(xi, xj ; d) = (xix
′
j + 1)d
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incorporates the polynomial span of X up to the d-th grade, and the exponential kernel

K(xi, xj ; ξ) = e
− ||xi−xj||2

ξ2

relates to an infinite-dimensional feature space whose bandwidth is controlled by ξ2.
The optimal Kernel Ridge Regression coefficient vector is

c∗ = (K + λI)−1Y

and the predictor is

ŷnew = knewc
∗

with knew = [K(xnew , x1) . . .K(xnew , xN )]. A thorough review of kernel-based
methodologies is beyond the scope of this section: the interested reader can find more
information in [12].

2.4 Learning in Nongaussian Settings

It is to note that the methodologies reviewed in this section rely on Gaussian assump-
tions: the probabilistic interpretation of the loss function (3) is that ynew can be pre-
dicted, at best, with an additive Gaussian-distributed uncertainty with fixed variance.
The reasons for adopting such an assumption are both historical (linking to the concept
of Least Squares estimation) and methodological (Central Limit Theorem and closed
form solution), but other choices are possible. For instance, the Huber loss function
(used in robust statistics) implies a Gaussian distribution near the origin with Laplace
tails and allows to reduce the weight of outliers in the learning process. Another notable
example is the ε-insensitive loss function, that relates to a uniform distribution between
[−ε, ε] with Laplace tails, and is mainly used in Support Vector Machines (SVM).

Remarkably, all the loss terms described in this section rely on parametric assump-
tions: the uncertainty is assumed to follow a specific (known) distribution depending
on a set of unknown parameters. In a real setting, however, it is often not possible (and
sometimes not even desirable) to identify the uncertainty distribution in a parametric
way: in such situations, a more flexible characterization is needed to achieve the best
performances. In the next section, a learning method that achieves such flexibility is
presented using Density Estimation techniques jointly with Entropy-related criteria.

3 Regularized Entropy Learning

In this section, an entropy-based learning technique that makes no assumptions about
the uncertainty distribution is presented and discussed. The novel methodology will be
referred to as ”Regularized Entropy Learning”.

3.1 Density Estimation and Learning

Consider a real-valued array ε = [ε1, . . . , εN ]′, where every εi is assumed to be indepen-
dently drawn from the same unknown distribution. In order to obtain a nonparametric
estimate of the probability density of ε, it is convenient to resort to density estimation
techniques [7].
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Remark: it would be more correct to use the term ”kernel density estimation”
(KDE). In order to avoid confusion (the word ”kernel” has different meaning in
KDE and Kernel Methods), KDE will be referred to as density estimation (DE).

DE techniques are able to estimate a probability density from a set of observations,
using a mixture of predetermined distributions. Given the vector ε, the underlying dis-
tribution is estimated as

pε(x) =
1

N

N∑
i=1

g(εi;x) (6)

where g(·;x) is a nonnegative function such that∫ +∞

−∞
g(·;x)dx = 1

It is immediate to prove that (6) is a probability distribution. In this paper, we employ
the Gaussian density

G(μ, σ2;x) =
1√
2πσ2

e
−
(x− μ)2

2σ2 (7)

so that g(z;x) := G(z, σ2;x). Hereby σ2 is the bandwidth of the estimator, related to
the smoothness of the estimated density: its tuning will be discussed in a later subsec-
tion. The density pε is rewritten as

pε(x) =
1

N

N∑
i=1

G(εi, σ
2;x) (8)

that is, a Gaussian density of variance σ2 is centered on every observation εi. With ref-
erence to the learning setting presented in the previous section, let εi be the estimation
error (residual) on the i-th sample of S, for some value of c:

εi := εi(c) = yi −Kic (9)

where Ki is the i-th row of the kernel matrix K . In the next subsection, (8) and (9) are
used to define a loss term related to the concept of information entropy.

3.2 Entropy-Based Loss Term

In information theory, entropy is a measure of the uncertainty of a random variable:
while an high entropy is associated to chaos and disorder, a quiet and predictable ran-
dom variable is characterized by low entropy [4]. Notably, by minimizing the entropy
of a random variable, a constraint is imposed on all its moments [3]. For this reason, the
definition of an entropy-based loss term is desirable with respect to the Least Squares
loss term, that involves only the second moment (variance). More interesting properties
of such a loss term are investigated in [10].



Virtual Sensors for Semiconductor Manufacturing 181

Uniform distribution

 

 

Theoretic
Estimation

Lognormal distribution

 

 
Theoretic
Estimation

Fig. 1. Density estimation of uniform and lognormal distributions, using Gaussian densities

Shannon’s entropy, perhaps the most notable entropy measure, is defined as the ex-
pected value of the information contained in a message. Renyi’s entropy generalizes
this concept to a family of functions depending on a parameter α ≥ 0. Consider a
continuous random variable ε; its Renyi’s entropy Hα(ε) is

Hα(ε) =
1

1− α
log

∫ +∞

−∞
pε(x)

αdx (10)

We consider the quadratic Renyi’s entropy H2(·) of the random variable ε|c, as

H2(ε(c)) = −log
∫ +∞

−∞
pε|c(x)2dx (11)

It is easily noted that H2(ε) reaches its infimum when pε(x) is a Dirac Delta (complete
predictability), and its supremum when pε(x) is flat over R (complete uncertainty). In
order to define the desired loss term, we consider the following

Theorem 1. Let A ∈ Rs×s, a ∈ Rs, B ∈ Rt×t, b ∈ Rt and Q ∈ Rs×t. Let x ∈ Rt be
an input variable. It holds that

G(a,A;Qx)G(b, B; x) = G(a,A+QBQ′; b)G(d,D; x)

with

D = (Q′A−1Q+B−1)−1

d = b+DQ′A−1(a−Qb)

��
It is possible to express H2(ε) in function of a weighted sum of Gaussian densities: this
result is summarized in the following
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Proposition 1. Applying Theorem 1 [6] and using (8) and (11), it holds that

H2(ε(c)) = − log

⎛
⎝ 1

N2

N∑
i=1

N∑
j=1

G(yi − yj , 2σ
2; (Ki −Kj)c)

⎞
⎠

Exploiting the symmetry of the Gaussian density, we define

H(c) :=
2

N2

N∑
i=1

N∑
j=i+1

G(yi − yj, 2σ
2; (Ki −Kj)c)

and observe that H(c) is equal to e−H2(ε(c)) up to an additive constant. Since the
exponential transformation is monotonic,

argmax
c
H(c) = argmin

c
H2(ε(c)) (12)

��
Equation (12) states that a minimum entropy estimator can be obtained by maximizing
a mixture of Gaussian densities with respect to the parameters vector c. In the following,
since ε is entirely specified by c, we let H2(c) := H2(ε(c)).

3.3 Regularized Entropy Learning

In this section, we consider the properties of the learning algorithm for which

L(c) = H2(c)

R(c) = c′Kc

f(yi) = kic

The novelty of the proposed approach lies in the RKHS regularization of an entropy-
related loss term. Consider the following

Proposition 2. Given the loss function

J (c) = H2(c) + λc′Kc (13)

it holds that

e−J (c) ∝ H(c)G

(
0N ,

K−1

λ
; c

)
(14)

that is, applying an exponential transformation to J (c), it is possible to write it as
the product between a weighted sum of Gaussian densities (H(c)) and a Gaussian den-
sity dependent on λ. ��
Furthermore, it has to be considered that H2(c) is shift-invariant: this result is discussed
in the following

Proposition 3. Let ε(c) be a real valued vector of residuals associated to a coefficient
vector c, and let ε(c∗) = ε(c) + z, where z is a real constant. It holds that
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H2(c) ≡ H2(c
∗)

��
Following Proposition 3, the expected value of the residuals represents an additional
degree of freedom to be set in advance. Without loss of generality we choose to ensure
that, given a random variable γ,

(p(γ|c) = pε(x))→ (E[γ] = 0) (15)

According to Proposition 2, it is possible to write J (c), upon a monotonic transforma-
tion, as a sum of products of Gaussian densities. In order to define an efficient mini-
mization strategy for J , we consider the following

Proposition 4. It holds that

e−J (c) ∝
N∑
i=1

N∑
j=i+1

αijG(dij , Dij ; c) (16)

with

αij = G(yi, 2σ
2 +

Kii − 2Kij +Kjj

λ
; yj)

Dij =

(
(Ki −Kj)

′(Ki −Kj)

2σ2
+ λK

)−1

dij = Dij
(Ki −Kj)

′(yi − yj)

2σ2

where Kst is the {s, t} entry of K , and therefore

J (c) = − log

⎛
⎝ N∑

i=1

N∑
j=i+1

αijG(dij , Dij ; c)

⎞
⎠

up to an additive constant. ��

Fig. 2. Graphical representation of the matrix {αij} (surface plot)
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Proposition 4 straightforwardly applies Theorem 1 to state that it is possible to write
J (c) as the logarithm of a weighted sum of Gaussian densities. The multiplicative
coefficients αij admit an interesting interpretation: αij , for which

0 ≤ αij ≤ G(0, 2σ2; 0) (17)

gets monotonically closer to its supremum as two conditions are met: (i) yi is close
to yj and (ii) Kii + Kij is close to 2Kij . Using the definition of Kij = K(xi, xj),
it is immediately verified that condition (ii) occurs when xi is close to xj . Therefore,
the multiplicative coefficient αij relates to the information consistency between the i-th
and j-th sample: in other words, it is a measure of the similarity between the i-th and
j-th observations. This allows for two interesting properties: (i) given a training set S,
it is possible to identify the most consistently informative pairs of examples (Figure 2).
This information can be subsequently used, for instance, as a pruning criterion to obtain
a minimal representative dataset. Furthermore, (ii) it is possible to use {αij} to discover
mixtures in S: indeed, if it is possible to identify two sets S1 ⊂ S and S2 ⊂ S such
that, for all (i, j ∈ S1) and (k, z ∈ S2),

αij ! αik

αkz ! αik

the information conveyed by S1 and S2 are significantly decoupled. Figure 3 depicts
a colormap of {αij} for a toy dataset with N = 30, obtained by concatenating two
decoupled sets of observations. As expected, the upper-left and lower-right 15x15 sub-
matrices show the highest values of αij .

3.4 Model Estimation

In the previous subsection, we have shown that the loss function of the proposed method
is monotonically related to a weighted sum of N -variate Gaussian densities. In this sub-
section, an optimal (entropy-wise) regularized estimator of c is derived and employed
to build a predictor for new observations. In order to obtain c∗, it is necessary to solve
the following

Problem 1 (Minimization of J (c)): find

c∗ = argmin
c

eJ (c)

with

J (c) = − log

⎛
⎝ N∑

i=1

N∑
j=i+1

αijG(dij , Dij ; c)

⎞
⎠

Since the exponential transformation is monotonic, the minimizer of eJ (c) mini-
mizes also J (c); the exponential formulation yields, however, simpler derivatives. Im-
plementation details about the solution of Problem 1 are reported in Appendix A. The
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Fig. 3. Mixture recognition capabilities of the coefficients αij : the bright areas are self-consistent
groups of homogeneous observations

estimate c∗ represents a compromise between the RKHS norm of f ,R(c), and Renyi’s
second order entropy of the estimation errors, H2(c). Additionally, H2(c

∗) is the mini-
mum reachable entropy configuration for the dataset S for a given value of λ. As c∗ is
obtained by solving Problem 1, it is necessary to set the additional degree of freedom
discussed in Proposition 3: the bias term B is computed as

B := mean({εi}) = 1

N

N∑
i=1

(yi −Kic
∗)

It is then possible to compute predictions whenever a new observation xnew is available.
Using the real-valued array

knew = [K(x̃new , x1) . . .K(x̃new , xN )]

the estimator ŷnew is

ŷnew = E[ynew|xnew] = knewc
∗ (18)

Furthermore, the prediction uncertainty γ can be estimated using a Leave-One-Out ap-
proach: let

p(γ) =
1

N

N∑
i=1

G(yi −Kic
∗
(i) − B(i), σ

2;x) (19)

where c∗(i) and B(i) solve Problem 1 using the reduced dataset S(i) = S\{xi, yi}. The
probabilistic form of the predictor is then

ynew = ŷnew + γ (20)

where ŷnew is deterministic and γ is a random variable.
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It is to be noted that the solution of Problem 1 was obtained for fixed bandwidth
σ2 and regularization parameter λ. In practice, however, it is generally needed to esti-
mate such parameters from data as well. In the presented univariate case, the tuning of
such parameters was efficiently performed by means of a Generalized Cross Validation
(GCV) approach. It is also possible, if there is not enough data to perform GCV, is to
tune σ2 relying on some theoretical criterion, such as Silverman’s rule [13].

4 Results

In this section, Regularized Entropy Learning (REL) is tested against simulated datasets
and data coming from the semiconductor manufacturing industry. In order to understand
the potential of the proposed approach, its performances are compared with Kernel
Ridge Regression (KRR). The performance gap between Regularized Entropy Learning
and Kernel Ridge Regression is expected to vary: intuitively, if the real uncertainty
distribution is strongly nongaussian, REL is expected to outperform KRR. For all the
experiments, RMSE was used as metric; the parameters of both methods were tuned by
means of GCV.

4.1 Simulated Datasets

Two datasets (100 training, 50 validation and 50 test observations) were generated us-
ing strongly nongaussian uncertainty distributions. In the first case, a uniform random
variable was employed; in the second case, the uncertainty was modeled as a Laplace
distribution. Multiplicative (5x) outliers were inserted (with 10% probability) in each
dataset to test the robustness of the proposed methodology. Table 1 presents the RMSE
ratios for the four simulated experiments: as expected, the best results are obtained
with the Laplace distribution (whose power law is hardly approximated by a Gaussian).
Figures 4 and 5 show the uncertainty distributions considered by REL and KRR: the
advantage of the proposed approach in such situations is clear.

4.2 Semiconductor Dataset

REL was tested against a set of homogeneous observations from the semiconductor
manufacturing environment (courtesy of the Infineon Austria facility in Villach). Specif-
ically, a homogeneous dataset consisting of 239 measured wafers was collected from a
Chemical Vapor Deposition (CVD) equipment. Every wafer is characterized by 30 in-
put variables and 9 thickness measurements (associated to different sites on the wafer).
Four experiments were conducted:

– Predict the average layer thickness (with and without outliers)
– Predict the standard deviation (9 points) of layer thickness (with and without an

outliers)

In order to produce outlier-free experiments, a standard outlier elimination technique
based on Mahalanobis distance was employed. The original dataset was split in 3 con-
secutive groups: a training dataset of 150 wafers, a validation dataset of 50 wafers and a
test dataset of 39 wafers. The validation dataset was used to tune the hyperparameters,
while the algorithms were compared on the test dataset.
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Fig. 4. Error distributions for the prediction of a simulated dataset with uniform uncertainty: the
nonparametric estimation of p(γ) allows the proposed methodology to outperform KRR
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Fig. 5. Error distributions for the prediction of a simulated dataset with Laplace-distributed un-
certainty: the fat tails of the Laplace distribution are correctly recognized by REL, while the
Gaussian assumptions of KRR fail to achieve the best prediction results
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Fig. 6. Error distributions for the prediction of average thickness with no outliers: notably, in
this case the Gaussian assumptions are verified, and KRR performs better than the proposed
methodology
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Fig. 7. In the prediction of standard deviation, the density estimated distribution is skewed and
strongly nongaussian (both the distributions in this Figure has expected value 0). Thanks to this
better understanding of the uncertainty distribution, the proposed methodology performs well in
this setting.

The results of this experiment are reported in Table 1. Notably, the Gaussian assump-
tions are verified for the average thickness without outliers (Figure 6): in this case, KRR
performs better than REL. On the other hand, the presence of outliers in the dataset sig-
nificantly degrades the performances of KRR, while the proposed methodology proves
to be naturally robust. Perhaps the most interesting result comes from the prediction
of standard deviation: thanks to the skewed uncertainty distribution associated to the
standard deviation measurements (Figure 7), REL outperforms KRR.
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Table 1. RMSE ratios REL/KRR: the proposed methodology shows natural robustness with re-
spect to outliers, and performs better than KRR when Gaussianity assumptions are less realistic.
The best result is in bold, while the worst result is in red.

With outliers Without outliers

Uniform 0.61 0.67
Laplace 0.52 0.56

Thickness Avg. 0.98 1.17
Thickness Std. 0.73 0.89

5 Conclusions

In this paper, a novel learning methodology is proposed relying on information the-
ory concepts in a regularized machine learning framework. This study is motivated
by the application of Virtual Metrology in semiconductor manufacturing. The estima-
tion of a nonlinear predictive model, jointly with the associated uncertainty distribu-
tion, is achieved in a nonparametric way using a metric based on Renyi’s entropy and
regularized with a RKHS norm. The proposed methodology, namely Regularized En-
tropy Learning (REL), has been tested with promising results on simulated datasets and
process data from the semiconductor manufacturing environment. Specifically, the pro-
posed approach presents a clear advantage in outlier-intensive and strongly nongaussian
environments: for this reasons, REL is a strong candidate for the use in an industrial set-
ting, where a flexible assessment of data variability is key to achieve good predictive
performances.
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Appendix A

Problem 1 is an unconstrained global optimization problem. In order to derive a solu-
tion, we consider the features of c∗ in the following

Proposition 5. Let c∗ be the global minimum of a negatively weighted sum of Gaussian
densities J(c). Thanks to the properties of J(c), there exists a real m such that

||c∗ − dij ||2D−1
ij

≤ m

for at least one mean vector dij . Furthermore,

m ≤ log

(
C0

J̃

)
where C0 is a negative constant and

J̃ = min
i,j

J(dij)

That is, m is superiorly limited by a decreasing function of the minimum value of J
evaluated in the mean vectors dij . ��

Proposition 5 has two notable implications: (i) there is at least one mean vector dij that
serves as suitable starting point for a local optimization procedure, and (ii) the global
minimum gets closer to one of the mean vectors as the computable quantity J̃ increases.
Using these results, c∗ is found by means of the following
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Algorithm 1. Solution of Problem 1.

1. Set c∗ = 0N
2. For i = 1, . . . , N

(a) For j = i+ 1, . . . , N
– Use a Newton-Raphson algorithm to solve the local optimization

problem
c∗ij = argmin

c
J(c)

using dij as starting point.
– If J(c∗ij) < J(c∗)
– c∗ = c∗ij
– End if

(b) End for
3. End for

Algorithm 1 was originally proposed in [2], and guarantees to find all the modes of a
mixture of Gaussian distributions. It is to be noted, however, that the exhaustive search
performed by Algorithm 1 might be computationally demanding, and only the global
minimum of J is of interest in the presented case. It is convenient, if an approximate
optimal solution is acceptable, to perform convex optimization using a reduced number
of starting points. In our experiments, the best performances were obtained using the dij
associated to the least (1% to 5%) values of {J(dij)}. It is to be noted that this reduced
version of Algorithm 1 does not guarantee to reach the global minimum (although it
has been verified, via simulation studies, that the global optimum is found with a very
high success rate). In order to set up the Newton-Raphson algorithm used in Algorithm
1, it is necessary to know the Jacobian and Hessian matrices associated to J(c). Letting

Qij(c) = −1

2
(c− dij)

′D−1
ij (c− dij)

αij =
αij |D−1

ij |1/2
(2π)N/2

it is possible to write

J(c) = −
N∑
i=1

N∑
j=i+1

αije
Qij(c)

Therefore, the Jacobian of J(c) is

∂J

∂c
= −

N∑
i=1

N∑
j=i+1

αije
Qij

∂Qij

∂c

and the Hessian is
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∂2J

∂2c
= −

N∑
i=1

N∑
j=i+1

αije
Qij

[
∂Qij

∂c

∂Qij

∂c′
+

∂2Qij

∂2c

]

with

∂Qij

∂c
= D−1

ij (dij − c)

∂2Qij

∂2c
= −D−1

ij

Considering the Taylor series of J(c)|c=ck truncated to the second order

J(c)|c=ck ≈ J(ck) + (c− ck)
′ ∂J
∂c
|c=ck

+
1

2
(c− ck)

′ ∂
2J

∂2c
|c=ck(c− ck)

the next ck+1 is

ck+1 = xk −
(
∂2J

∂2c
|c=ck

)−1
∂J

∂c
|c=ck

Remark: in order to evaluate J(c), as well as its Jacobian and Hessian, it is not
necessary to explicitly compute any matrix inversion: indeed,

D−1
ij =

(Ki −Kj)
′(Ki −Kj)

2σ2
+ λK

Appendix B

Proof of Proposition 3. It is apparent that a global shift of x does not influence the
value of H2, thanks to the infinite integration interval:∫ +∞

−∞
pε(x)

2dx ≡
∫ +∞

−∞
pε(x + τ)2dx

The result follows. ��
Proof (by contradiction) of Proposition 5. Consider, without loss of generality, the
problem of finding the global maximum x∗ of a weighted sum of Gaussian densities
L(x), such that

L(x) =

N∑
i=1

αiG(μi, Σi; x)
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Letting

αi =
αi

(2π)N/2|Σi|1/2

||x− μi||2Σ−1
i

=
1

2
(x − μi)

′Σ−1
i (x− μi)

we write L(x) as

L(x) =

N∑
i=1

αie
−||x− μi||2Σ−1

i

Consider then the best function value among the {μi} as

L̃ = max
i

L(μi)

and let x∗ be far from every μi so that

||x∗ − μi||2Σ−1
i

≥ m ∀i
where m is a lower bound. It is apparent that

L̃ ≤ L(x∗) ≤ Ne−m
N∑
i=1

αi (21)

and it is immediately verified that if

m > log

(
N
∑N

i=1 αi

L̃

)

inequality (21) does not hold: by contradiction, x∗ is not the global maximum. There-
fore, there exists at least one mean vector μi such that

||x∗ − μi||2Σ−1
i

< log

(
N
∑N

i=1 αi

J̃

)
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Abstract. The growing complexity of production plants leads to a growing 
complexity of the corresponding automation systems. Two significant 
challenges have to be faced: (i) the control devices have to be tested before they 
are used in the plant. (ii) The diagnosis functions within the automation systems 
become more and more difficult to implement; this entails the risk of 
undetected errors. Both challenges may be solved using a joint system model of 
the plant and the automation system: (i) Offline simulations and HIL tests use 
such models as an environment model and (ii) diagnosis functions use such 
models to define the normal system behaviour. Modular models like this can be 
represented with AutomationML. Additionally, testing and diagnosis require 
the simulation of these models. Therefore, a corresponding simulation system 
for AutomationML models is presented here. A prototypical tool chain and a 
model factory (MF) are used to show results for this approach.  

Keywords: Automation Technology, Modelling, Simulation, HIL Test, 
Functional Mock-up Unit and AutomationML. 

1 Introduction 

The virtual planning of factories (“Digital Factory”) has been a major trend over the 
last years (e.g., see [1] and [2]): By using simulated factories in early development 
phases, system integrators and factory operators want to (i) minimise design and 
construction times, (ii) reduce the number of errors in the factory and (iii) optimise 
factory designs and configurations. This could lead to more complex factories, faster 
processes, and more integrated production chains.  

So far, research in virtual factories has mainly focused on the plant and machine 
factory construction aspect. However, more complex factories also lead to more 
complex automation systems. Here, we will present a concept and first prototypes for 
a modelling and simulation approach for an automation-centred virtual design and 
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testing process. In other words, unlike machine-centred approaches, precise models of 
the automation systems are used while the machines and plants are only modelled 
with a limited level of details – often timed event sequences are sufficient. 

A software tool chain for model-based development and simulation of a plant is 
introduced. This tool chain starts with an editor for plant modelling and ends in a 
simulation framework for offline simulations, HIL tests and online plant diagnosis. 
These are the three main use cases for the editor and the simulation framework. 

- In the offline simulation, Soft-PLCs (Programmable Logic Controllers), i.e. the 
control applications, can be tested by simulating Soft-PLCs and the corresponding 
process. 
- HIL tests can be used to test a PLC given as hardware. Unlike an offline 
simulation, this requires a realtime simulation. 
- Online diagnosis can be used to detect changes and anomalies in the behaviour of 
a plant – mainly by comparing the real plant behaviour to the simulated behaviour. 

2 State of the Art 

For automation technology, the challenge is to model and develop control software, 
visualisation and diagnosis software. Such software modules should be reusable (for 
future projects), testable on a standalone PC and also be platform independent (with 
respect to the used communication hardware). 

In the area of embedded systems software development, several projects and 
standards addressed the above-mentioned challenges. For example safety-related 
systems (IEC 61508, see [3]), automotive software development [4], the field of 
automation (IEC 61499 and IEC 61131), or several research projects like Modale [5], 
OrVia [6] or Medeia [7].  

The introduction of explicit systems, software and plant models is an important 
trend in embedded software development [8, 9] as well as in the field of automation 
technology [5, 7, 10]. The modelling approach in this work is based on control and 
plant component models. For this purpose, standards such as AutomationML [11] and 
Modelica [12] are used and improved.  

Furthermore, the concept of separation of concerns is used. A complete plant 
model consists of various aspects, like logical software models, hardware topologies, 
network descriptions and a system model. For a better reusability of the single 
models, they are modelled and stored separately. The combination of the single 
models is done in a later step. The approach used in this work is inspired by the 
Object Managements Group's (OMG's) Model-Driven Architecture (MDA) [13, 14]. 
In the first step, a logical structure with software modules and plant models is created. 
This correlates to the MDA's Platform Independent Model (PIM). Later, this structure 
is mapped onto specific hardware descriptions. Components of the PIM, which 
describe a class or a role of a device in the model, are thereby linked to real hardware. 
The result then correlates to the MDA's Platform Specific Model (PSM). 
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3 Modelling 

Factories and the corresponding automation systems comprise more and more 
heterogeneous and interconnected components. Therefore the modelling formalism 
and the simulation framework must support such systems. The new standard 
AutomationML is able to integrate heterogeneous description formalisms and models 
automation systems, plants, sensor/actuators, and especially their interconnection. 

In general, our modelling approach is inspired by OMG's MDA paradigm (see [14] 
for details): 

In a first step, a logical architecture comprising only software modules and plant 
models is created – MDA's PIM.  Only later on, this logical architecture is mapped 
onto a specific hardware topology, creating the system architecture — MDA's PSM. 
This can also be seen in Fig. 1. 
 

 

 

 

 

Fig. 1. Model-driven architecture 
approach Fig. 2. Platform-independent model 

3.1 Platform Independent Model 

As can also be seen in Fig. 2, PIMs comprise software components (i.e. the software 
architecture) and plant models. Software components are control algorithms, 
diagnosis software algorithms, or monitoring software modules. These software 
components do not communicate directly with each other or with I/O drivers but via 
plant signals. Plant signals are variables whose semantics are defined by the plant 
model, e.g. in Fig. 2 software component 1 sets the robot's ''angle1'' signal or starts the 
conveyer belt by a ''start'' signal. 

Please note that plant signals usually correspond to (physical) states of the real 
plant, i.e. unlike software interfaces, they exist in reality and hence need not be 
changed when the software architecture is modified. This increases the level of 
software reuse since software modules do not have to refer to software-specific 
interfaces anymore. Since we only consider automation systems, it is sufficient to 
restrict to the plant signals in most cases. 
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3.2 Platform-Specific Model 

PIMs have the advantage that they can be reused for a large variety of hardware 
topologies (i.e. platforms). For this, the PIMs are mapped onto a specific hardware 
topology during a second step, which creates a PSM. Many features of the PSM can 
be derived automatically, e.g. the schedule for realtime communication networks such 
as I/O driver configurations or Profinet configuration (see [15] for Profinet details), 
the scheduling algorithm is outlined in [16]. This automatism allows developers to 
focus on the most difficult part of the development process: The development of the 
applications. 

Such a PSM for the above-mentioned PIM can be seen in Fig. 3: Software 
component 1 has been mapped onto PLC 1, component 2 onto PLC 2. Now, unlike in 
Fig. 2, the signal to start the conveyor belt must be transmitted via the bus while the 
robot control signal can be transmitted directly to the robot. 

 

Fig. 3. Platform specific model 

Please note that the same PIM can be mapped onto a different hardware topology, 
i.e., this approach leads to higher level of model reuse. 

3.3 AutomationML System Model 

As mentioned before, the key challenge lies in the modelling and simulation of 
heterogeneous and modular systems; systems that comprise both the automation 
devices and the plants. As shown on the left-hand side of Fig. 4, AutomationML is 
well suited for this task, since the goal of AutomationML is to describe a production 
plant completely, including all components in it and to support each phase and 
discipline of plant engineering. AutomationML is based on XML and makes use of 
well-established, open and free XML-based standards of the involved engineering 
disciplines. For example, the object model is given by CAEX [17], geometries and 
kinematics are described by COLLADA [18] and the behaviour of the plant is 
described with PLCopen XML [19]. Using these standards ensures a slim 
specification of AutomationML [11]. 

In AutomationML, a system is defined as a hierarchy of interconnected objects 
(bottom part of Fig. 4). Each object may be the instance of a specific class from a 
library — where a “RoleClass” defines an abstract type such as a PLC and a 
“SystemUnitClass” a specific product. From another point of view, a “RoleClass” can 
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be seen as the requirements for an object, and a “SystemUnitClass” is an 
implementation of these requirements. Furthermore, objects communicate via well-
defined interfaces. 

Within the concept outlined here, interfaces were defined for plant modules, 
sensor/actuators, communication networks, and PLCs. These interfaces mainly define 
incoming and outgoing signals and timing information.  

AutomationML is able to include arbitrary XML files. Here, an XML-based 
description of FMUs is used to link objects in AutomationML to simulation models. 
FMUs are a new standard from the Modelisar project [20] to provide a uniform API to 
arbitrary simulations models such as TheMathwork's Simulink or Dassault's Dymola. 
In this project, a mapping between our interfaces in AutomationML and FMU 
interfaces has been developed (right-hand side of Fig. 4). This allows for mapping 
between AutomationML objects and FMU-based simulation models, i.e., users are 
able to provide heterogeneous simulation models for all our AutomationML objects, 
hence supporting the required level of support for heterogeneous and modular 
systems.  

The interface to map FMUs to AutomationML objects is similar to all other 
external data mappings like Collada and PCLopen XML. Both inherit from 
AutomationML's interface class “ExternalDataConnector”.  In addition to the 
“ColladaInterface” and the “PLCOpenXMLInterface”, a “FMUInterface” is defined, 
which refers to an external FMU file. The in- and output variables used in the FMU 
are described in the “modelDescription.xml” inside the FMU file. For now, the 
mapping to the variables in the AutomationML format is done by name equality. 

In this work, a drag and drop editor was developed for a PIM as described above. 
The editor is based on the Visual Studio 2010 Visualization and Modeling SDK [21]. 
The graphical user interface can be seen in Fig. 6. Models created with this editor 
abstract from the communication hardware used in the plant. As described above, 
software components (e.g. PLC applications) are connected to sensors and actuators 
via named signals.  

The model of the plant is stored in AutomationML format. Each component of the 
plant model is mapped to an element of the AutomationML role class lib.  

As mentioned before, the idea behind the role class lib is that each component in a 
plant has to fulfil a function and play one or more roles. Role classes can be 
understood as a requirement definition, which a component has to satisfy. 

The use of a graphical editor (Fig. 6) has the advantage over an XML editor that 
new components (like role classes) can be added to the model per drag-and-drop and 
the relationships of the components and the flow directions of the communication 
signals are easy to identify.  

The use if AutomationML increases the reusability of the models, because it can be 
expected that many software tools in the field of industrial automation will at least 
support AutomationML import and export. 

Currently, the plant is only modelled as a PIM. Future versions of the editor will 
also include the PIM to PSM transformation. This can be done by assigning a real 
hardware description to each AutomationML role class lib-based component of the 
PIM. 
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Fig. 4. Modelling and simulating heterogeneous modular systems with AutomationML 

3.4 Modelica Behaviour Models 

The behavioural model of the whole plant consists of several submodels, and is 
modular in nature. As mentioned in section 3.1 the plant signal information (i.e., 
incoming, outgoing signals and timing information) are often sufficient to provide the 
necessary abstraction needed for modelling. One possibility is to use Finite State 
Machines or Automata (FSM) for constructing these behavioural models. However, 
FSMs do not support modelling complex timed hybrid systems. Hence, our formalism 
‘Probabilistic regression automata’ (PRA) described in [22], which is an extension of 
hybrid timed automata [23], [24] is used for this purpose. In PRA, an event can be 
triggered when the value of one or several signals cross the specified threshold 
value(s) within a certain time window reflecting the actual signal timing of the real 
plant. In addition to the above, probabilistic information is used to handle non-
deterministic scenarios (i.e. an automata can show different behaviours for the same 
set of inputs). A typical case of non-determinism is the occurrence of errors, which is 
inevitable (especially, in industrial automation system) - however the occurrence of 
these errors is less probable then the occurrence of the correct scenarios. Moreover, 
our formalism supports continuous signals and allows the arbitrary (not only linear) 
signal value changes within a state. 
 

 

Fig. 5. Finite state machine modelled with Dymola 
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The automata used in this work were implemented in Dymola [25]. Dymola is 
suitable for the requirements of modelling and simulating production plants, because 
this tool supports hierarchical model composition, many libraries of reusable 
components from several engineering domains, faster simulation and open interfaces 
to other programs (FMI). Dymola enables users to develop their own components. In 
our tool chain, the basis for the PRA prototype is developed with the StateGraph and 
StateGraph2 Modelica-standard libraries. This basis is extended as follows: (i) the 
interface is added (the names of the variable are the same as in the PLC program), (ii) 
the signal behaviour is integrated, (iii) the timing and probability information is 
added. Currently, our own library for PRA is under development. A PRA prototype is 
represented in Fig. 5. 

Created behavioural models are stored as FMUs. FMUs are executables, which 
implemented the Functional Mock-Up Interface (FMI). The FMI functions are called 
by a simulator (here the “FMU Simulation Component”) to create and execute one or 
more instances of the FMU. These FMUs can be referenced in the above-mentioned 
PIM-editor. 

4 The Simulation Framework 

As mentioned before, the simulation framework must support heterogeneous and 
interconnected components – mirroring AutomatioML's capability to model such 
systems. Here, a corresponding simulation framework is described which uses the 
new standard FMU. This standard encapsulates heterogeneous behaviour models such 
as Modelica or the Mathwork's Simulink behind a standardised API. 

The use cases of the project are offline simulations for testing the control 
algorithms, HIL tests of PLCs (and plant components), and anomaly detection in the 
operating plant. For these use cases, a flexible Simulation Framework was developed, 
in which Simulation Components can be easily removed, replaced or added. The 
Simulation Framework consists mainly of the Simulation Manager, which is 
responsible for the instantiation and scheduling of Simulation Components, and the 
Process Data Manager, which manages the process data of the plant model and 
distributes them to the Simulation Components (Fig. 6). 

The Simulation Framework makes use of the Managed Extensibility Framework 
(MEF) [26] to connect all available Simulation Components to the Simulation 
Framework. MEF is part of Microsoft's .NET framework and supports the dynamic 
plug and play concept of software components. Which Simulation Components are 
needed, and in which quantity, is defined in the AutomationML plant description file 
coming from the Modelling Tool (Section 3). The Simulation Components are 
identified by their class name (e.g. “FMU Simulation Component”). If more than one 
Simulation Component of the same class is needed, an additional specific instance 
name is used. 

The Process Data Manager is part of the Simulation Manager. If a Simulation 
Component is instantiated by the Simulation Manager, a process data input list and an 
output list has to be registered at the process data manager. The Process Data 
Manager then compares the process data in the lists with the already registered 
process data by name. New process data will be added, already existing process data 
are linked together (Fig. 8). 
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Fig. 6. The PIM Editor stores the plant model as AutomationML file. This file is then loaded 
into the Simulation Framework to instantiate all needed Simulation Components. 

4.1 Scheduling 

One important task of the Simulation Manager is to schedule all Simulation 
Components. For this purpose, a simple static scheduling algorithm is used. Every 
Simulation Component has to declare, with what time step the component needs to be 
scheduled. For all of these time steps, the least common multiple (LCM) is calculated. 
Every Simulation Component is scheduled at the beginning (t_0). Furthermore, each 
Simulation Component is scheduled again with its specific time step as long as the 
time step sum is smaller than the LCM. For example, in Fig. 7, three Simulation 
Components (SC_1, SC_2, SC_3) are scheduled. SC_1 with a time step of 10ms, 
SC_2 with a time step of 20ms and SC_3 with a time step of 40ms. The LCM is 
therefore 40ms. The resulting schedule is cyclic which means as soon as the end of 
the schedule is reached, the schedule starts all over again. 

Currently, the Simulation Framework is not capable of parallel processing of 
Simulation Components. Hence, the components are processed in sequence. It is the 
responsibility of the Process Data Manager to maintain two states of each process data 
(Fig. 8). The first state contains the input process data of the components. After the 
processing of a Simulation Component, the resulting process data are written to the 
second state. 

After all parallel Simulation Components have been processed; the resulting 
process data (second state) are written to the first state and are now available as input 
values for the next simulation step. Using this double buffer concept makes sure that 
two or more Simulation Components, which are scheduled at the same time, work on 
the same set of process data. 
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Fig. 7. Simulation manager example 
schedule 

Fig. 8. The process data manager 

4.2 Offline Simulation 

For the offline simulation, the AutomationML plant description file is loaded and all 
plant behaviour models, represented by FMUs, are loaded and instantiated as FMU 
Simulation Components. Because the Simulation Component “FMU Simulation 
Component” is used more than once, the instances have to be identified by their 
instance names, which can be given by the file names of the loaded FMUs. After the 
creation of a schedule for all necessary simulation components, the components are 
executed. The actual process data in each time step are managed by the Process Data 
Manager and can be logged by a specialised simulation component. 

4.3 HIL Simulation 

Hardware-In-the-Loop (HIL) is a method for testing hardware devices such as PLCs 
or plant modules – these devices are then called unit under test (UUT). HIL differs 
from realtime or offline simulations by considering the ‘actual’ device in the test loop. 
In a HIL test, a simulator (e.g. a special PC) simulates a model of the environment for 
the attached UUT (i.e. all other communicating partners of the overall system, except 
the UUT); this can be seen in Fig. 9. The purpose of the HIL test is to make the UUT 
believe that it is in fact connected to the real system. By using a HIL test, UUTs can 
be tested with realistic plant signals providing the necessary sensor/actuator triggers 
to fully exercise the UUT – without requiring the real system. 

In automation, several parts of the overall system may become the UUT; e.g., 
when several PLCs are tested. Modular models as described in this paper, allow for a 
fast creation of the environment model by removing those parts from the overall 
model that correspond to the UUT. 
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Fig. 10 shows a typical HIL case in the domain of industrial automation: A real  
PLC is tested; for this, the PLC model is removed from the overall model to create the 
environment model. The PLC is then tested for correct responses, i.e., in terms of (i) 
setting its actuator variables and (ii) performing its duties in meeting the realtime 
requirements of the overall system. The appropriate sensor inputs needed by the PLC 
are sent at the right time by simulating the environment model exploiting the input 
sample space of the PLC under test. 
 
 

 
 

Fig. 9. Hardware-in-the-loop (HIL) test setup Fig. 10. Typical HIL case for automation 

 

Some typical errors in the automation domain for which a PLC has to be tested are: 
(i) functional input space errors, i.e., does the PLC respond correctly when a blocked 
funnel is sensed? And, (ii) time domain errors i.e., even if the PLC takes the right 
action; Was it done within the required time limit? For example, one such industrial 
automation test question covering the above points would be: if the funnel is blocked, 
does the PLC stop the conveyor belt? – and does it do it in time? 
 

 
 

Fig. 11. Another typical HIL case for 
automation 

Fig. 12. 2-Model Approach 

Another typical automation testing scenario is shown in Fig. 11: A whole plant 
module including its PLC, IO devices, and the plant is being tested. 
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For testing, two key questions have to be answered: (i) where do the test cases 
come from? And (ii), who defines whether a test case passed or failed – this is the so-
called test verdict. Generally speaking, two solution approaches exist: 

1-Model Approach: 1-Model Approach considers one model for both test vector 
generation and code generation for the UUT (e.g. PLC); the test verdict is generated 
by comparing the test output with the prediction of the UUT model. The key issue 
with this approach is: since the implementation and the test cases are derived from the 
same model, only the code generator can be tested. 

2-Model Approach: 2-Model Approach (also see Fig. 12) on the other hand, considers 
a separately implemented unit under test (UUT), i.e., the UUT in programmed using 
conventional programming languages (e.g. IEC 61131 languages, in case of PLC) 
based on an existing informal specification. In addition to this, a specific formal 
testing model is developed based on the same informal specification and is used for 
test vector generation; the test verdict is created by comparing the test output with the 
prediction of this test model. Since the generated vectors and the UUT code are not 
derived from the same model, this approach provides the necessary redundancy 
needed for testing. For our HIL test, we use the 2-Model Approach. 

Our prototypical HIL test bed consists of a manually-programmed (e.g., using 
IEC61131) UUT and the testing model. The test model can be obtained in two ways:  

(i) by making use of the modular separation concept of AutomationML (as shown in 
Fig. 10) - i.e., in this case the environment model (overall model minus UUT model) 
is also the testing model. The simulation framework can then be used to simulate all 
the individual components (For example, other PLC models, IOs and plant models, 
etc.) of the test model. Such a testing scenario results in a closed-loop test of the 
UUT. 

(ii) By generating test vectors from a single automaton which is obtained by merging 
the automata of all the individual components of the environmental model. Such a test 
model can be used for an open-loop test.  

In both of the above two scenarios, the test model is used as a bases to extract 
‘abstract test input sequences’ (our publication [27] details on the algorithmic 
concepts of test extraction) either for simulating the environmental model (closed 
loop) or for test execution (open loop). These extracted input sequences are first 
serialised and then built into appropriate industrial bus protocol frames (in our case 
Profinet IO frames). The HIL sends these sensor values to the UUT (PLC) at 
appropriate times, simulating the actual execution environment of the UUT taking the 
real time requirements into consideration. After the UUT reacts to these inputs, the 
outputs are constantly monitored and compared with the results predicted by the 
testing model. 

Empirical Results: The HIL framework was used for both closed-loop and open-loop 
tests for our initial test studies using the MF shown in Fig. 13. This plant is used to 
produce and pack up bulk goods (e.g., popcorn). This modular plant comprises of 8 
modules which include a storage system, several transportation systems, a weighing 
mechanism, a bottling station, a robot, a heating facility, and a packaging module. 
The automation solution comprises of several distributed PLCs to control the plants, 
buses such as Profinet, and approx. 250 sensor and actuator signals. 
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For the first results, we performed open-loop test with just 2 modules of the MF. To 
test the credibility of the generated test vectors - 24 mutants (16 functional (i.e., 
actuator errors) and 8 timing errors) were introduced into the PLC control logic, 
which were positively identified. A test model for closed-loop test with 2 modules of 
the MF were modelled using Modelica FMUs; these FMUs were simulated using the 
proposed simulation framework to imitate the execution environment of the PLC. 
Further tests were conducted for ideal plant scenarios and with 4 functional and 2 
timing errors; which were correctly detected by the HIL framework. Table 1 
summaries HIL test's initial results. Even though the first results are positive - further 
studies are needed to check complex test scenarios; For example, including all 8 
modules of the MF and by including error with an exhaustive exploitation of mutant 
sample space. 

Table 1. HIL test results 

Type of Test Inserted mutants Detected mutants 
Functional mutants Timed mutants 

Closed Loop 4 2 6 
Open Loop 16 8 24 

4.4 Anomaly Detection 

The detection of system deterioration and of non-normal system behaviour will prove 
essential for the improvement of system quality and reliability: Production facilities 
could detect failures earlier and inspections can be planned whenever the first signs of 
deterioration appear. 

The key idea is rather simple: Let M be a system model, which captures all fault 
relevant system aspects; here we use the model from section 3. Whenever M's 
behaviour deviates from the system's current behaviour, the user will be alarmed. 

 

Fig. 13. A model factory Fig. 14. Detection of system deterioration 

This can also be seen in Fig. 14: During system runtime, the simulations of the 
model M are constantly compared to the system behaviour and discrepancies are 
detected.  
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Generally speaking, the offline simulation from section 4 can be used for the 
anomaly detection. There are three main differences. The first difference is a 
simulation slowdown so that the clock in the simulation matches the clock of the real 
world communication system. The second difference is the use of a specialised 
simulation component, which is able to read all process data (inclusive time stamps) 
from a real plant. The third difference is that the simulated process data and the real 
world process data are compared in every single simulation step. The idea is, that if 
the simulated process data are different to the real world process data, an anomaly is 
supposed to be detected (compare [28]). 

This approach is currently tested for the application of anomaly detection: The 
predictions of the model are compared to measurements from the real plant; if a 
discrepancy occurs, an anomaly is signalled.  For this, the MF discussed in section 4.3  
is used. 

For a first verification of the approach, we only use 3 of the plant modules and we 
define 3 types of errors: a blocked sensor, a sensor communication error, and the 
effects of deterioration of the conveyer belt. Then, for each of the 4 cases (3 errors, 
one OK case), we recorded 30 production cycles and tried to detect the errors. All 
errors were identified correctly. 

5 Conclusions 

Even though the development of the PIM editor and the Simulation Framework is still 
in progress, this software tool chain already enables a user to create an abstract and 
modular PIM model of a production plant and to store it in an AutomationML-based 
file format. AutomationML is well suited for this purpose because of its hierarchical 
CAEX structure and its extendable interface concept. These interfaces are currently 
used to describe the behaviour of the individual components in the plant model by 
state automatons as (self-executing) FMUs, but the modular concept of Simulation 
Components also allows for different approaches. 

The usage of the FMI is at the moment a necessary requirement to execute these 
automatons in the Simulation Framework. The Simulation Framework reads the 
required communication connections from the AutomationML plant model and 
instantiates all needed Simulation Components with the corresponding input and 
output lists of process data. The process data are then managed by the Process Data 
Manager, which enables the individual Simulation Components to communicate with 
each other, and which provides them with the process data appropriate to the clock of 
the corresponding components. 

For the purpose of demonstration, this tool chain has already been used for the 
offline simulation of a production plant, a HIL test of a single component (a PLC) and 
for the anomaly detection (diagnosis) in an operating production plant. Future work 
will extend the PIM editor with the functionality of mapping real hardware to the 
model. As a result, the editor will then be a PIM/PSM editor. 
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Abstract. A stochastic linear production planning problem with chance-
constraints is introduced in order to provide a production plan that optimizes a 
reverse logistics system. Such a system is composed of two channels: in the 
forward channel, new and remanufactured products are produced and stored in-
to a serviceable unit, while, in the reverse channel, used products collected from 
market are stored into a returnable unit. The uncertainties about fluctuation of 
demand and amount of returnable are the reason of the stochastic nature of the 
problem. Since global optimal solution is not easy to be achieved, near-optimal 
solutions become viable alternatives to be explored. In this paper, an equivalent 
deterministic version of the stochastic problem is presented. This equivalent 
problem provides an open-loop solution that is used to provide production sce-
narios. An example illustrates the applicability of this methodology by creating 
two distinct production scenarios in order to answer the following question: “Is 
it possible to reduce the total production cost of a company by increasing the re-
turn rate of collecting, even knowing that the cost for remanufacturing is greater 
than the cost for manufacturing new products? 

Keywords: Reverse Logistics, Supply Chain, Remanufacturing, Optimization. 

1  Introduction 

Planning and control the flow of used-products throughout the reverse channel has 
become increasingly crucial for the success of any supply chain. The reason of this is 
in the pressure that governments and society have imposed to companies for preserva-
tion of the environment. In this way, the increase of activities that involve processes 
of collecting and recovering is essential to reduce the necessity of new extractions of 
raw materials; and, as a consequence, these activities help to preserve the environ-
ment. Thus, reverse logistic issue has become an important topic of the supply chain 
area. 

Conceptually, reverse logistics term can be understood as a process of dealing 
with different activities that involve, for instance: the collecting of used-products 
from the market for remanufacturing, recycling or disposing them. More generically, 
the objective of reverse logistics is to move used-products from the market to their 
final destination with the aim of recapturing value, or simply disposing. 

In the literature, there are several papers related to logistic reverses issues. Most of 
them are based on quantitative models that are used to describe processes of  

3
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collecting, recycling or remanufacturing in the reverse channel. Fleischmann et al [5] 
provide a typology of quantitative models for reverse logistics. It is based on three 
classes of problems: (i) reverse distribution problems; (ii) inventory-production con-
trol problems in systems with return flows; and (iii) production planning problem 
with reuse of parts and materials. In short, the first class of this typology is concerned 
with the collection and transportation of used-products and packages. According the 
authors: “the reverse distribution can take place through the original forward channel, 
through a separate reverse channel, or through combinations of the forward and the 
reverse channel”. The second class is related to appropriate control mechanism that 
allows returning the used products into the market; and, the third class is associated 
with the planning of the reuse of items, parts and products without any additional 
process of remanufacturing.  

This study is addressed to the second class of problems above cited. Particularly, 
the idea here is to formulate an inventory-production planning problem that provides 
optimal production scenarios, which allow the user to get insights about how to man-
age a reverse logistic system. 

In the literature, inventory-production planning problems are formulated in deter-
ministic or stochastic patterns. In the reverse logistics field, stochastic patterns are 
more common to find. Traditional techniques of stochastic inventory control theory 
can be reapplied for solving problems that include reverse systems. Based on this, the 
paper considers a sequential linear stochastic production planning problem with 
chance constraints on decision variables. Such a problem considers a stochastic pro-
duction-inventory system that includes a special structure of collecting, remanufactur-
ing and disposing. The stochastic nature of this system is a consequence of uncertain-
ties related to demand fluctuation for serviceable products and return rate of used-
products. It is assumed that these random variables are generated from uncorrelated 
normal stationary processes. Thus, as a result, the stochastic production-
remanufacturing system is statistically well-defined by its mean and variance evolu-
tion over periods of the planning-horizon.  

Since a global optimal solution for the stochastic problem is not easy to obtain, 
near-optimal solutions are viable alternatives. They are rough approximation of the 
optimal global solution, but are very important since they allow anticipating informa-
tion about the system operation. Among the near-optimal solutions, the simplest one 
is the open-loop solution. 

In this study, the certainty-equivalence principle is considered here to transform 
the stochastic problem into an equivalent deterministic problem, which provides an 
open-loop solution.  As previously commented, this solution can be used to create 
production scenarios. These scenarios are developed by varying some parameters of 
the problem, such as: percentage of the return rate, lead time of collecting, customer 
satisfaction level, costs and so on. 

An example is introduced to show the applicability of this methodology of model-
ing for solving a kind of production planning problem related to logistic reverse. In 
this context, two distinct production scenarios are developed to answer the following 
question: “Is it possible to reduce the total production cost of a company by increas-
ing the return rate of collecting, even knowing that the cost for remanufacturing used-
products is greater than the cost for manufacturing new products?” The first scenario 
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considers that only 20% of used-products are effectively collected from the market, 
while the second considers a total of 100%. 

The paper is stated as follows: initially, section 2 introduces brief comments on 
stochastic remanufacturing literature. In the section 3, a reverse logistic system is 
proposed. Follows then section 4 with formulation the stochastic problem. Next, sec-
tion 5 presents the transformation process of the original stochastic problem to 
equivalent deterministic one. Finally, section 6 illustrates by an example the applica-
bility of the matters discussed previously. 

2  Literature Review 

In recent years, companies have begun to seek for solutions that increase the life cycle 
of their products. Many reasons can explain such an interest, but the most important is 
that the scarcity of resources (i.e., the environment has a finite availability of raw-
material). Thus, companies are rethinking their current ways of producing, introduc-
ing new processes to recover, recycle and remanufacture used products. As a conse-
quence, planning and inventory control of these new reverse processes have become 
an essential task. Fortunately, all modeling and solving techniques that have been 
used to plan and control the production process in the forward channel can be reap-
plied to the reverse channel. A brief review of the literature is introduced now. Note 
that it highlights aspects of planning and inventory control of dynamic models that 
include remanufacturing processes. 

Glancing at the literature, we find that the remanufacturing problems can be clas-
sified as deterministic and stochastic. This classification will depend on the hierar-
chical decision level where the problem is being formulated. For example, at the op-
erational level (short term decisions) a good part of the problems are deterministic, 
while at the strategic level (long term decisions), they are stochastic. As mentioned in 
the last section, the production planning problem discussed in this paper follows a 
stochastic pattern. Some papers, directly or indirectly related to this problem are dis-
cussed in next paragraph, but it is worth mentioning that the processes of modeling 
and solving of problems are not necessarily similar to the one proposed here. 

Some papers that are directly or indirectly related to the problem proposed here 
are due to: Shi et al. [13] discuss a stochastic production planning problem for a mul-
ti-product closed-loop system and solve it using a Lagrangian relaxation based ap-
proach; Wei et al. [14] propose an inventory control model for the return and remanu-
facturing processes under uncertain of the demand and returns. They propose a linear 
programming approach to deal with the uncertainty of the problem; Ahiska and King 
[1] use a Markov decision process to model and solve an inventory problem of single 
product recoverable manufacturing system; Inderfurth [7] considers a multi-period 
stochastic closed-loop supply chain with remanufacturing. A heuristic is proposed that 
allows evaluating this environment; Nakashima et al. [8] study a stochastic control 
problem of a remanufacturing system, which is modeled and solved via Markov deci-
sion process approach; and Dobos [4] formulates a quadratic production planning 
problem to deal with a reverse logistic system, and uses control theory to solve it. 
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3  A Reverse Logistics System 

In this section, the mathematical model that represents a production-remanufacturing 
system is discussed. Figure 1 illustrates schematically how this system works, and it is 
possible to summarize this operation in three actions: first, there is a manufacturing 
unit that produces periodically lots of a single product. They are stored in the service-
able unit (storehouse 1) and wait there until to meet demand. Second, used-products 
are collected, periodically from the market, and stored to the returnable unit (store-
house 2). After an inspection process, they are released for remanufacturing or proper 
disposal. Third, after remanufacturing process, all recovered products are transferred 
to serviceable unit (see dashed line in the figure). Note also that a certain amount of 
products can be supplied by a subcontractor (i.e., a third-party vendor). 

 

Fig. 1. Diagram of a closed-loop system with uncertain demand and return rate 

Some features and properties of the system described by the Figure 1 are: (a) fluc-
tuations of demand for serviceable products are met by the combination of both 
manufactured and remanufactured products; (b) demand level and return rate are non-
correlated stationary random variables that follow normal distribution functions, 
whose their first and second statistical moments are perfectly known; (c) there are 
upper limits for both manufacturing and remanufacturing capacities, but not for in-
ventory units; (d) there are two main reasons to discard used-products: the first has a 
technical justification, which is related to the quality of used-product, which may be 
inappropriate for remanufacturing. The second reason has a financial justification that 
says that remanufacturing a large quantity of used-products can overflow the service-
able unit causing unnecessary holding inventory costs; and (e) companies that manu-
facture bottles, cans, containers are typical examples of organizations that can adopt 
this kind of process. 
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4  The Stochastic Problem 

The idea here is to formulate a linear-stochastic production planning problem with 
constraints that provides a sequential optimal plan that allows, in a strategic sense, 
operating the system exhibited by figure 1. Such a plan must encompass goals like: (i) 
an optimal inventory levels of serviceable and returnable units; (ii) an optimal produc-
tion rates for manufacturing and remanufacturing processing units; (iii) an acceptable 
levels of subcontracting; and (iv) an estimative of disposal. Thus, this specific pro-
gramming model is given by: 
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where the notation of variables and parameters of problem (1) are given as follows: 
 

1
kx   - serviceable inventory level at period k; 
2
kx   -     returnable inventory level at period k; 
1
ku   - manufacturing rate at period k; 
2
ku    - remanufacturing rate at period k; 
3
ku   - disposal rate at period k; 
4
ku   -   subcontracting level at period k; 

 dk   - demand level at period k; 
 rk    - return rate at period k; 
 Dk    - cumulative level of demand at period k;  
 Rk    - cumulative return rate at period k;  
 h1    - serviceable holding cost; 
 h2     - remanufacturable holding cost; 
 c1    - production cost; 
 c2    - remanufacturing cost;  
 c3    - disposal cost;  
 c4    -    subcontracting cost; and 
α; β – probabilistic indexes that belong to interval [0,1). 

Note also that =
=

k

1i
ik dD  and =

=

k

1i
ik rR  denote cumulative random variables. The 

first variable is related to demand level di (i.e. number of orders placed at period i); 
and the second cumulative variable is related to number of returnable products ri (i.e., 
return rate). It is assumed that these random variables are stationary, non correlated 
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and they are completely defined by normally distributed probability functions denoted 
as DΦ and RΦ . Theses distributions are defined by their first and second statistical 

moments: 
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where the pairs )r̂,d̂( ii and ),( rd σσ denote, respectively, mean values and finite 

standard deviations of demand level di and return rate ri. 
It is worth emphasizing that the normal distribution is usually a good approxima-

tion for a variety of other types of distributions. For example, the Poisson distribution 
is commonly used to represent events that involve arrivals; this is the case of the 
number of orders that arrival over periods of planning horizon (i.e. demand fluctua-
tion). Whenever the flow of arrive becomes intense, the Poisson process can be ap-
proximated by a Normal process; see [3], [4]and [12].  

At last, it is important to say that the problem (1) follows economic aspects of an 
ordinary productive environment. In other words, this means that a reverse process 
implementation is economically viable when its costs associated with transport, hold-
ing inventory and production are acceptable in terms of the budget of the company. 
For instance, if the cost of remanufacturing is less than the cost of manufacturing new 
products, the chances of reverse logistic system to be economically viable is relatively 
high. Besides, it is important to have in mind that costs with raw-material and compo-
nents to manufacture new products can increase significantly the production cost of 
new products. In short, the production/ manufacturing policy, provided by problem 
(1), must be interpreted from cost viewpoint, in order to conclude something about its 
economic viability. 

4.1 A Brief Note on the Solution of the Problem (1) 

Finding an optimal global solution to the problem (1) is not an easy task [2]. Two 
main reasons of this difficulty are the stochastic nature of the inventory balance sys-
tem and chance-constraints on inventory variables. As a consequence, equivalent 
versions of this problem can be formulated in order to provide near optimal solutions. 
Thus, these suboptimal solutions are rough approximation of the optimal global solu-
tion, but are very important because they allow anticipating information about the use 
of resources to operate the system (1.a)-(1.b).  

The normality assumption made to random variables of problem (1) associated 
with the certainty-equivalence principle allows transforming the problem (1) into an 
equivalent, but deterministic problem, which is entirely based on the first and second 
statistical moments of random variables; see [12]. This equivalent formulation can be 
used to provide an optimal open-loop production plan. In the section 5.5, this kind of 
suboptimal solution will be discussed. 
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5  Transformation Process 

The certainty-equivalence principle is commonly employed to reduce the complexity  
of stochastic problems as that formulated in (1). Such a principle considers that the 
mean value problem is a reasonable approximation for the problem (1). This determi-
nistic problem is formulated on the assumption that all random variables of the prob-
lem (1) are replaced by their average values. 

For this study, first and second statistical moments of the random variables of the 
systems (1.a)-(1.b) are considered in the transformation process. Note that the proba-

bility distributions of 1
kx  and 2

kx (given by 1x
Φ and 2x

Φ ) are originated from a 

normal process, whose mean and variance are known and given by 
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portant to realize that, in reason of the linearity of the systems (1.a)-(1.b), the distribu-
tions of probability 1x

Φ and 2x
Φ are similar to distribution of probability of DΦ and 

RΦ , described by (2).  

5.1 The Equivalent System 

For the transformation process, the mathematical expectation operator (i.e. E{.}) is 
applied to equations (1.a) and (1.b). This is equivalent to replace the random variables 
of these equations by their mean values. As a result follows then:  
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where { }1
k

1
k xEx̂ =  and { }2

k
2
k xEx̂ =  are the expected levels of serviceable and re-

manufacturable units. Note also that 1
0x̂ = 1

0x  and 2
0x̂ = 2

0x are known and provided a 

prior by manager. 

5.2 The Equivalent Criterion 

Similar to 5.1, the mathematical expectation operator is applied to the criterion of the 
problem (1): 
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As a consequence of the linearity of the criterion, results that: 
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where 1
kx̂  and 2

kx̂  follow the same description given above. 

5.3 The Equivalent Constraints 

The transformation of chance-constraints (1.c) and (1.d) to deterministic-equivalent 
formats is performed as follows: Firstly, using the inventory balance equation (1.a), 
the chance-constraint (1.c) can be rewritten as follows: 
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or, also, in the form: 
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variable Dk. Thus, the variable dε  have the same cumulative distribution function 

(c.d.f) of Dk, denoted here as ΦD.  
From statistical theory, the constraint (6) can be easily handled and rewritten as: 
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Taking into account the deterministic system (3.a) and remembering that 1
0x = 1

0x̂  is 

given, it is possible to show that kk
1
0

1
k D̂yx x̂ −+= . Thus, follows from (7) that the 

equivalent constraint related to (1.c) is given by: 
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where 1
D
−Φ (.) is the inverse distribution of probability of the variable Dk. 

Proceeding in a similar way for the chance-constraints (1.d), it is found that  
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where 1
R
−Φ (.) is the inverse distribution of probability of variable Rk. 

5.4 The Equivalent Problem 

Gathering together all the transformed parts above, an equivalent deterministic prob-
lem is then formulated to represent the stochastic problem (1) as follows: 
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(10) 

Note that classical techniques of linear programming, available in the literature can be 
applied to provide static solution.  

5.5 A Note on Suboptimal Approaches 

As said previously, the problem (10) can be solved by any available linear program-
ming algorithm. As a result, a suboptimal open-loop solution can be provided. How-
ever, the “structure” of this open-loop solution can change in reason of the type sub-
optimal approach used to solve (10). For instance, there are two very simple ap-
proaches to deal with (10); they are known, in the literature, as Open-loop No-
updating and Open-loop Updating, see [9]. A brief description of them follows next. 

The Open-Loop No-updating (OLN) approach applied to (10) provides a sequen-
tial optimal plan that depends only on the initial states of the systems (1.a) and (1.b), 

that is, 1
0x  and 2

0x  known a prior. Other information about the states of the systems 
(1.a) and (1.b) available for k>0 periods are completely ignored. As a consequence, 
OLN approach does not take into account new information of the systems when it 
provides a feasible solution for the problem (10). 

The Open-Loop Updating (OLU) approach is very similar to the OLN, except that 
sequential optimal production plan is periodically adjusted as soon as new informa-
tion about the states of the systems (1.a) and (1.b) becomes available. In fact, for each 
period k, the current states of the systems (1.a) and (1.b) are measured and used to 
solve the problem (10).Thus, before providing an optimal sequential plan, the prob-
lem (10) must be repeated N times. 

Both OLN and OLU approaches can be used to develop production scenarios. 
These scenarios are very useful for managers to get insights about the use of the re-
sources of the company. These scenarios are developed by varying some parameters 
of the problem, such as: percentage of the return rate, lead time of collecting, custom-
er satisfaction level, costs and so on. 
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6  An Example 

Let’s consider here a company that have a closed-loop production system as shown in 
the Figure 1. In the forward direction of this system, manufactured, remanufactured 
and subcontracted products are regularly stored into a serviceable unit to meet weekly 
demands. On the other hand, in the backward direction, used-products are weekly 
collected from the market and stored into returnable unit. After inspected, they are 
sent to remanufacture processor unit or proper disposal.  

The weekly demand for serviceable products and the weekly return rate of used-
products are non correlated random variables that follow stationary processes. Such 
processes are well-defined by mean of normally distributed probability functions that 
are completely described by their first and second statistics moments as given in (2).  

The company wants to invest more in their reverse chain. She has no interest in ex-
panding its current production capacity, but aims to reduce costs, particularly with the 
acquisition of third party products. In this way, the company wants to answer the 
following question: “is it possible to reduce the total production cost of a company by 
increasing the return rate of collecting, even knowing that the cost for remanufactur-
ing used-products is greater than the cost for manufacturing new products?”.  More 
specifically, this question can be complemented by another question: what is the im-
pact of the increase of the return rate in the performance of system (1.a)-(1.b)? 

To carry out such an analysis and answer these questions, the company decide to 
apply the OLN approach to solve the problem (10) under a planning horizon of twelve 
weeks (i.e. N=12). Table 1 resumes the main data of the problem: 

Table 1. Problem’s data 

k (week) 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 

kd̂ 105 98 101 102 97 99 101 105 101 102 97 99 

Standard-deviations:                         2d =σ   and  3r =σ  

Initial inventories:                            20x1
0 =  and 20x2

0 =   

Serviceable and returnable costs:             00,2$h1 =   and  00,1$h2 =     

Manufacturing and remanufacturing cost:    00,1$c1 =   and 20,1$c2 =  

Disposal cost:                                14,0$c3 =  

Subcontracting cost:                         00,2$c4 =  

Upper bounds of manufacturing:              60u1 =  

Maximum number of subcontracting          30u4 =  

Probabilistic indexes:                         %90=α  and %80=β  

      Others parameters:  ∞==== 322a uuxx  (i.e., they are not limited)

 
 

Based on these data, two scenarios will be constructed as a result of solution of the 
problem (10): in the first one, it is considered that the weekly mean value level of the 

return rate kr̂  is around 20% of the mean value level of demand kd̂ . This means that 
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the flow of returnable products is 20% smaller than the flow of orders placed by cus-
tomers (i.e. demand level for serviceable products). On the other hand, the second 
scenario considers that the weekly mean value of return rate is equivalent to weekly 
mean value level of demand (i.e., 100% of returnable products is expected).  

It is worth mentioning that the weekly mean value of return rate kr̂  is given by:  
 

krkk d̂r̂ ε⋅σ+⋅ρ=  (11) 
 

where εk is a normally distributed pseudorandom numbers; and ρ denotes the percen-

tage rate of average demand dk. Note that, for the scenarios analysis purpose, the se-
quence of values of {ε1, ε2, ..., ε12}, which was generated by a random device, is set a 
prior. 

6.1 1st Scenario: Around ρ=20% Returnable 

Figures 2 and 3 illustrate optimal inventory-production trajectories for forward and 
reverse channels of the system illustrated generically in the Figure 1. It is interesting 
to note that inventory levels for serviceable and returnable units show similar tenden-
cies in their optimal trajectories. In fact, except for the first week (k=1), when inven-
tory-production process (1.a) and (1.b) are still being adjusted to the initial conditions 

of the problem ,)20xx(i.e., 2
0

1
0 == the subsequent weeks (k>1) show a continuous 

growing of inventory levels in the service and returnable units. Such a result is caused 
by the dynamic behavior of deterministic constraints (8) and (9) that depend directly 
on the period k and the probabilistic indexed α and β. Note that right side of these 
inequalities represent safety-stock levels that increase with periods k. This feature of 
the problem (10) aims to protect the systems (1.a) and (1.b) against backorders and 
backlogs occurrences, respectively. For instance, the idea of a safety-stock for a servi-
ceable unit aims to guarantee ready delivery of products to customers; and, a safety-
stock in the returnable unit aims to provide a buffer of used products to be remanufac-
tured in future periods, protecting the reverse channel against delays of collecting. 

 

 

 

Fig. 2. Serviceable and remanufacturable levels 
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The figure 3 shows the weekly evolution of optimal rates of manufacturing and 
remanufacturing processing units, as well as, the weekly level of subcontracted prod-
ucts from third-part supplier. It is interesting to observe that the manufacturing unit 
operates at full load. Indeed, the production of new products is made in the maximum 

weekly level (i.e., 1k;60xx̂ 11
k ≥== ). In order to meet the weekly demand, manufac-

tured and subcontracted products are considerer complimentarily, but the monthly rate 
of remanufactured also operates at its maximum value that is around 20% of mean 
value level of weekly demand. 

 

 

Fig. 3. Production rates 

6.2 2nd Scenario: Around ρ=100% Returnable 

In this scenario, the weekly return rate of used-products varies around the weekly 

level of fluctuation of demand for new products, that is, kk d̂ r̂ ≈ . The optimal inven-
tory and production trajectories for forward and reverse channels are respectively 
exhibited in Figures 4 and 5. 
 

   

 

Fig. 4. Levels of inventory with 100% of returnable 
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Note that the inventory trajectories given by Figure 4 are similar to inventory tra-
jectories showed in Figure 2, but with the difference that now they are a little bit clos-
er. Once again it is important to emphasize that such a behavior is a typical characte-
ristic of the problem (10) that creates safety-stock to protect the inventory units of 
systems (1.a)-(1.b). 

 

 

Fig. 5. Production and disposal rates 

In contrast with the weekly behavior of inventories trajectories that do not change 
with the increase of the return rate (from ρ=20% to ρ=100%), the weekly behavior of 
manufacturing, remanufacturing, subcontracting and disposal variables change com-
pletely. In fact, while in the first scenario the weekly amount of remanufactured and 
subcontracted products just only complements the level of new manufactured prod-
ucts, in the scenarios 2 (see figure 5) the weekly level of remanufactured products 
meet near-completely the weekly demand. Note that the company practically stopped 
to manufacture new products and buy products from third-party suppliers. In short, 
this means that the company is only operating with its reverse channel. 

6.3 Costs 

Table 2 contains the costs associated with two scenarios. 

Table 2. Total costs 

Costs 1st Scenario 2nd Scenario 
Serviceable holding 232,44 232,44 

Remanufacturing holding  99,43 93,85 

Manufactured rate 712,39 28,33 

Remanufactured rate 295,50 1404,10 

Disposal rate 0,00 21,09 

Subcontracting 479,53 0,00 

Total cost 1.819,29 1.779,81 
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Note that holding costs for serviceable inventory unit are exactly the same for the 
two scenarios, but for the returnable inventory unit, these costs are only very close. 
This explains why the optimal inventory trajectories (shown in Figures 2 and 4) did 
not vary when the return rate increases. 

Note also that in the second scenario a major part of the cost is concentrated in the 
remanufacturing process. Even considering that the cost of remanufacturing used-
products is 20% greater than the cost of manufacturing new-products, the total optim-
al cost provided by scenario 2 was 2.2% lower than the total cost of scenario 1. 

Based on the above results, it is possible to answer the question proposed initially 
by company’s manager:  yes, it is possible to adopt a remanufacturing scheme based 
on high rate of returnable products that is profitable for the company, even when the 
cost of remanufacturing is greater than the cost of manufacturing (i.e. c2>c1). Howev-
er, the same result shows that, in this case, the manufacturing process may have to be 
excluded from the closed-loop system given in Figure 1.  

At last, it is important to say that one of advantage of the second scenario is the re-
duction of costs with purchase of raw-material required to manufacture new products. 
In fact, the increase of the return rate of used-products, together with the increase of 
amount of remanufactured products, may result in a significant reduction of new 
products being manufactured, which implies probably in a big reduction of inventory 
level of raw-material. 

6.4 Further Extensions of the Model 

Future studies include an extended version of the stochastic planning problem (1).  
Such a version should be idealized to allow a greater realism in the formulation. Thus, 
some desirable improvements are, for instance: a) to consider non-linear costs, but 
assuring convexity properties that allow the transformation process discussed in sec-
tion 5; b) to include upper storage limits for serviceable and remanufacturable inven-
tory units; c) to consider multi-products, and to include new constraints on the  
remanufacturing and manufacturing processes; and d) to implement a sequential 
open-loop updating (OLU) approach to solve (10), as discussed in the section 5.5. 
This approach is also known as a rolling horizon technique, which allows optimal 
adjustment of the generated plans in order to follow actual demand fluctuations dur-
ing each period of the planning horizon, see [10]. 

With these improvements, the model will be closer to reality, and, as a result, it 
will be possible to develop more accurate studies, and to provide more efficient plans 
for management purposes. 

7  Conclusions 

A linear stochastic inventory-production planning problem with constraints on main 
decision variables was proposed to model a closed-loop system that includes a reverse 
channel. 

The main difficulty here is that a global optimal solution to the stochastic problem 
is very complex. Thus, a suboptimal alternative that includes first and second statis-
tical moments of the random variables of the system was proposed to convert the 
stochastic problem into an equivalent deterministic. As a result, an open-loop optimal 
solution was provided that allowed creating productions scenarios. 
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An example was proposed to illustrate the applicability of the use of the equivalent 
deterministic problem to create production scenarios. Thus, using the model proposed, 
it was possible to answer the following question considered in the beginning of this 
paper: is it possible to reduce the total production cost of a company by increasing the 
return rate of collecting, even knowing that the cost for remanufacturing is greater 
than the cost for manufacturing new products?. The answer is simply “yes”, but it was 
found some consequences of this that is discussed in the section 6.3.2. 

In short, this model seems to be an interesting management tool not only to devel-
op a production plan for use within the hierarchy of business decisions, but also to 
allow managers to get insights about the use of production resources. 
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