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Abstract. In this paper, we tackle the shadow problem in depth for a better fo-
reground segmentation. We propose a novel variant of co-training technique for 
shadow detection and removal in uncontrolled scenes. This variant works ac-
cording to a powerful temporal behavior. Setting co-training parameters is 
based on an extensive experimental study. The proposed co-training variant 
runs periodically to obtain more generic classifier, thus improving speed and 
classification accuracy. An experimental study by quantitative, qualitative and 
comparative evaluations shows that the proposed method can detect shadow ro-
bustly and remove the ‘cast’ part accurately from videos recorded by a static 
camera and under several constraints.  
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1 Introduction 

Foreground segmentation is a cornerstone step in computer vision applications. On 
the other hand, every efficient foreground segmentation method must include special 
processing to overcome the difficulties behind moving shadow detection and removal. 
Moving shadows occur by partial or entire occlusion of direct light from a light 
source by a moving object.  In natural scenes, moving shadows are attached to fore-
ground objects, which make them un-distinguishable by foreground segmentation 
methods.  This in turn reduces the efficiency of the foreground segmentation methods. 

The complexity of shadow detection is due to the dynamic changes in natural 
scenes (single/multiple or natural/artificial light sources, illumination changes, camera 
position, scene geometry information, etc) and to the visual shadow features (color 
darken to clear, shape, size). To apprehend this complexity, the proposed shadow 
detection methods use either a statistical approach or a deterministic approach to clas-
sify a pixel as foreground or shadow.  In the statistical methods, pixel classification is 
based on probabilistic functions; in addition, they can be parametric (cf. [1][2]) or 
non-parametric (cf. [3][4]). On the other hand, the determinist methods classify pixels 
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through an on/off decision in two ways: 1) based on a model [5][6] which require a 
priori knowledge of  the objects and/or the scene; 2) based on empirical thresholds 
[7][8] (without using a model). The main drawback of both statistical Parametric and 
Determinist Model based methods is the difficulty of defining the parameters/models. 
Deterministic Non-Model based methods are simples and fasts but lack generality. 
This difficulty is overcome by Statistical Non-Parametric (SNP) methods by statisti-
cally selecting the classification thresholds. 

In this paper, we propose a novel SNP method based on a Semi-Supervised Learn-
ing (SSL) scenario.  Our method on-line and periodically generates a prediction mod-
el used for shadow detection in uncontrolled scenes. It presents two main contribu-
tions: The first contribution is a new variant of co-training technique for SSL, which: 
1) reduces the run-time by running periodically our co-training process according to a 
novel temporal framework; and (2) generates a more generic prediction model for a 
more accurate classification. The second contribution is an optimal co-training setting 
given by an extensive experimental study.  

The remainder of this paper is structured as follows. In section 2, we present our 
proposed method for moving shadow detect and removal. The proposed co-training 
variant is detailed in section 3. The efficiency and accuracy of our work are illustrated 
by an exhaustive experimental evaluation and comparison results in Section 4. Final-
ly, a summary and ongoing works are presented in Section 5. 

2 Proposed Method 

Our method aims at detecting shadow pixels from moving pixels and eliminating the 
cast part. It operates in three major steps: (1) Moving pixel classification into sha-
dow/non-shadow to obtain shadow pixels part; (2) Shadow Pixel Classification into 
cast/self shadow; and (3) Building moving Pixels Card by grouping non-shadow pix-
els and self-shadow pixels. The input of Moving Pixel Classification is moving pix-
els. These latter can be identified through a fast and accurate moving pixel detection 
method based on background modeling approach described in our paper [9]. This 
method is demonstrated robust and accurate under most of the common problems in 
foreground segmentation. The goal of this first step is to discriminate foreground 
pixels from shadow pixels. For this, it classifies each candidate moving pixel accord-
ing to a prediction model (PM) into shadow/non-shadow pixel to build two masks Ms 
and Mns that denote respectively masks of shadow/non-shadow pixels. The non-
shadow pixels ( nsM ) correspond to the real moving pixels. The prediction model 

generation framework is described in section 3.  
The basic idea of Shadow Pixel Classification is to classify each shadow pixel (

sM ( x, y ) 1= ) into self/non-self by PM_Self. PM_Self is obtained in our previous 

work [10]; this model shows effectiveness and robustness to deal with self/cast 
shadow pixel classification. Self and non-self shadow pixels assigned respectively 1 
and 0 to obtain two masks, non-self shadow mask that correspond to cast shadow 
mask ( )castM  and self shadow mask ( )selfM .  
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A Moving Pixels Card (MPC) is obtained in the third step “Building moving Pix-
els Card” by applying a logical OR between the non-shadow mask ( nsM ) and the 

self shadow mask ( )selfM . 

3 Prediction Model Generation 

Prediction model generation constitutes a considerable work due to the strong similar-
ity between visual features of foreground pixels (non-shadow pixels) and shadow 
pixels. We propose to generate prediction model (PM) based on Semi-Supervised 
Learning (SSL). SSL is a combination of supervised and unsupervised learning where 
typically a small labeled set and a large unlabeled set are used for training. According 
to conclusions of previous works [11][12], we can summarize the great motivation, in 
literature, to use SSL in two reasons: firstly labeling of a huge set of instances by 
skilled human expert can be a time-consuming task and, secondly, it has been shown 
that using unlabeled data for learning improves the accuracy of the produced classifi-
er. We are interested to the second motivation, since visual features of data to be  
classified (moving pixels) are tightly influenced by changes in natural scene, thus 
classification task requires often adaptation of the classifier. Evidently, adaptability is 
assured, in SSL, by the unlabeled data using in learning step. 

There are different algorithms for semi-supervised learning among which we find 
the co-training technique. In fact, we can sum up advantages of co-training learning in 
the following three benefits: (i) gives better accuracy, (ii) needs fewer labeled data, 
and (iii) requires less training time. In classical variant of co-training algorithm, two 
classifiers are trained using two views of the small labeled data. Then each of them 
assigns labels to all unlabelled examples, selects the most confidently predicted and 
adds them to the labeled pool, and, after N rounds, when training is completed, the 
label of new instances is predicted by the classifier that is more confident on the ex-
ample. Even classical co-training variant has been successfully applied to a number of 
classification fields, such variant cannot deal robustly with shadow/non-shadow clas-
sification task. In fact, if we consider a video flux, from one frame it is possible to 
generate classifiers based on the enlarged labeled pool after N iterations. So this pool 
cannot include huge significant labeled moving pixels since in natural video flux, 
foreground and shadow pixels features might change frequently with the dynamic 
scene conditions. Thus, we propose a novel variant of co-training technique relies on 
significant labeled pool and extract more generic useful knowledge. This variant 
works according to a powerful temporal behavior (Fig.1). In fact, let P and Q denote 
partials periods of the flux. Two weak classifiers are re-trained N rounds on each 
frame of a pre-defined period (P frames) to (i) build a huge significant labeled pool 
(MGLP: Model Generation Labeled Pool). Based on this pool, (ii) prediction model 
(PMi) is obtained by a learning technique. Between frames P+1 and Q+P, labels of 
moving pixels are predicted by (PMi). For period [Q+1,Q+P], both classifiers are 
invoked to update back MGLP by samples related to the actual conditions and in 
frame Q+P , another PMi is generated. System continues to run with the same rules. 
This temporal behavior of co-training makes the classifier PMi more generic allowing 
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stopping co-training process after a few periods. Next, we details steps for prediction 
model generation. 

 

Fig. 1. Temporal behavior of our method 

3.1 Building MGLP 

The general principle of building MGLP is presented by Fig.2. For the initialization 
phase, two classifiers (SVM1 and SVM2) are trained relies on two different feature sets 
of small human-labelled data set (LLP: Learning Labelled Pool) and a large unla-
belled data set (input moving pixels). For the periods following the initialization phase 
(when size of MGLP>M), the initial M pixels of the LLP is randomly selected from 
MGLP. The two classifiers are re-trained N rounds on each frame of a pre-defined 
period (P frames). After a training round, the most confident labelled examples from 
each class and their 8-neighboorhood are added to: LLP and MGLP. Unlike classical 
co-training variant, we increase the certainty of the most confident labelled examples 
selection by involving classification decision of a prediction model (PM_Shadow) and 
applying a second prediction model (PM_Self) to the most confident shadow pixels 
(shadow class) to discriminate cast shadow pixels and to distinguish them from self 
shadow pixels. In fact, PM_Shadow is obtained by an off-line supervised learning. For 
these, firstly, we build a training set (1897998 shadow pixels and 1791562 non-shadow 
pixels) from famous indoor and outdoor sequences recorded in typical conditions. Se-
condly, we identify the effectiveness shadow pixels features in order to build n-
dimensional table from our training corpus. In fact, reading through the literature the 
most features1 exploitable for describing shadow pixels are: Brightness distortion, 
Normalized Cross Correlation, Ratio(Im,BG) in V (HSV color space), Ratio(Im,BG) in 
R, G and B (RGB color space), Difference(Im,BG) in H and S (HSV color space), Dif-
ference(Im,BG) in Y (YCrCb color space), and Edge magnitude and gradient distor-
tion. The eleven shadow features are considered in our work. Thirdly, we choose the 
appropriate supervised learning techniques to generate PM_Shadow. In literature, there 
are several techniques of supervised learning, each having its advantages and draw-
backs. So, among the most important criteria to compare supervised learning tech-
niques is the comprehensibility of the learned model which leads us to a well-accepted 
technique, that is, the induction of decision trees [13]. Six data mining algorithms were 
studied according to Classification Accuracy (CA) and False Classification Rates 
(FCR complement of CA), including ID3, CR.5, Cost-Sensitive C4.5, One-Vs-All Deci-
sion Arbre, A limited search and Improved Chaid. It seems that the best CA (9.34%) 
and FCR (0.66%) rates were achieved by C4.5.  

                                                           
1  Im and BG denotes pixel values respectively in Frame and Background. 
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Although the general principle of building MGLP is one consideration when 
choosing to use co-training, we also look for setting the parameters of our system to 
improve running time and increase accuracy. According to our several experimental 
studies, even we start by a small training set (here M=100 pixels in LLP), classifica-
tion results may be improved by automatically labeled examples. Secondly, number 
of rounds is one important consideration for execution time, as the number of rounds 
is small (here N=5) as we improve speed. This does not means that the system de-
creases in classification accuracy. Co-training process requires that features set must 
be splitting according to conditionally independent assumption. However, this as-
sumption is violated in major real field. And even if the assumption holds, most of the 
time there are few possible mutual information’s between features. Obviously, we can 
split features used to generate PM_Shadow into nine illumination based features and 
two edge based features. Evidently, Edge magnitude and gradient distortion constitute 
the first features set (<f1,f2> ), therefore, illumination based features is the second set 
(<f’1,f’2,…>). Nevertheless, because the separation of the training data by SVM is 
often easier achieved in a higher dimensional space and due to computational expen-
sive to examine all features, we are selected by ReliefF algorithm pertinent illumina-
tion based features. In fact, there are many different algorithms for features selection; 
we are interested to ReliefF algorithm since it is unaffected by feature interaction 
[14]. Difference(Im,BG) in H and S (HSV color space) are the two best ranked fea-
tures, thus they constitute the second features set (<f’1,f’2>). 

 

Fig. 2. Process to Build MGLP 

3.2 Generating Prediction Model  

In classical co-training algorithm, the classifier that is more confident on the example 
to be labeled is invoked for classification [15]. For several raisons, in our work,  
the classifier used to generate on-line a prediction model is C4.5 algorithm [16].  
Firstly, according to our experimental study in supervised learning, C4.5 gives best 



24 S.K. Jarraya et al. 

classification accuracy in case of largest pool (MGLP). Secondly, even with small 
pool, speed accuracy with SVM is better, so in case of largest pool C4.5 is more 
adopted for better speed accuracy. Obviously, general rule of SVM classification 
make it scarcely find a separating hyperplane for complex data in largest pool. Third-
ly, decision trees generate rules. A rule is a conditional statement that can easily and 
rapidly use for classification. 

4 Experimental Results 

In order to evaluate our proposed method, we carried out a series of experiments. 
Firstly, we present our quantitative and qualitative results. Secondly, we have compared 
our contribution with three well-known methods of shadow detection and removal given 
in a comparative reviewing [17]: (1) SP based method [18]; (2) SNP based method [3] 
and (3) DNM based method [8]. Each method is considered as reference in its category. 
A complementary comparative study is performed with two recent works in statistical 
approach: (4) based on parametric models [19] and (5) SNP based on SSL process [4]. 
We performed experiments on a dataset that contains a set of famous indoor and out-
door sequences recorded in typical conditions. (i) HighwayI and IntellegentRoom are 
used to evaluate performance of the moving pixel classification by quantitative scores. 
(ii) HighwayIII and Compus mainly used for qualitative shadow detection since typical 
Ground-Truth frames for these sequences are not available. For the performance evalua-
tion, we have used the mainly used metrics (Detection accuracy (η) and Shadow dis-
crimination accuracy (ξ)) to judge the effectiveness of the shadow detection methods, 
these metrics was proposed and detailed in a well-know survey paper [17] in this field. 
In addition to the above quantitative metrics, we also consider in our evaluation the 
Classification accuracy (CA) and Precision of moving pixel detection. Figure 3(A) 
presents respectively for ‘HighwayI’ and ‘Intelligent Room’ sequences precisions rates 
of moving pixel detection before and after cast shadow detection and removal. Curves 
show clearly improvements of ≈ 0.27 percent recorded by our method for moving pixel 
detection (see also Fig. 3(B)). Qualitative results are given by Fig. 4 for significant 
frames from (A)‘HighwayIII’ and (B)‘Compus’. These results show the adaptive beha-
vior robustness of our method. In fact, our method works independently of the dynamic 
environment and variety of scenes. 

These latter results encouraged us to further experiment by comparing our contribu-
tion to best results of each shadow detection approach represented by well-known  
 

 

Fig. 3. Obtained (A) moving pixel precision rates Before and After shadow detection and re-
moval and (B) Qualitative results for (a) HighwayI sequence and (b) IntellegentRoom sequence. 
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methods ([18], [3] and [8]). As we can see in Fig.5(A), for ‘Intelligent Room’ sequence, 
even our method echoed similar (ξ) rates (≈89%) with best ones (90%) given by me-
thods (1) and (3), we record the best (η) rate of 84.85 percent . While for HighwayI’ 
sequence, our method echoed the best rates of both metrics (ξ=93.47% and η= 86.32%). 
Comparative study with recent works ([19] and [4]) (Fig. 5(B)) shows that our method 
gives, for the two sequences, the best rates of (ξ) and (η) compared to methods (4) and 
(5). The two latter methods record (ξ) rates between 66.54 percent and 89.76 percent 
and (η) rates between 60.24 percent and 83.44 percent. Indeed, since the method (5) is 
based on SSL with a classical algorithm of co-training executed in each frame for the 
detection and classification. The gain is not only for (η) and (ξ) rates but also for the 
speed accuracy due to, the temporal behavior and the setting of our co-training variant. 

 
Fig. 4. Qualitative results (a) for HighwayIII and (b) for Compus 

 

Fig. 5. Comparative results with (A) well-knows methods: (1) SP [18], (2) SNP [3] and (3) 
DNM [8] and (B) Recent statistical methods: (4) SP [19] and (5) SNP [4] 
5 Conclusion 

In this paper, we presented method for shadow detection and removal based on a 
semi-supervised learning by a new co-training variant. The proposed co-training va-
riant was evaluated by a series of experiments with various sequences against differ-
ent conditions. We obtain a good compromise between shadow detection accuracy 
and shadow discrimination accuracy rates with percentages between 84.85 percent 
and 93.47 percent. Future works will focus on evaluate our method with upper com-
puter vision applications steps. 
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