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Preface

ICISP 2012, the International Conference on Image and Signal Processing, was
the fifth ICISP conference, and was held in Agadir, Morocco. Historically, ICISP
is a conference resulting from the actions of researchers from Canada, France
and Morocco. Previous editions of ICISP were held in Trois-Rivières, Québec,
(Canada 2010), in Cherbourg-Octeville (France, 2008) and in Agadir (Morocco,
2003 and 2001). ICISP 2012 was sponsored by EURASIP (European Associa-
tion for Image and Signal Processing) and IAPR (International Association for
Pattern Recognition).

The response to the call for papers for ICISP 2012 was encouraging. From
158 full papers submitted, 75 were finally accepted. The review process was car-
ried out by the Program Committee members; all are experts in various image
and signal processing areas. Each paper was reviewed by at least two review-
ers, and also checked by the conference Co-chairs. The quality of the papers in
these proceedings is attributed first to the authors, and second to the quality
of the reviews provided by the experts. We would like to thank the authors for
responding to our call, and we thank the reviewers for their excellent work. We
were very pleased to be able to include in the conference program keynote talks
by three world-renowned experts: Matti Pietikäinen, Director of Infotech Oulu
Research Center, Finland; Denis Laurendeau, President of the International As-
sociation for Pattern Recognition (IAPR), Director of the REPARTI Research
Center and Head of the Computer Vision and Systems Laboratory at Laval
University, Quebec, Canada; and Saad Biaz, Professor, Computer Science and
Software Engineering Department, Auburn University, USA.

We would also like to thank the members of the local committee for their
advice and help. We are grateful to Springer’s editorial staff for supporting this
publication in the LNCS series. Finally, we were very pleased to welcome all
the participants to this conference. For those who did not attend, we hope this
publication provides a good view into the research presented at the conference,
and we look forward to meeting you at the next ICISP conference.

April 2012 Abderrahim Elmoataz
Driss Mammass
Olivier Lezoray

Fathallah Nouboud
Driss Aboutajdine
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Christophe Charrier Université de Caen Basse-Normandie, France
Xiaochun Cheng Middlesex University, UK
Mohamed Cheriet University of Quebec’s École de technologie
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Eduardo Romero National University of Colombia, Colombia
Christophe Rosenberger GREYC - ENSICAEN, France
Gerald Schaefer Loughborough University, UK
Sophie Schupp Université de Caen, France
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Bayesian Image Matting Using Infrared and Color Cues 
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Abstract. In this paper, we propose a new matting solution that combines the 
use of color and infrared cameras for matting applications involving human 
actors. The infrared camera facilitates the extraction of the initial trimap and 
provides additional information for the matte estimation. The approach 
proposed in this paper differs from the techniques proposed in the literature in 
many aspects. It employs thermal information for human actors, which proves 
to be useful and effective for matting when combined with color information. It 
also introduces a new technique for automatic trimap construction that is based 
on the temperature’s difference between the foreground actor and the 
background objects. Finally, the matting step is carried out using a Bayesian 
approach which combines the color and the infrared inputs into a single 
criterion. The matting results accuracy shows that our approach is capable of 
tackling digital image and video matting problems. 

Keywords: Image matting, trimap construction, cues combination, infrared 
imagery, background subtraction. 

1 Introduction 

The matting problem of separating a non-rectangular foreground image from a 
background image is a classical problem in image processing and analysis [1][2]. A 
common example is a film frame where an actor is extracted from the background to 
later be placed on a different background. When the original image is of high 
resolution and/or contains motion blur and grain, as what is usually used in visual 
effects industry, the matting becomes an under determined problem, for which a 
unique solution cannot be found. Images of this type are currently matted by help of 
user input, a process that is time consuming. To increase the quality of the mattes shot 
against arbitrary backgrounds, and also to reduce the amount of human interaction 
required to generate them, several matting techniques make use of additional imagery 
information.  

In blue screen approaches [3], the matting problem is simplified by using a 
constant color background which normally is blue. To have a unique alpha solution 
for the blue screen matting problem, there should be no pure blue color in the 
foreground image. Blue Screen matting is most popular design of matting in TV 
studios & movies. In [4], a flash matting approach is proposed to extract alpha matte 
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by using flash/non-flash image pairs. This technique is based on the observation that 
the most noticeable difference between the flash and no-flash image is the foreground 
object, if the background scene is sufficiently distant.  The algorithm is strongly based 
on the assumption that the foreground objects become brighter with the flash whereas 
the background objects remain the same. This assumption does not happen all the 
time in real scenes. Other possibilities which may cause the failure of the matting 
could be the low reflectance of the foreground surfaces and pixels’ saturation. This 
approach also assumes that the input image pair is pixel-aligned. Thus, it will fail 
when the fine foreground structures have moved in the time interval between the two 
images. Other techniques, such as [5], propose the use of a camera system that builds 
the alpha matte using the parallax motion between the frames.  

In this paper, we propose a new matting system that combines the use of infrared 
and color information. The combination of color and infrared cues has been studied 
recently for target tracking applications [6]. Many algorithms focusing on the thermal 
domain have been explored. These methods are based on the assumption that the 
objects of interest appear at a contrast from their surroundings in the scene [7][8]. Our 
solution is based on the assumption that a human body emits more heat than a 
background containing non living objects. We will show that the use of infrared 
allows automatic extraction of the trimap and accurate estimation of the alpha matte 

2 The Matting Problem 

2.1 Matting Equations 

An input image   is composed of a foreground component  and a background 
component  as indicated in equation (1), where for the  pixel of the input image  is:  = 1  . (1) 

In the equation above,  is the foreground color,  is the background color and  is 
the pixel’s foreground opacity. If = 1, the related pixel belongs to the foreground. 
If  = 0,  the related pixel belongs to the background. Otherwise we call it a mixed 
pixel. For a color image, , equation (1) is generalized over  channels as follows: = 1  (2) 

= 1  (3) 

= 1  . (4) 

In a color image, all quantities on the right-hand side of the above equations are 
unknown. We assume that alpha matte for red, green and blue channels are the same 
(i.e. = = ). Therefore, for each pixel of a color image, there are three 
equations and seven unknowns. Thus matting is inherently an under-constrained 
problem.   
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2.2 Trimap Based Techniques 

As mentioned before alpha matting is an ill-posed problem. Therefore, we need 
additional information about the image before to proceed with alpha estimation. 
Several approaches, such as Bayesian [9] and Robust matting [10], start by the user 
manually segmenting the input image into three regions, called trimap. A trimap is 
composed of three regions: a known foreground region, , where α = 1; a known 
background region, , where α = 0; and an unknown region, , where α 0,1  
(see figure 1). The foreground and background regions provide the additional 
information that is needed to estimate α in the unknown region.  

 

Fig. 1. Left image: original color image. Right image: user specified trimap. 

     

Fig. 2. Left image: input image. Right image: input image with scribbles constraints. 

Recent techniques proposed the use of user-interface scribbles [11] as shown in 
figure 2. Instead of marking the whole image into three regions, the user puts some 
scribbles according to the eigenvectors of a Laplacian measure.  

3 Bayesian Image Matting Using Infrared and Color Cues 

3.1 Overview 

In our approach, we propose to use an infrared camera as an additional source of 
information. Our research assumes that the foreground component contains only 
living subjects such as humans or animals. Consequently, the use of infrared sensor 
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will help subtracting the background, and thus reduce the effect of similar colors in 
the background on the foreground matte. Instead of manually providing a trimap as 
most of the proposed methods in the literature, we use infrared images to 
automatically generate it. A general overview of our approach is presented in figure 3. 

 

 

Fig. 3. Alpha matting using infrared and color sensors 

The infrared and color images are assumed to be synchronized and spatially 
registered.  

3.2 Automatic Trimap Generation  

Our method starts with a foreground mask obtained by thresholding the entire infrared 
image. The threshold value is chosen according to the image histogram. As a result, 
the image domain is split into a foreground region and a region that contains both 
background and mixed pixels. In the next step, the unknown pixels are iteratively 
separated from the background.  

The infrared level is characterized by the facts that: 1) it drops quickly at the border 
between foreground and background regions; 2) it decreases slowly for the pixels 
contained in the unknown region; and finally 3) it is low for the pixels in the 
background region. Given these considerations, our approach starts with a foreground 
mask that is iteratively propagated towards the background zone. At each iteration, 
new pixels are added to the unknown region if: 

 
1) they are connected to the foreground or to the current unknown region, and,  
2) their infrared levels are greater than a given threshold, and, 
3) the difference between the infrared level of the new pixels and the infrared level of 

the pixels on the border of the unknown region is less than a given threshold. 
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Condition 1) ensures that the foreground and the unknown regions form together a 
single connected component. Condition 2) sets a threshold under which a pixel is 
considered as part of the background because of its low heat emission. Condition 3) 
reflects the smooth decrease of the infrared level in the unknown region. This 
corresponds to the human’s temperature decrease as heat propagates in long thin parts 
such as the hair. The decrease rate is assumed to be lower than a given threshold. 
Therefore, if the transition at a given pixel is rapid, the pixel is considered as being 
part of the background. Our approach can be summarized as follows: 

Let  and  be the foreground and unknown regions at iteration . We define = . The unknown region at iteration 1 is given by: = . (5) 

where  is the set of pixels that are added to the unknown region. If pixel   then: 
 
1)  and 
2)  and  
3)  such that || |  

   is the set of 8-Neighbors,  and are thresholds set by the user.  

3.3 Joint Bayesian Matting 

In our algorithm, we consider the IR information as an additional channel similar to 
the RGB channels of the color image . We thus form a 4D image =, , , . Image matting is then written and solved for this image using a 
Bayesian framework. 

In Bayesian estimation, we find the most likely estimates for ,  and α, given 
the observation  and . We can express this as a maximization of the posterior 
probability (MAP) , , | , and then use Bayes’s rule with the log 
likelihood as follows:  , , , , | | , ,      

(6) 

 
The log likelihood for alpha  is assumed to be constant since we have no 
appropriate prior for α's distribution. The first two log likelihoods on the right hand 
side of (6) are used to measure the fitness of solved variables , ,  with 
respect to matting equations. We model these terms by measuring the difference 
between the observed  and the image that would be predicted by the estimated ,  and α.  
 | , , = 1 /  
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For  and , we follow the color sampling technique proposed in [9], 
where a group of nearby foreground and background pixels are collected to form an 
oriented Gaussian distribution. Thus: 
 = ∑  = ∑  
 

 and  are the mean values of the foreground and background components. ∑   ∑ are the covariance matrices. The minimization steps of equation (6) 
are detailed in [9] and can be summarized by the following algorithm: 

Step 1: Fix α to solve for   and : ∑ / 1 /1 / ∑ 1 /= ∑ /∑ 1 /  

Step 2: Fix  and  to solve for α: 

= .   
where  is the 4 4 identity matrix. To maximize equation (6), we iteratively 
estimate α and ,  using steps 1 and 2 until changes between two successive 
iterations are negligible.  

4 Experimental Results 

The automatic trimap extraction method described in section 3.2 is applied on the 
infrared image of figure 4. The results are given in figure 5. The foreground is in 
white, the background in black and the unknown region in grey. These results show 
that our technique produces a single connected component for the three regions. The 
long hair details were successfully classified in the unknown region. 

The joint Bayesian matting is applied on the unknown regions of the extracted 
trimaps and the results are presented in figure 5. The results demonstrate the ability of 
the developed technique to accurately estimate the alpha channel. As illustrated in 
figure 6, the level of detail for regions such as the hair is very accurate. It shows the 
transparency property of these areas, which is the main characteristic that allows a 
successful compositing of the actors on a new background.  
 



 

F

Fig. 5. L
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Fig. 4. Color and infrared image pairs 

 

 
 

   
 

Left: Automatic Trimap. Right: Alpha matte. 
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Fig. 6. Enlargement of the result in figure 4 that shows the details of the hair  

5 Conclusion  

In this paper, we have developed a Bayesian approache to solve the image matting 
problem. Though sharing a similar probabilistic view with [9], our approach differs in 
a number of key aspects. It uses MAP estimation to optimize color term and thermal 
term simultaneously. Also, the trimap is automatically generated from the thermal 
image. Our approach has an intuitive probabilistic motivation, is relatively easy to 
implement, and provide accurate matte results. 
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Abstract. Dimensionality Reduction (DR) of spectral images is a com-
mon approach to different purposes such as visualization, noise removal
or compression. Most methods such as PCA or band selection use either
the entire population of pixels or a uniformly sampled subset in order to
compute a projection matrix. By doing so, spatial information is not ac-
curately handled and all the objects contained in the scene are given the
same emphasis. Nonetheless, it is possible to focus the DR on the sepa-
ration of specific Objects of Interest (OoI), simply by neglecting all the
others. In PCA for instance, instead of using the variance of the scene
in each spectral channel, we show that it is more efficient to consider
the variance of a small group of pixels representing several OoI, which
must be separated by the projection. We propose an efficient method
based on saliency to automatically identify OoI and extract only a few
relevant pixels to enhance the separation foreground/background in the
DR process.

1 Introduction

Dimensionality Reduction (DR) is a very common process in multi/hyperspectral
imagery to project pixels to a space with a small number of attributes such as
a three-dimensional color space (sRGB, HSV). To do so, many techniques were
proposed, which are roughly divided into two categories: the ones which trans-
form and the ones which select spectral channels. Even though Band Selection
(BS) can be thought of as a generalization of transformation, they are based
on two very different philosophies. Indeed, BS aims to preserve the physical
meaning of spectral channels during the DR [1,2,3], whereas band transforma-
tion techniques such as Principal Components Analysis (PCA) [4,5], Indepen-
dent Components Analysis [6] or true color [7,8], can mix channels to better
fuse information along the spectrum. Evidently, the choice between these two
approaches is application-driven.

The major drawback of most methods in the literature is that they are based
on the assumption that all the pixels are part of the same population, i.e. per-
forming a global mapping. Some approaches such as the Orthogonal Subspace
Projection (OSP) [3] require a regular subsampling of the pixel population (down

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 9–16, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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to 1% without noticeable change, according to the authors) in order to allevi-
ate their respective complexity. Scheunders [9] proposed to spatially divide the
image into square blocks in order to achieve local mappings by means of PCA
and Neural Network-based techniques. However, natural scenes are rich and
complex, showing large contrasts among their constituents, therefore a more
dedicated spatial partitioning would better take care of these properties.

In this paper, we propose to use a non-visual saliency detection [10] to extract
relevant pixels, so that to respect the properties of the scene. Three sets of pixels
are extracted: the salient ones, the surrounders and the background. Only a few
pixels are then extracted, by means of PCA, so that to represent each of the
first two sets aforementioned in the dimensionality reduction process.

The remainder of this paper is structured as follows: We first tackle the
extraction of the representing set of pixels and present the results obtained,
before conclusion.

2 Pixel Selection

As explained earlier, we aim to perform DR by means of a minimum-sized set
of pixels to speed up the process, but not only. One of the tasks of DR is
to convey, nay, enhance the relative discrepancies between the various Objects
of Interest (OoI), contained in the input data. When it comes to images, it
is generally equally weighted over the spatial dimensions, despite the rich and
complex properties of natural scenes.

To obtain saliency maps from high dimensional images, we used the model
that was previously introduced by Le Moan et al. [10]. It is inspired by the
famous Itti model [11] and uses euclidean distance, spectral angle and Gabor
filtering to compute low-resolution saliency maps. Figure 3 shows the results
obtained on 4 images of the database introduced and used in the results section.
It is important to note that these maps depict non-visual saliency, which can be
seen as a measure of informative content, as they are computed regardless of the
human visual system.

By thresholding these maps into three parts, we isolate different sets of pixels
according to their respective contribution to the scene:

– The salient pixels, Ω1, are the pixels whose level of saliency is higher than
a threshold Tup.

– The surrounders, Ω2, are the pixels whose level of saliency is lower than
Tup and higher than Tdown.

– The background pixels, Ω3, are all the rest.

Figure 1 shows an example of such segmentation on a natural scene, using dif-
ferent threshold values. The values of the optimal threshold are of course scene-
dependent. We recommend to define them according to the separation of objects
present in Ω1 and Ω2. For example, the segmentation in Figure 1b would be
a more relevant choice than the one in 1c, where the flower petals spread out
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(a) (b) (c)

Fig. 1. Examples of saliency-based thresholding. Left: true color composite, Middle:
Tup = 0.3 and Tdown = 0.1, Right: Tup = 0.5 and Tdown = 0.3. Saturated areas
represent the salient pixels while surrounders are shown in grey and background in
black.

on both Ω1 and Ω2, which is undesirable. In this study, the optimal thresholds
were defined manually for each scene.

In order to extract a set of representative pixels from each segment, we used
PCA [12], over the spatial dimensions. During our experiments, we assessed
that no more than five principal components are necessary to explain most of
the data’s energy (more than 95%) and therefore to represent each Ω1 and Ω2

(as we disregard the background). Eventually, only 10 pixels are considered to
compute the projection matrix.

Moreover, by mastering the number and type of objects present in the input
data, one allows the latter algorithm to be more dedicated to conveying the dis-
crepancies between, in our case, objects in Ω1 and Ω2. Considering the relatively
high computational complexity of PCA, we performed a random subsampling
of 50 pixels in both groups. Moreover, resulting components are then normal-
ized so that to fit the range [0..1]. Figure 2 shows an example of the principal
components obtained.

3 Experiments and Results

3.1 Datasets

In this study, we used 4 natural scenes from the multispectral image database
used in [13]. They contain 31 spectral channels each, covering the visible range of
wavelengths (400-700nm). For more information about the acquisition system,
calibration and processings, please refer to the database webpage1.

3.2 Pre-processing and Normalization

In the raw reflectance data Rraw, all pixels above a threshold ω = R̄+3∗std(R)
has been clipped to ω, to remove the influence of outliers and noisy pixels.

1 http://personalpages.manchester.ac.uk/staff/david.foster/

Hyperspectral images of natural scenes 02.html
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Fig. 2. Examples of (first and second) principal components obtained. Disks: repre-
senting Ω1 and Crosses: representing Ω2. We can observe for instance that the first
PCs (plain lines) are discriminable mostly in the first half of the image’s spectrum.

The result was divided by its maximal value so that it fits in the range [0..1].
Moreover, bands with average reflectance value below 2% and those with low
correlation (below 0.8) with their neighboring bands have been removed, as
suggested in [14].

3.3 Dimensionality Reduction Techniques

We selected three dimensionality reduction techniques to illustrate the proposed
approach.

– Information-based Band Selection (IBS). We used the band selection ap-
proach that was used in [15] without the spectrum segmentation. It is based
on a progressive research of dissimilar channels from single to third order.

– Orthogonal Subspace Projection-based Band SelectionOSPBS [3] is a state-
of-the-art band selection approache which consists of progressively selecting
bands by maximizing their respective orthogonality.

– PCAhsv is the traditional Principal Components Analysis of which compo-
nents are mapped to the HSV color space, according to the normalization
used in [5], without shifting the origin of the HSV cone.

Band selection approaches have been implemented in such a way that the band
are eventually sorted by descending wavelength before mapping to sRGB.
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3.4 Results

Figure 3 shows the true color composites of the images used in this study, as well
as the corresponding saliency maps. Figures 4 to 6 show the results obtained by
means of the different dimensionality reduction techniques, both by considering
all the pixels in the image (or a uniform subsampling for OSPBS) and only a
reduced set of pixels.

Fig. 3. True color composites (first row) and the corresponding saliency maps
(computed from the high-dimensional datasets)

Fig. 4. IBS approach. First row: using all the pixels in the image. Second row: using
a reduced set.
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Fig. 5. OSPBS approach. First row: using a uniform subsampling of 1% of the
image’s pixels. Second row: using a reduced set.

Fig. 6. PCAhsv approach. First row: using all the pixels in the image. Second row:
using a reduced set.

The optimal thresholds for each scene are given in table 1. OSPBS obtains
their best results with a quite low upper threshold (0.3), while IBS and PCAhsv

perform better with a very reduced set of pixels. Overall, we observe that
the most salient objects are emphasized, mostly because of a darkening or a
diminution of contrast of their surroundings. Note that the natural rendering
of these composites is considered outside the scope of this study, although it is
very tempting to subjectively judge them according to this single feature.

In order to objectively evaluate the results, we used the color difference metric
ΔE∗, which measures the Euclidean distance in the perceptually uniform color
space CIELAB. Let ω1 and ω2 be two sets of 20 randomly selected pixels from
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Ω1 and Ω2, respectively. Now let Δ̄12 be the average color difference between
ω1 and ω2, on a composite obtained with considering all pixels or a uniform
subsampling and let Δ̄12

′
have the same definition but on a composite obtained

by the proposed approach. We define the improvement of saliency δs = Δ̄12
′ −

Δ̄12. Table 2 shows the values obtained in this experiment.

Table 1. Optimal thresholds

scene 1 scene 2 scene 3 scene 4

Tup 0.3 0.7 0.5 0.9

Tdown 0.1 0.5 0.3 0.8

Table 2. Improvements of saliency δs. Difference of average Euclidean distance in
CIELAB between Ω1 and Ω2, using all the pixels versus using only a subset.

scene 1 scene 2 scene 3 scene 4

IBS 18.8 4.0 44.9 23.7

OSPBS 13.9 26.1 32.5 2.1

PCAhsv 20.5 42.8 47.3 9.0

Results show that there is an overall increase of conspicuity for the top salient
objects. It is not surprising to see that the PCA is more sensitive to the pixel
selection as it is more adaptive to the data and has more degrees of freedom
than the BS techniques. However, it also shows less contrast in the background
areas, due to the fact that these pixels are disregarded during the computation
of the projection matrix. Scene 3 shows the best results, mainly because of the
well-defined salient region on the bottom left side.

4 Conclusions

We introduced a new approach to perform dimensionality reduction in spectral
images over a limited number of relevant pixels. By thresholding the saliency
map of the high-dimensional image, we classify pixels according to their con-
spicuity in the scene, that we assume to be related to their overall relevance
in a visualization task. Dimensionality reduction is then performed so that to
focus on emphasizing these most important areas. Results show an increased
conspicuity of the selected objects of interest, both objectively and subjectively.
Yet, several challenges remain such as the efficient finding of optimal parameters
for thresholding and the number of principal components to represent each set
of pixels.

Acknowledgements. We would like to thank the the Regional Council of
Burgundy for supporting this work.
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Abstract. The classification of remotely sensed images knows a large progress 
taking in consideration the availability of images with different resolutions as 
well as the abundance of classification’s algorithms. A number of works have 
shown promising results by the fusion of spatial and spectral information using 
Support vector machines (SVM). For this purpose we propose a methodology 
allowing to combine these two informations using a combination of multi-
spectral features and Haralick texture features as data source with composite 
kernel. The proposed approach was tested on common scenes of urban imagery. 
The results allow a significant improvement of the classification performances 
when compared with the two sets of attributes used separately. The experimen-
tal results indicate an accuracy value of 93.29% which is very promising. 

Keywords: SVM, composite kernel, Haralick features, Satellite image, Spatial 
and spectral information, GLCM. 

1 Introduction 

With the commercial emergence of the optical satellite images of sub-metric resolu-
tion (Ikonos, Quickbird) the realization as well as the regular update of numerical 
maps with large scales becomes accessible and increasingly frequent [1]. 

Several classification algorithms have been developed since the first satellite image 
was acquired in 1972 [2-4].  Recently, some non-parametric classification techniques 
such as artificial neural networks, decision trees and Support vector machines (SVM) 
have been recently introduced. 

SVM is a group of advanced machine learning algorithms that have seen increased 
use in land cover studies [5, 6]. One of the theoretical advantages of the SVM over 
other algorithms (decision trees and neural networks) is that it is designed to search 
for an optimal solution to a classification problem whereas decision trees and neural 
networks are designed to find a solution, which may or may not be optimal. This theo-
retical advantage has been demonstrated in a number studies where SVM generally 
produced more accurate results than decision trees and neural networks [7]. 
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On other hand, the consideration of the spatial aspect in the spectral classification 
remains very important, for this case, Haralick described methods for measuring tex-
ture in gray-scale images, and statistics for quantifying those textures. It is the hypo-
thesis of this research that Haralick’s Texture Features and statistics as defined for 
gray-scale images can be modified to incorporate spectral information, and that these 
Spectral Texture Features will provide useful information about the image.  

The proposed method consists in combining spatial and spectral information to ob-
tain a better classification. We start with the extraction of spectral and spatial infor-
mation. Then, we apply the SVM classification to the result file. Experimental results 
are provided and comparisons with a spectral classification and spatial classification 
are made to illustrate that the method is able to find better classes. 

This paper is organized as follows. In the second section, we discuss the extraction 
of spatial and spectral information especially the Grey-Level Co-occurrence Matrix 
(GLCM) and Haralick texture features used in experimentations. In section 3, we give 
outlines on the used classifier: Support Vector Machines (SVM). In section 4, the 
results are presented with the used kernel defined as well as the stating of numerical 
evaluation. Finally, conclusions are given in section 5. 

2 Extraction of Information and Classification 

2.1 Spectral Information 

The most used classification methods for the multispectral data consider especially the 
spectral dimension. The set of spectral values of each pixel is treated as a vector of 
attributes which will be directly employed as entry of the classifier. According to Fau-
vel [8] this allows a good classification based on the spectral signature of each area. 
However, this does not take in account the spatial information represented by the  
various structures in the image. 

2.2 Spatial Information 

Information in a remote sensed image can be deduced based on their textures. Many 
approaches were developed for texture analysis. Grey-Level Co-occurrence Matrix 
(GLCM) [9] is one of the most widely used methods, which is a powerful technique for 
measuring texture features; it contains the relative frequencies of the two neighbouring 
pixels separated by a distance on the image.  

Haralick uses these matrices to develop a number of spatial indices that are easier 
to interpret. He assumed that the texture information is contained in the co-occurrence 
matrix, and texture features are calculated from it. A large number of textural features 

have been proposed starting with the original fourteen features ( 1f to 14f ) described 

by Haralick et al [10], however only some of these features are in wide use. Wezska 

et al [11] used four of Haralick features ( 1f , 2f , 5f , 8f ). Conners and Harlow [12] 

use five features ( 1f , 2f , 3f , 4f , 5f ).We found that these five features are common-

ly used seen that the fourteen are much correlated with each other, and that the five 
sufficed to give good results in classification [13].  
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In this work, we have used these five features: homogeneity (E), contrast (C), cor-
relation (Cor), entropy (H) and local homogeneity (LH), and co-occurrence matrices 
are calculated for four directions: 0°, 45°, 90°and 135° degrees.   

Let us recall their definitions:  
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Each texture measure can create a new band that can be incorporated with spectral 
features for classification purposes. 

2.3 SVM Classification 

SVM is a group of advanced machine learning algorithms that have seen increased 
use in land cover studies; it generally produced more accurate results than other  
algorithms (decision trees and neural networks). 

In this section we briefly describe the general mathematical formulation of SVMs 
introduced by Vapnik [14]. Starting from the linearly separable case, optimal hyper-
planes are introduced. Then, the classification problem is modified to handle  
non-linearly separable data and a brief description of multiclass strategies is given.  

2.3.1   Linear SVM 
For a two-class problem in a n-dimensional space Rn, we assume that l training sam-
ples xi ∈Rn, are available with their corresponding labels yi = ±1, S = {(xi, yi) | i∈  
[1, l]}. The SVM method consists of finding the hyperplane that maximizes the mar-
gin, i.e., the distance to the closest training data points for both classes [15]. Noting 
w∈Rn as the normal vector of the hyperplane and b ∈R as the bias, the hyperplane 
Hp is defined as: 
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pHxbxw ∈∀=+ ,0,  (6) 

Where  xw,  is the inner product between w and x. If x∉Hp then f(x) =  xw, +b is 

the distance of x to Hp. The sign of f corresponds to decision function y = sgn(f(x)).  

Finally, the optimal hyperplane has to maximize the margin: w2 . This is equiva-

lent to minimize 2w  and leads to the following quadratic optimization problem: 
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For non-linearly separable data, the optimal parameters (w, b) are found by solving:  
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Where the constant C control the amount of penalty and iξ  are slack variables which 

are introduced to deal with misclassified samples. This optimization task can be solved 
through its Lagrangian dual problem: 
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Finally: 
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The solution vector is a linear combination of some samples of the training set, whose 

iα  is non-zero, called Support Vectors. The hyperplane decision function can thus be 

written as: 
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Where xu is an unseen sample. 



 SVM and Haralick Features for Classification of High Resolution Satellite Images 21 

2.3.2   Non-linear SVM 
Using the Kernel Method, we can generalize SVMs to non-linear decision  
functions. With this way, the classification capability is improved. The idea is as fol-
lows. Via a non-linear mappingΦ , data are mapped onto a higher dimensional  
space F : 

)(      

:

xx

FRn

Φ
→Φ
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The SVM algorithm can now be simply considered with the following training sam-
ples:  (S)Φ ={( )(xiΦ , yi) | i∈  [1, l]}. It leads to a new version of the hyperplane deci-

sion function where the scalar product is now: )(x ),(x ji ΦΦ . Hopefully, for some 

kernels function k, the extra computational cost is reduced to: 

),()(),( jiji xxkxx =ΦΦ  (13) 

The kernel function k should fulfill Mercers’ conditions.  
With the use of kernels, it is possible to work implicitly in F while all the computa-

tions are done in the input space. The classical kernels used in remote sensing are the 
polynomial kernel and the Gaussian radial basis function: 
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In experiments we used Gaussian RBF kernel (15) which is commonly used in classifi-
cation of remotely sensed images. 

2.3.3   Multiclass SVMs 
SVMs are designed to solve binary problems where the class labels can only take two 
values: ±1. For a classification of remotely sensed images, several classes are usually 
of interest. Various approaches have been proposed to address this problem [16]. They 
usually combine a set of binary classifiers.  

Two main approaches were originally proposed for a k-classes problem.  

• One versus the Rest: k binary classifiers are applied on each class against  
the others. Each sample is assigned to the class with the maximum output. 

• Pairwise Classification: 2)1( −kk binary classifiers are applied on each pair of 

classes. Each sample is assigned to the class getting the highest number of 
votes. A vote for a given class is defined as a classifier assigning the pattern to 
that class. 
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The pairwise classification has shown to be more suitable for large problems [15, 16]. 
Even though the number of the used classifiers is larger than for the one versus the rest 
approach, the whole classification problem is decomposed into much simpler ones. 
Therefore, this second approach was used in our experiments. 

2.4 The Proposed Workflow 

The proposed workflow has two main tasks, we start with the extraction of spectral 
information and spatial information and then the result will be used as an input to SVM 
classifier.  

To use jointly spatial and spectral information, we chose to go through the definition 
of a kernel. In [17], several kernels are proposed to include spatial information. The 
weighted sums of kernels provide the best results for classification. 

They also allow to control the influence of each type of information: 

10        with),()1(),(),( ≤≤−+= μμμμ yxkyxkyxk spatialspectral  (16) 

The parameter μ will be chosen at the learning phase, it varied in steps of 0.1. For sim-
plicity and for illustrative purposes, μ was the same for all the classes in our experi-
ments. The penalization factor in the SVM was tuned in the range C = {10−1…107}. 
We use a RBF kernel (15) (with σ = {10−1… 103}) for the two kernels. spectralk  uses a 

spectral information while spatialk  uses Haralick features. 

3 Experimentations and Results  

3.1 The Data 

The first image used in classification is a sample of high resolution Quickbird satellite 
image. Its size is 240x360 pixels. It represents scene urban areas. We dispose of four 
spectral bands: blue, green, red and near infrared. We can see in Fig.1 (a) a representa-
tion of this image. 

The second test image is another sample of Quickbird satellite image with exactly 
the same properties except the size, 500x280 pixels. The scene does contain also urban 
areas. The original image is represented in Fig.2 (a). 

We will have two files for each image, “TrainFile.dat” and “TestFile.dat” respec-
tively for learning and for classification, divided on sex classes as described in Table 1. 

3.2 The Results 

The classification maps presented on (b) respectively in Fig. 1 and Fig. 2, are obtained 
when the classification is performed using the spatial information only (Haralick  
features). We can note the appearance of misclassifications. When the classification is 
performed using the spectral information only, we obtain the corresponding classifica-
tion maps which are presented on (c) respectively in Fig. 1 and Fig. 2. These results 
appear as noisy as the spatial information that is not taken into account. 
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The fusion of the spectral and the spatial features give us the classification maps 
presented on (d) respectively in Fig. 1 and Fig. 2.The classification maps are less noisy 
and the classification performances are increased globally as well as almost all the 
classes. It matches well with an urban land cover map in terms of smoothness of the 
classes; and it also represents more connected classes.  

Table 2 summarizes the results obtained using the SVM classification with Gaussian 
RBF kernel. These values were extracted from the confusion matrix. The overall accu-
racy is the percentage of correctly classified pixels. Kappa coefficient is another  
criterion classically used in remote sensing classification to measure the degree of 
agreement and takes into account the correct classification that may have been  
obtained “by chance” by weighting the measured accuracies. 

The use of this composite kernel (16) gives good classification results for the overall 
accuracy and the Kappa coefficient. Moreover, with all of the accuracies over 90%, 
this composite kernel seems also promising for the classification of remotely sensed 
images. 

Table 1. Different classes 

Class N° Class name 
Train samples 

Image 1 Image 2 
1 Asphalt 1 592 753 

2 Green area 2 252 1 680 

3 Tree 880 519 

4 Soil 176 1 387 

5 Building 4 217 1 282 

6 Shadow 1 280 808 

Total 10 397 6 429 

Table 2. Classification accuracies for the classified images 

 Image 1 Image 2 

Methods 
SVM 

spatial 
SVM 

spectral 

SVM 
Spectral 
& spatial 

SVM 
spatial 

SVM 
spectral 

 SVM 
Spectral 
& spatial 

Overall 
accuracy 

83.19% 87.27% 93.68% 85.24% 88.02% 92.90% 

Kappa 
coefficient 

0.85 0.89 0.93 0.86 0.89 0.92 
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 a b c d 

Fig. 1. (a) Original image, (b) Classification Map obtained with the classical RBF kernel using 
only spatial information, (c) Classification Map obtained with the classical RBF kernel using 
spectral information only and (d) map classification obtained with the proposed kernel 

 
 

 
 a b   

 
 c d   

Fig. 2. (a) Original image, (b) Classification Map obtained with the classical RBF kernel using 
only spatial information, (c) Classification Map obtained with the classical RBF kernel using 
spectral information only and (d) map classification obtained with the proposed kernel 
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4 Conclusion 

Addressing the classification of high resolution satellite images from urban areas, we 
have presented an algorithm taking simultaneously the spectral and the spatial infor-
mation into account. This is achieved by concatenating the two vectors of attributes 
(the spectral values and the Haralick features). 

This data combination allows a significant improvement of the classification  
performances when compared with the two sets of attributes used separately. 

As a perspective of this work, we will be concentrating on the study of the kernel 
choice in order to determine the appropriate one, for this type of image classification. 
 
Acknowledgments. This work was funded by CNRST Morocco and CNRS France 
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Abstract. The paper presents application of a correction technique
proposed for registering images by a CCD (Charged Coupled Device)
camera. The device is installed in a 3D shape, angular reflectance dis-
tribution and multispectral color measurement system set up for digiti-
zation of cultural heritage objects. The procedure compensates for the
camera noise and scene illumination non-uniformity according to pre-
viously published model. The paper describes the measurement system
and provides analysis of data collected from measurements of the Color
Checker reference target and uniform reference plane to evaluate en-
hancement of reflectance and shape accuracy after correction. Addition-
ally a few examples of digitized objects are shown.

1 Introduction

Digitization of cultural heritage objects is recently becoming more available and
well known in artifacts conservation. However, to better use its potential possi-
bilities and to achieve truthful results, it is necessary to understand principles of
image acquisition techniques and tune them, so that measurement uncertainty
can be reduced.

The measurement process usually assumes determination of shape of the sur-
face by the means of a 3D scanner and additionally its color using RGB or
multispectral camera. Known solutions are based on laser scanning devices[1]
as well as the ones using structured light projection technique[2,3] and usu-
ally a multi-band, self made camera with interference filters to separate spec-
tral channels[1,4]. Some systems use a single detector for data acquisition, so
that there is no need to manually align color texture to cloud of points which
represents shape[3], but there are also solutions which require some manual
adjustment[4]. Despite construction differences all devices known by the au-
thors are based on non-contact data acquisition by capturing images with a
digital camera. Therefore it is important to consider the capturing process and
eliminate errors characteristic for digital image registration, such as noise and
non-uniform illumination. Very thorough examination of this problems can be
found in work[5].

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 27–35, 2012.
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This paper describes the application of method presented in work[5] to a
developed integrated measurement system which includes 3D shape measure-
ment system using structured light projection method, multispectral 10 band
camera for color measurement and additional directional illumination setup for
establishing surface reflectivity in a sense of BRDF (Bidirectional Reflectance
Distribution Function) model. First the measurement setup is described, follow-
ing brief outline of image acquisition method with some implementation details.
After that evaluation results of shape and color measurement are described and
commented.

2 Measurement Setup

The 3D shape measurement method uses the 3D Measurement with Algorithms
of Directional Merging And Conversion (3DMADMAC) system[6]. This method
of measurement is based on a structured light technique with digital sine pat-
terns and Gray codes projection (Fig. 2a). The system consists of a Digital Light
Projector (DLP) and an industrial CCD camera (Figure 2a). The 3DMADMAC
system can be customized depending on end user requirements regarding size
of measurement volume, amount of measurement points and duration of a sin-
gle measurement. It also consists of a set of Software Development Kit tools
which extend its functionality and automate all required measurement and data
analysis algorithms.

Color of a measured surface is captured using a multi-spectral approach. The
custom built camera was constructed to register images in 10 spectral bands with
the aid of interference filters (Fig. 2b). The filter wheel is placed between the
camera matrix and the lens. It has 11 slots, because additional empty window
without a filter is necessary for performing shape and BRDF measurement which
uses the same detector. The lens mount is located outside the case which allows
for simple lens replacement according to required measurement conditions.

Normally the multispectral capture system uses analytic calibration proce-
dure described in previous work[7]. It is based on capturing images of white
reference plate for light source spectrum compensation and images of uniform
background to compensate for illumination distribution and spectral filters’ an-
gular characteristic. Additionally transverse shifts of images due to positioning
errors can be eliminated. For the purpose of the described analysis the spectral
images calculation procedure was modified in order to properly perform new
image acquisition process.

Another device is employed to measure angular reflectance distribution of sur-
face. It comprises of a set of light sources distributed on a grid pattern and illu-
minating measurement volume. Each illuminator resembles a lambertian source
and allows directional illumination of the investigated surface (Fig. 2b). Pictures
are captured with all illuminators turned on sequentially which gives a collec-
tion of reflectance values in the function of illumination angle and serves as a
BRDF estimation which leads to Phong parameters calculation[8]. The result is
a BRDF function modeled with Phong parameters[9]. This paper however, will
not further discuss analysis of angular reflectance data.
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Fig. 1. Measurement system and virtual models of previously digitized objects: a) con-
cept of the shape measurement device; b) constructed measurement setup; c) painted,
wood-carved Nativity Scene figure; d) brass olive lamp; e) wooden shuttle on a loom;
f) china figure

3 Data Acquisition Procedure

The goal of presented research was to implement and adopt a concept proposed
by Mansouri et. al. in[5] of a digital camera calibration to reduce noise and non-
uniformity of illumination. The purpose was to enhance data acquisition process
in the case of the multispectral camera and 3D scanner. The proposed solution
is based on the camera response in each pixel according to the following model
described by equation (1).

[R] = [O] + [T ] + [U × S] (1)

The camera response [R] is a sum of a zero level (offset) image [O], thermal signal
proportional to acquisition time [T ] and a product of useful signal [U ] and sensor
response [S]. Further reasoning leads to derivation of a formula for the useful
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signal, knowing the offset, the thermal and the flat field [F ] characteristics, as
in formula (2). For details see[5].

[U ] =
[R] − [O] − [T ]
[F ] − [O] − [TF ]

× Fmean (2)

Implementation of the proposed model required acquisition of additional cali-
bration data (offset, thermal and flat field images) and including them in data
processing path. They are registered for every shutter value used in the measure-
ment. Additionally the radiometric calibration procedure (RC ) calculates mean
values for flat field images which are afterwards used to rescale the useful images
into proper range.

Because the software controlling the measurement system has a modular struc-
ture it was possible to implement an adapter for a detector module which is
responsible for preparing raw images for further processing, without modifica-
tion of the measurement head module. The only modification was made to the
module, which calculates spectral reflectance, because it already used flat field
image and it was not desirable to take it into account twice. Therefore the color
measurement procedure benefits mainly due to camera noise reduction. The de-
tector adapter module averages several frames to reduce temporal noise and
applies compensation procedure mentioned above before sending data further
along the processing path.

The camera installed in the measurement system is a Prosilica GE4900 device
with 16Mpix sensor equipped with 12bit Analog-to-Digital Converter (ADC),
which allows for increased signal quantization resolution, especially important
for capturing spectral images. The camera was additionally tested for its linearity
by the comparison of its response with a light meter. Results show a 0.99992
coefficient of cross correlation with the best fitted plane and root mean square
error of 2.12% in relation to measured intensity range. Based on these results
the decision was made to do not perform additional non-linearity correction.

Illumination for color measurement was provided by a digital light projec-
tor with a halogen lamp, which was also used for structured light projection
for shape measurement. This allowed for a single procedure for flat field im-
age acquisition for both measurement modules. Moreover the DLP projector’s
light flux is quite stable after sufficient warm up time, so there is no meaningful
drift of spectral images lightness. Measurements were conducted in a controlled
laboratory environment, after stabilization of thermal conditions for electronic
devices and measurement volume.

4 Evaluation of Color Measurement Results

Evaluation of color measurement system accuracy was based on measurement of
Color Checker target which was scanned with (RC+) and without radiometric
calibration (RC-). Spectral reflectance data registered from both approaches was
averaged for every color patch and compared with each other and with reference



Data Acquisition Enhancement 31

measurement of the color target made with a Minolta CM-2600D spectropho-
tometer. Root mean square deviations from reference measurement for RC+
and RC- were calculated for each color patch and are presented in Fig. 2. Mea-
surement of two patches was not possible because of too low contrast of fringes
projected during shape measurement. Consequently there was no sufficient phase
information to calculate cloud of points for these patches. A few patches, indi-
cated with a black border came out worse with the RC+ procedure, which is
especially visible for the neutral ones. Our initial assumption was that it is the
result of not implemented correction for camera non-linearity, but most likely
this outcome is due to quantization noise which varies between spectral channels.
It is the effect of a fixed shutter value for all channels and different transmission
of spectral filters. Consequently the exposure of spectral images varies and so
does the quantization noise. It is planned in the next step of research to imple-
ment constant exposure conditions by adjusting of shutter value for all spectral
channels independently.

Fig. 3 shows spectral reflectance measurement results of sample color patches.
Analysis of the reflectance plots leads to the conclusion that measurement er-
rors are distributed along the whole registered spectrum and do not occur in
any specific wavelength. However there is a trend that the difference between
reference and estimated reflectance is bigger for small reflectance values, which
agrees with the mentioned assumption that the quantization noise affects the
camera response.

Fig. 2. RMS values for Color Checker patches measured with RC+ (bold font) and RC-
(normal font) procedure compared with the reference spectrophotometer measurement.
Patches with black border are worse with RC+ comparing with RC-.

Comparison of color obtained in sRGB[10] color space shows that RC+ mea-
surement gives more uniform output, with less chromatic noise and overall better
hue than RC- (Fig. 4).
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Fig. 3. Spectral reflectance plots for chosen color patches

Fig. 4. Comparison of sRGB color values for exemplary target patches

5 Evaluation of Shape Measurement Results

The shape measurement uses sinusoidal fringe projection by the means of a
DLP projector. Phase of fringes is established by the temporal phase shifting
algorithm[11] in several reference planes within a measurement volume. After-
wards it is interpolated over the whole calibrated space. The algorithm gives
very accurate results, but is sensitive to differences of lightness between con-
secutive fringe images and variations in phase shifts. In this case the latter are
negligible, because the DLP projector has very high repeatability when the pe-
riod of fringes is an integer multiple of number of projector pixels. Nevertheless
image noise influences phase calculation accuracy and non-uniform illumination
causes varying contrast of fringes within a single image. The same radiometric
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calibration procedure was therefore applied to correct the fringe images to im-
prove phase quality.

To evaluate results of this improvement two measurements of a uniform plane
reference target of size 300×220mm were conducted with and without radiomet-
ric calibration, so that deviations from an ideal fitted plane could be compared
in both situations. The obtained clouds of points have on average 100 points
per square millimeter. Fig. 5 visualizes error distribution after plane fitting to
measurement data. It shows that in each interval of one, two and three standard
deviations the plane fit error is 1.5 to 2 times smaller after the application of
radiometric calibration procedure.

Fig. 5. Comparison of plane fit error distribution. The plot shows error value Δ around
fitted plane versus number of points (N).

Fig. 6 shows comparison between registered corresponding fringe images and
local fringes contrast values. It is visible that after radiometric correction con-
trast variation is less pronounced compared to the case without enhancement.

Fig. 6. Comparison of fringe images and their local contrast
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6 Conclusions

Presented work shows application of a digital camera response model to im-
age acquisition procedure in an integrated shape and reflectance measurement
system. It shows that such enhancement leads to more accurate measurement
results, especially for spectral and fringe images. It gives foundation for future
research which may include application of this method for capturing images
for BRDF measurement and implementation of constant exposure in different
spectral channels which will further improve registered data.

It is necessary to point out that in case of 3D measurement the flat field
image compensation is generally not sufficient to eliminate influence of uneven
illumination, because in such case it is necessary to consider more complex il-
lumination pattern. The measured object occupies certain volume in space, so
points on its surface are placed in different distances from the detector and not
on a single plane as it is assumed for flat field image compensation. Additionally
different points on the measured surface may have different reflection properties,
which will influence spectral acquisition. This introduces opportunity for future
work, because solving the mentioned problems will be very important for faithful
digitization of cultural heritage objects.
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(2004-2009) and partially under the statutory work of Warsaw University of
Technology.
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Abstract. This paper concerns multicomponent texture classification.
The aim is to provide a flexible model when wavelet subband coefficients
of components do not have the same distributions. Example of such case
is when color textures are represented in a perceptual color space. In this
kind of representation, the separability between luminance and chromi-
nance components have to be considered in the modeling process. The
contribution of this work consists in proposing a multi-model based char-
acterization for this type of multicomponent images. For this, two models
ML and MCr are used in order to extract features from luminance and
chrominance components, respectively. We discuss in detail and define
the multi-model when textures are represented in the HSV color space
as a special case of multicomponent analysis. Experimental results show
that the proposed approach improves performances of the classification
system when compared with existing methods.

Keywords: Multicomponent textures, Copula, Rao distance.

1 Introduction

Analysis of multicomponent images has become an important and very chal-
lenging task with the continuous advance of multimedia tools. Multicomponent
image databases are bigger and need to convenient techniques in order to be
managed. Many works emphasized that textured images are simple to model in
the wavelets domain [8][9]. Distributions of the resulting subbands are character-
ized using well suited parametric models like generalized Gaussian distribution
(GGD) [1] or Weibull distribution [2]. This marginal approach is convenient for
unicomponent images such as grey level textures. But when retrieval or classifi-
cation systems deal with multicomponent textures, the dependence across com-
ponents have to be modeled using multivariate distributions as the multivariate
generalized Gaussian distribution (MGGD) [3], or more recently using copula
theory [11][4]. Such multivariate modeling leads to considerable enhancements
when compared with the marginal modeling. However, in all aforementioned mul-
tivariate studies, the marginal behavior of the different components is not taken
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into account along with modeling dependencies among those components. This
fact make the modeling less pertinent, especially when components are separable,
i.e do not have the same marginal distributions. An example of such case is when
color textures are represented in a luminance-chrominance color space such as
HSV (Hue Saturation Value). Luminance-chrominance or more specifically per-
ceptual color spaces represent the most natural and intuitive way to describe
color images. Researches on the human visual system revealed that the human
eye percepts colors as a luminance and chrominance separated signals, and con-
siders the chrominance as a Hue (pure color information) and saturation (level
of intensity of the Hue). Modeling color textures in luminance-chrominance color
spaces has been considered by many researchers as in [6] and [7]. However, in
these works, one given model has been used to describe luminance and chromi-
nance which are considered separable. For this, coming up with a statistical
model that takes into account the different natures of luminance and chromi-
nance channels seems to be a welcome advantage. Furthermore, in perceptual
color spaces, the existence of a circular component (Hue) must also be taken
into account in the feature extraction step.

Based on these assumptions, we propose a multi-model for color texture classi-
fication in the HSV color space. Wavelet subbands of the luminance and chromi-
nance are characterized using two independent joint parametric models ML and
MCr , respectively. These latters repose on copula theory due to its ability to rep-
resent different marginals in one joint model which is the case of chrominance
components.

2 Statistical Modeling of Multicomponent Textures

As said in the introduction, we detail a specific example of multicomponent
images which is color textures when represented in HSV color space. In this
section, we define the wavelet representation of color textures, we give a review
of copulas and define the multi-model (models ML and MCr).

2.1 DTCWT Representation of Color Textures in HSV Color Space

We consider the dual tree complex wavelet transfrom (DTCWT) in order to
overcome disadvantages of the classic discrete wavelet transform (DWT) decom-
position. DWT suffers from the lack of shift-invariance and directional selectivity,
since it provides only three orientations at each decomposition level. DTCWT
is based on two real wavelets to resort with complex wavelet coefficients, which
will be shift-invariant. DTCWT provides six detail subbands per scale instead of
three subbands in the case of DWT, which presents a rich directional selectivity.

Let us suppose a color texture IM from the database. IM is represented in
the HSV perceptual color space. Let l, h and st, be the luminance (value or
brightness), hue and saturation components of IM respectively. We decompose
each of those components via a DTCWT, and we call lk = ls;o, hk = hs;o,
stk = sts;o the wavelet subbands in scale s and orientation o respectively for the
three components.
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2.2 Copulas Theory

A copula is a multivariate cumulative distribution function (cdf), defined on the
d-dimensional unite cube [0; 1]d. Given a d-dimensional vector X = [X1, ..., Xd]
on the unit cube [0; 1], with a cumulative distribution function F and marginal
distributions F1, ..., Fd Sklar theorem [10] shows that there exist a d-dimensional
copula C such that:

F (x1, ..., xd) = C(F1(x1), ..., Fd(xd)) (1)

The joint PDF is then deduced uniquely from the margins and the copula density
(dependence structure) as follows:

f(x1, ..., xd) = c(F1(x1), ..., Fd(xd))

d∏
i=1

fi(xi) (2)

where fi, i = 1, ..., d, represent the marginal densities.
We use the Gaussian copula for its advantages in term of computation and

naturality of the dependence structure. Copula density cφ is then defined by:

cφ(u,Σ) =
1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ] (3)

with ϑi = φ−1(Fi(ui)) , and φ represents the standard normal cumulative
distribution function. Σ denotes the correlation matrix, and I denotes the d-
dimensional matrix identity.

To estimate parameters of copula based models, we use the Inference From
Margins (IFM) method [12].

2.3 Multivariate Model for Luminance

We study the spatial structure information for luminance via the model ML.
The dataset representing the neighborhood to be modeled by ML is constructed
from each subband lk by moving a window of size d = (2p+ 1)× (2q + 1) in an
overlapping manner. Assuming the spatial homogeneity of subbands, we start
from a reference coefficient lk(i, j) from the kth subband lk, and then we con-
catenate neighbors to have:

lk = [lk(i− p, i− q), ..., lk(i+ p, i+ q)]T

Based on the Gaussian copula, the model ML is defined by choosing appropriate
pdf as a marginal for luminance:

fML(l) = cφ(F1(l1), F2(l2), ..., F2(lN ))

N∏
i=1

fi(li) (4)

that is:

fMl
(l;w,Σ) =

1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ]

N∏
i=1

fi(li, wi) (5)
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where w=(w1, w2, ..., wN ) denotes the parameters of luminance marginals, and
N represents the number of detail subbands.

2.4 Bivariate Model for Chrominance

We model the chrominance by a bivariate model representing the correlation
between chrominance subbands. Given the kth subband, this dependency is rep-

resented by 2-dimensional vector c
(k)
r as c

(k)
r = [hk, stk]. The model MCr is also

defined reposing on the Gaussian copula:

fMCr
(cr) = cφ(F1(h), F2(st))f1(h)f2(st) (6)

that is:

fMcr
(cr;w,Σ) =

1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ]

2∏
i=1

fi(ci, wi)

where w=(w1,w2) the parameters of chrominance components margins, and Σ
the correlation matrix.

3 Classification Results

3.1 Experimental Setup

Texture classification was chosen as an application in order to validate the pro-
posed multi-model. Experiment was carried out on 24 textures from the Vistex
database [14] as shown in [7]. Each image of size 512×512 was divided into
subimages of size 32×32 pixels. Then for each image, we consider 96 from the
resulting 256 subimages as the training set , while the remaining 160 subimages
are considered as the test set. For all textures of our database, every compo-
nent of each subimage was normalized by subtracting its mean and dividing by
its standard deviation, and then decomposed using a 2 scales DTCWT with a
Q-shift (14,14) tap filter. Here, we use the K-nearest neighbor classifier which
is the most simple and straightforward classification method. KNN is a kind of
instance based classifiers, where the main idea is that an instance is classified
reposing on a similarity measure, and is accorded the label of the majority of
its K-nearest neighbor. Thus we need to a pertinent similarity measure that
accounts of the multi-model approach.

3.2 Similarity Measurement Based on Rao Distance

Measuring similarity between two color textures in the database is done by mea-
suring closeness of there luminance and chrominance components individually
according to a luminance and a chrominance Rao distances, and then by calcu-
lating the overall similarity measure between color textures using a combination
method as :

L = λLL + (1 − λ)LCr (7)
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where LL represents the Rao distance between luminance models, and LCr the
Rao distance between chrominance models. The coefficient λ is calculated em-
pirically by considering the learning set as the test set and then returning value
of λ that leads to the best classification rates. In [5], we determined a closed form
expression of Rao distance between two copula based pdfs as the sum of the Rao
distances between the two copulas and the Rao distances between the marginal
distributions. Thus, the Rao distance between two copulas based probability
density functions f(x; θ1) and f(x; θ2) is defined as follows:

L(f(x; θ1)||f(x; θ2)) = LGauss(f(x;Σ1)||f(x;Σ2))+

d∑
i=1

LMargins(f(x;w
(1))||f(x;w(2))) (8)

that is:

L(f(x; θ1)||f(x; θ2))=[
1

2

d∑
i=1

(ln ri)2]1/2+

d∑
i=1

LMargins(f(x;w
(1))||f(x;w(2)))(9)

where ri, i = 1, ..., d represents the eigenvalues of Σ−1
1 Σ2.

Expressions of LMargins for Weibull and Gamma marginals were provided in
[5][16], for the vonMises marginal expression of the Rao distance can be found
in [15].

3.3 The Multi-model

To come up with most pertinent multi-model for the multicomponent textures,
we test different combinations of luminance and chrominance models. We use
copula based multivariate Gamma and copula based multivariate Weibull mod-
els for luminance, beside the copula based bivariate models {vonMises,Weibull}
and {vonMises,Gamma} for chrominance.

-Model ML

From equation (9), if we consider Gamma marginals for luminance, the pdf
of ML is presented as follows:

fML(x, θ)=
1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ]× (

β−α

Γ (α)
)d

d∏
i=1

xα−1
i exp−

d∑
i=1

(
xi

β
) (10)

with θ = (α, β,Σ), α represents the shape parameter, β represents the scale
parameter, and Σ denotes the covariance matrix. We call this model the copula
based multivariate Gamma (CopMGam).

When, we consider Weibull marginals, the pdf of ML is presented by:

fML(x, θ) =
1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ]× (

τ

λ
)d

d∏
i=1

xτ−1
i exp−

d∑
i=1

(
xi

λ
)τ (11)
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Fig. 1. 24 texture classes from Vistex database

with θ = (τ, λ,Σ), τ represents the shape parameter, λ represents the scale pa-
rameter, and Σ denotes the covariance matrix. In this case, we call the model
ML as copula based multivariate Weibull (CopMWbl).

-Model MCr

As already said, the chrominance model MCr accounts for the different natures
of chrominance components. For this we use the property of merging different
marginals when the model is based on copulas. We use two different marginals
for the Hue and the Saturation components respectively. Then we use the Gaus-
sian copula for the dependence structure. We test two couples of chrominance
marginals.

Couple {vonMises,Weibull}, means that we use vonMises distribution for the
Hue and Weibull for the Saturation. Thus, the probability density of the joint
linear-circular model MCr is as follows:

fMCr
(x, θ) =

1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ]×

τ

2πλI0(ν)
(
x2

λ
)τ−1 exp[νcos(x1 − μ)− (

x2

λ
)τ ] (12)
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where θ = (μ, ν, τ, λ,Σ) the hyperparameters of the chrominance model. μ and
ν, are respectively the mean direction and the concentration parameters for the
vonMises marginal, while τ and λ are respectively the shape and scale parameters
of the Weibull marginal, Σ represents the covariance matrix.

If we consider {vonMises,Gamma}, the probability density of the joint linear-
circular model MCr is defined as:

fMCr
(x, θ) =

1

|Σ|1/2 exp[−1

2
ϑT (Σ−1 − I)ϑ]×

β−α

2πΓ (α)I0(ν)
(
x2

β
)α−1 exp[νcos(x1 − μ)− (

x2

β
)α] (13)

where θ = (μ, ν, α, β,Σ) the hyperparameters of the chrominance model. μ and
ν, are respectively the mean direction and the concentration parameters for the
vonMises marginal, while α and β are respectively the shape and scale parame-
ters of the Gamma marginal, Σ represents the covariance matrix.

3.4 Results

We present results for different combinations of the multi-model:

– multi-model 1: CopMGam for luminance and the {vonMises,Weibull} for
chrominance.

– multi-model 2: CopMWbl for luminance and the {vonMises,Weibull} for
chrominance.

– multi-model 3: CopMGam for luminance and the {vonMises,Gamma} for
chrominance.

– multi-model 4: CopMWbl for luminance and the {vonMises,Gamma} for
chrominance.

Table 1, presents percentage classification of color textures using the four com-
binations of the multi-model in comparison with the MGGD based approach [3]
and the copula based joint Weibull approach [4] in the RGB color space. It is
to note that we consider the same aforementioned experience conditions for all
methods. We can clearly observe from these results that considering multi-model
for both luminance and chrominance information, beside accounting for the cir-
cular Hue component improves the classification rates, when compared with the
uni modeling approach wether when components are characterized using MGGD
or copula based joint Weibull models. A percentage classification of 94.37% is
achieved using multi-model 1, while when luminance and chrominance compo-
nents are characterized by the same model the rates are just 89.74% and 91.87%
for models proposed in [3] and [4] respectively. We also deduce from Table 1 that
the multi-model 1 leads to better rates, this is due to the ability of CopMGam
in modeling spatial structure as stressed in [13] and the suitability of Weibul
marginal for characterizing the Saturation component.
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Table 1. Average classification rate using the multi-model method in comparison with
existing approaches

Approach Percentage classification (%)

multi-model 1 94.37

multi-model 2 93.48

multi-model 3 93.95

multi-model 4 93.15

MGGD/RGB [3] 89.74

CopWbl/RGB [4] 91.87

4 Conclusion

We proposed a multi-model characterization for multicomponent images and
more specifically for color textures in perceptual color spaces. A model for lumi-
nance and another model for chrominance were used to consider the separability
of these latters in such color spaces. We have also taken into account the angu-
lar nature of the Hue component in the modeling process. Results on the Vistex
database show the superiority of the proposed approach in comparison with the
existing statistical modeling approaches.
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Abstract. We propose here a novel approach to acquire a multispectral
image and at the same time estimate the illuminant with the use of
a stereo camera. Two images of a scene: one normal RGB and one
filtered image with an appropriate optical filter selected from among
readily available filters placed in front of a lens of the stereo camera are
acquired. The spectral reflectance and/or color at each pixel on the scene
are estimated from the corresponding outputs in the two images. In the
mean time, the illuminant used during the image capture is estimated
using chromagenic illuminant estimation method. Experiments with the
simulated data show that this is a promising technique for simultaneous
multispectral imaging and the illuminant estimation. Today’s increasing
commercial availability of digital stereo cameras makes the proposed
solution a viable one for many applications.

1 Introduction

Multispectral imaging provides a solution to the limitations of conventional
three channel (usually RGB) color imaging like metamerism and environment
dependency. There are different types of multispectral imaging systems, most of
them are filter-based which use additional filters to expand the number of color
channels. The state-of-the art filter-based multispectral imaging systems [6,8,19]
acquire images in multiple shots. Their use is, therefore, limited to static scenes
only, thus making them less useful and less practical. Shrestha et al. [16,17] has
made a comprehensive study and proposed a practical and feasible 6-channel
multispectral imaging system with the use of a stereo camera. Depending upon
the sensitivities of the two cameras in the stereo system, one or two appropriate
optical filters are selected from among a set of readily available filters and placed
in front of one or both lenses of the stereo camera, so that they will modify
the sensitivities of one or two cameras to produce six channels (three each
contributed from the two cameras) in the visible spectrum so as to give optimal
estimation of the scene spectral reflectance and/or the color. This produces a
6-channel multispectral system.
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Color constancy is yet another important issue in color imaging. It is the
ability to account for the color of the light source which allows seeing the
color of an object more or less the same under different lighting conditions.
Human vision is said to be color constant as it has a natural tendency to
correct for the effects of the color of the light source. Computational color
constancy tries to emulate the color constancy in color imaging, and this is
one of the fundamental requirements in many color imaging and computer vision
applications. Computational color constancy models, in general, comprise of two
steps: illuminant estimation and color correction. The illuminant estimation is
the primary task in a computational color constancy algorithm. Knowing the
estimated illuminant, the effects of the color of the illuminant are corrected to
obtain the desired color constant image. Many methods have been proposed
for the illuminant estimation, and these methods are typically based on the
assumption of spatially uniform color of the light source across the scene. Some
example methods are gray-world, max-RGB, a gamut based algorithm, neural
networks, color-by-correlation, a Bayesian method. Yet another color constancy
algorithm, known as the chromagenic color constancy, has been proposed by
Finlayson et al. [4] that uses a special color filter which they named as chroma-
genic. This algorithm estimates the illuminant from two images: a normal RGB
and a filtered RGB, of a scene. The algorithm has registration problems and also
requires two shot images.

In this paper, we extend the multispectral imaging proposed by Shrestha
et al. [16, 17] by making the system capable of acquiring multispectral image
and at the same time estimating the illuminant under which the image has
been acquired. For this, instead of two, only one filter is used in front of one
of the lenses of the stereo camera. It thus acquires two images: one normal
RGB image and one filtered image, in a single shot. The 6-channel multispectral
image is estimated from these two images, and at the same time the illuminant is
estimated using the same two images. The proposed system is thus capable not
only of acquiring the multispectral image but also acquiring the normal RGB
image, and at the same time capable of estimating the illuminant under which
the images are taken. This gives users not only the flexibility to choose among
a normal RGB and a multispectral image, but also to obtain a color constant
image with the use of the estimated illuminant. The proposed system would
therefore be useful in many applications where multispectral images and color
constancy are applicable. We have performed experiments with the simulated
data and they produce promising results.

After this introduction, we present the proposed system along with the method
of multispectral imaging and the illuminant estimation in Section 2. We then
present the experiments and results in Section 3. The results will be discussed
next in Section 4, and finally we conclude the paper in Section 5.
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2 Proposed System
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Fig. 1. Illustration of a propose
multispectral camera

The proposed system is constructed from a
stereo camera and an appropriate optical filter
in front of one of the lenses of the stereo
camera (Fig. 1). Either a commercial stereo
camera or two modern digital (RGB) cameras
joined in a stereoscopic configuration can be
used. An optimal filter is selected from the given set of filters through an
exhaustive search. Since only one filter needs to be selected, the computational
complexity is just O(n). We select a filter that produces minimum estimation
errors (spectral or color) with regards to both the multispectral output and
the color constancy output. We use here in this paper the minimum color
estimation error as the criteria for the multispectral output for more accurate
color reproduction, and use the most widely used median error [1, 7] for more
accurate illuminant estimation. However, depending on the application, spectral
estimation error criteria could also be used. Section 3.2 describes the filter
selection in the experiment in details.

The selected filter modifies the sensitivities of the filtered side of the camera
producing six channels (three each contributed from the two cameras) in the
visible spectrum. The system allows capturing two images, one normal RGB and
one filtered RGB images of a scene. Furthermore, knowing the geometry of the
stereo camera, not only the two images can be registered rather more precisely
but also 3D information of the scene can be obtained. However 3D acquisition is
beyond the scope of this paper. Among many registration techniques proposed
in the literature, the phase-only correlation method (POC) [18] could be the
one for precision registration. From the two registered images of a scene, the
multispectral image is obtained and at the same the illuminant is estimated.
The subsections below discuss the multispectral system model and the illuminant
estimation with the proposed system.

2.1 Multispectral System Model

In order to model the proposed multispectral system, let S = [sR, sG, sB] denotes
the matrix of spectral sensitivities of the three channels of the normal RGB
camera of the stereo camera, and similarly SF = [sFR, s

F
G, s

F
B] is the matrix of

the spectral sensitivities of the three channels of the filtered side of the stereo
camera. Let t is the spectral transmittance of the selected filter, L is the spectral
power distribution of the light source, and R is the spectral reflectance of the
surface captured by the camera. As there is always acquisition noise introduced
into the camera outputs, let n and nF denote the noise vectors corresponding
to the acquisition noise in the three channels of the normal and the filtered side
of the stereo camera respectively. The camera responses of the normal (C) and
the filtered (CF ) sides of the stereo camera are respectively given by:

C = S′Diag(L)R + n (1)

and CF = (SF )′Diag(L)R+ nF , (2)
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where X ′ denotes the transpose of the matrix X . The combined response

[
C
CF

]
of the two cameras gives six responses. The estimated reflectance (R̃) is obtained
for the corresponding original reflectance (R) from these camera responses for the
training and the test targets Ctrain and C respectively, using different spectral
estimation methods. Training targets are the database of surface reflectance
functions from which basis functions are generated and test targets are used
to validate the performance of the device. Among many estimation algorithms
proposed in the literature, we have investigated the performance of the proposed
system with four different estimation methods: Imai and Berns (IB) [9], Linear
Regression, Polynomial (PN) [3] and Neural Network (NN) [12]. These methods
are described in details by Shrestha et al. [17].

The estimated reflectances are evaluated using spectral as well as colori-
metric metrics. Two different metrics: GFC (Goodness of Fit Coefficient) and
RMS (Root Mean Square) error have been used as spectral metrics, and ΔE∗

ab

(CIELAB Color Difference) as the colorimetric metric. For the details on these
metrics also, we refer to Shrestha et al. [17].

2.2 Illuminant Estimation

The two images of a scene allow estimating the illuminant as well. We use the
chromagenic illuminant estimation method proposed by Finlayson et al. [4]. The
chromagenic algorithm is based on the first approximation that the image formed
by placing a colored filter in front of the camera is the same as changing the
illumination impinging on the scene. In other words, the responses of the camera
with and without the filter can be considered as the responses of a single surface
under two different illuminants. When the same surfaces are viewed under two
light sources, the corresponding camera responses, to a good approximation,
can be related by a linear transform [11]. Therefore, if C and CF denote the
unfiltered and the filtered camera responses respectively, then these responses
can be related by the following equation:

CF = MC, (3)

where M is a 3 × 3 linear transformation matrix. M depends on both the
illuminant and the filter used, and it can be computed as:

M = CFC+. (4)

The transformation matrix M can be described as the transform that maps, in
a least square sense, unfiltered to filtered responses of the camera under a given
illuminant. A linear model of illuminant change is not perfect and may result
in large estimation errors. More accurate mapping with a reduced estimation
error can be obtained with a convex relational model by expressing an RGB
image as a convex combination of the training RGBs for each training light in
turn. The chromagenic illuminant estimation method is, therefore, based on the
assumption that we know all possible illuminants a priori. The transforms Mi
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are different for different illuminants li; the matrix Mi is determined for each
of these illuminants. This property of chromagenic camera responses is used to
identify the illuminant in a scene, i.e., to solve the color constancy problem.
Let li(λ), i = 1, ...,m are the spectral power distributions of the possible known
illuminants, and rj(λ), i = 1, ..., n is the reflectances of the n representative real
world surfaces. For each illuminant i, we determine the camera responses without
and with the chromagenic filter: Ci, and CF

i respectively, which are 3×nmatrices
whose jth column contains the camera responses of the jth surface under the ith

illuminant. The transformation matrixMi for the i
th illuminant is obtained using

Eq. 4.
For a given test illuminant, we select an illuminant lest(λ) from all plausible

illuminants li as the estimated illuminant, which gives the minimum error:

est = argmin
i

(ei), i = 1, ...,m (5)

where ei is the fitting error that can be calculated as:

ei = ‖MiC − CF ‖, i = 1, ...,m. (6)

The illuminant estimation algorithms are evaluated using the same framework
as proposed by Hordley and Finlayson [7]. They recommended using the median
angular error over the mean root mean square (RMS) error. Angular error is
intensity independent and it has been widely used in the literature [1,7]. Let Clest

and Clact be the camera responses of a white reflectance under the estimated and
the actual illuminant respectively, then the angular error eang is calculated as:

eang = acos

(
CT

lact
Clest

‖Clact‖‖Clest‖

)
(7)

3 Experiments

Here we first discuss the experimental setup and then present three different
experiments and the results they produced: first the filter selection (Section 3.2),
then the multispectral imaging (Section 3.3) and finally the illuminant estimation
(Section 3.4).

3.1 Experimental Setup

The experimental setup comprises of a camera, filters, illuminants, reflectance
data and test targets. A modern digital stereo camera from Fujifilm: the Fujifilm
FinePix REAL 3D W1 (in short, Fujifilm 3D) has been used. Fig. 1 illustrates a
multispectral camera system constructed from this camera with a filter in front
of one of its lenses. The sensitivities of this camera as measured and used by
Shrestha et al. [16] has been used. The sensitivities of its left and right cameras
are shown in Fig. 2.



50 R. Shrestha and J.Y. Hardeberg

400 450 500 550 600 650 700
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Wavelength, λ, [nm]

R
el

at
iv

e 
S

en
si

tiv
ity

 

 
R
G
B
R
G
B

Fig. 2. Spectral sensitivities of the Fujifilm
3D camera (Left - solid, Right - dotted)

To make the simulated multispec-
tral system more realistic, as much
as 4% normally distributed Gaussian
noise is introduced as a random shot
noise and 12-bit quantization noise
is incorporated by directly quantizing
the simulated camera responses after
the application of the shot noise. Sim-
ulated D50 illuminant, and the CIE
1964 10◦ color matching functions are
used for color computation as it is the
logical choice for each color checker
patches subtends more than 2◦ from
the lens position. In order to evaluate
the system, 63 patches of the Gretag Macbeth Color Checker DC has been
used as the training target; and 122 patches remained after omitting the outer
surrounding achromatic patches, multiple white patches at the center, and the
glossy patches in the S-column of the DC chart have been used as the test target.
The training patches have been selected using linear distance minimization
method (LDMM) proposed by Pellegri et al. [15]. A color whose associated
system output vector has maximum norm among all the target colors is selected
first. The method then chooses the colors of the training set iteratively based
on their distance from those already chosen; the maximum absolute difference
is used as the distance metric.

For the illuminant estimation, the 1995 Munsell surface reflectances (denoted
asR) and the illuminants: the 87 measured training illuminants (L87) and the 287
test illuminants (L287), all the data from Barnard et al. [1] have been used. 265
optical filters of three different types: exciter, dichroic, and emitter from Omega
are used. Transmittances of the filters available in the company website [14] have
been used. One supplier has been chosen as a one point solution for the filters,
and the Omega Optical Inc. has been chosen as they have a large selection of
filters and data is available online.

3.2 Experiment I: Filter Selection

As discussed in Section 2, an optimal filter that produces the minimum estima-
tion errors is selected. We have used the color estimation error (ΔE∗

ab) as the
criteria, and the filter that produces the minimum ΔE∗

ab by the multispectral
system and the minimum illuminant estimation (eang) error that lies within a
acceptable error threshold values is selected from a given set of filters through
exhaustive search.

For the illuminant estimation, the transformation matrices Mi, i = 1 . . . 87
are computed by imaging the whole surface reflectances, R under the training
illuminants L87, and they will be used to estimate the test illuminants. The test
illuminants are estimated using the chromagenic algorithm.
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Fig. 3. Selection of a filter (red circled) from a
set of 265 Omega filters

Depending on the application,
an appropriate threshold values
can be set for the color and
the illuminant estimation errors.
Here, as an illustration, we have
chosen the ΔE∗

ab < 1.25 and
eang < 2◦ as the threshold values.
Fig. 3 shows the XY plot of
estimation errors with the 265
Omega filters, with the color
estimation error along the X-axis
and the angular error along the
Y-axis. The filter selection algo-
rithm chooses the XF1078 filter
as shown in the figure. This filter
has been selected with all the
four spectral estimation methods
discussed above. Fig. 4 shows the
transmittance of the filter. This
filter is then used in the next two experiments for the multispectral imaging
and the illuminant estimation.

3.3 Experiment II: Multispectral Imaging

This experiment evaluates the proposed multispectral system constructed from
the Fujifilm 3D and the selected filter, the Omega XF1078. Fig. 5 shows the
normalized spectral sensitivities of the multispectral imaging system. The per-
formance of the system has been investigated with all four spectral estimation
methods (IM, LR, PN and NN) discussed in Section 2.1 and the results from
three evaluation metrics (GFC, RMS and ΔE∗

ab) are reported. Table 1 shows
the statistics (maximum/minimum, mean and standard deviation) of estimation
errors side-by-side for the 3-channel and the proposed 6-channel systems.
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Fig. 4. Transmittance of the Omega
XF1078 filter
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Fig. 5. Normalized spectral sensitivities of
the 6-channel multispectral system
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Table 1. Statistics of the estimation errors produced by the 6-channel system

IB LR PN NN IB LR PN NN

Min 0.890 0.889 0.898 0.889 0.910 0.900 0.902 0.880

Mean 0.990 0.990 0.990 0.990 0.996 0.996 0.996 0.996

STD 0.017 0.017 0.015 0.017 0.009 0.010 0.010 0.012

Max 0.151 0.152 0.148 0.151 0.126 0.132 0.132 0.136

Mean 0.031 0.031 0.029 0.031 0.021 0.020 0.020 0.021

STD 0.023 0.023 0.021 0.023 0.018 0.019 0.018 0.020

Max 16.052 16.174 13.631 16.035 4.926 4.592 4.561 5.666

Mean 3.486 3.542 3.552 3.484 1.153 1.130 1.196 1.050

STD 3.320 3.359 2.766 3.316 0.958 0.816 0.825 0.872

Metric
3-Channel System 6-Channel System

GFC

RMS

ΔE*
ab

The results show that the proposed 6-channel multispectral system outper-
forms the classic 3-channel system in terms of all the three metrics. We can also
see that the performance of the four spectral estimation methods are comparable.

3.4 Experiment III: Illuminant Estimation

In this experiment, we use the real images generated from hyperspectral images
of the eight natural scenes from Nascimento et al. [13]. The RGB images gener-
ated from the hyperspectral images using the Fujifilm3D camera and one of the
87 possible illuminant L87 are shown in Fig. 6. These hyperspectral images are
available online in 820×820×33 over 400-700nm bands in 10nm steps. However,
the real image contents are less than 820 × 820, but padded with zeros. Those
padded empty data are removed and only real image contents are used. From
these hyperspectral images, we obtain the unfiltered and the filtered versions of
each image for every test illuminant L287. The test illuminant is estimated in
each case with the chromagenic algorithms using the transformation matrices
Mi, i = 1 . . . 87 computed as discussed in Section 3.2. The median angular errors
produced by the chromagenic algorithms along with the gray world [2] and the
max-RGB [10] methods are given in Table 2. The results show significantly
better estimation of the illuminant with the proposed system compared to the
grayworld and max-RGB methods.

4 Discussion

The optimal filter used to construct the proposed system has been selected
by setting acceptable error threshold values for the color and the illuminant
estimation errors. As a further work, this selection could be made automatic
with a single combined metric. Our experiments here are based on simulated
images, and we assume that the two images are perfectly registered and there is
no occlusion. It would be interesting to work further on experimental validation
with real experiments taking into account the geometry of the stereo camera and
two images from slightly different perspectives.
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Scene #1 Scene #2 Scene #3 Scene #4 

    
Scene #5 Scene #6 Scene #7 Scene #8 

Fig. 6. The RGB images obtained from hyperspec-
tral images of the 8 natural scenes from Nascimento
et al. [13]

Table 2. Median angular er-
rors for the 8 images generated
from hyperspectral data of the
scenes

1 5.50 4.75 3.52
2 9.86 21.85 6.19
3 9.45 3.20 4.62
4 5.50 4.75 3.52
5 7.32 11.04 2.05
6 2.83 6.94 2.21
7 0.99 2.12 1.64
8 2.87 3.10 3.49

Average 5.54 7.22 3.40

Scene #
Gray 

World
Max     
RGB

Chromag.

The experimental results show that the 6-channel multispectral system out-
performs the 3-channel system significantly with all the four spectral estimation
methods. As an example, the 6-channel system produces mean ΔE∗

ab of 1.05
with the NN method, while the 3-channel system produces 3.484. Moreover, the
illuminant estimation with the chromagenic algorithm produces better results
than the gray world and the max RGB methods. Finlayson et al. [4] have
shown that the chromagenic based algorithms outperforms other color constancy
algorithms like neural network, LP gamut mapping, Bayesian method, and color
by correlation. The experimental results infer that simply selecting an optimal
filter from a set of available filters produces promising results not only in the
spectral and color reproduction from the multispectral imaging but also in the
illuminant estimation. The performance could be improved further by using
a set of a large number of filters, possibly from different manufacturers. The
performance could also be improved significantly by using a custom designed
filter [5].

The proposed system could be useful in digital color imaging where more
accurate color imaging is required, and in color vision and robotics where color
constant imaging is essential. Moreover, as the system is capable of acquiring
multispectral and 3D images, it could also be used in multispectral imaging, for
example, of culture and heritage.

5 Conclusion

This paper proposes a system capable of acquiring both a normal RGB image
as well as a 6-channel multispectral image in a single shot, and at the same time
capable of estimating the illuminant under which the image has been acquired.
The system can be constructed from a off-the-shelf commercial stereo camera and
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a filter. An optimal filter could either be selected from a set of available filers or
custom designed. This allows a user flexibility to capture a color constant RGB
image or a multispectral image or both. The system could be useful in many
color imaging applications and computer vision.
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Abstract. In this paper we introduce a new procedure for classification and 
change detection by the integration in a fusion process using hybrid DSmT 
model, both, the contextual information obtained from a supervised ICM 
classification with constraints and the temporal information with the use of two 
images taken at two different dates. Secondly, we have proposed a new decision 
rule based on the DSmP transformation, which is as an alternative and 
extension and overcoming the inherent limitations of the decision rules thus use 
the maximum of generalized belief functions. 

The approach is evaluated on two LANDSAT ETM+ images, the results are 
promising.  

Keywords: Detection of the changes, Image classification, Fusion, Hybrid 
DSmT model, Decision rule, DSmP, Satellite images, ICM.  

1 Introduction 

The management and the follow-up of the rural areas evolution are one of the major 
concerns for country planning. The satellite images offer a rapid and economic access 
to accurate homogeneous and updated information of studied territories. An example 
of application which results from this is related to the topic of the changes 
cartography, in this paper, we are interested to study the most subtle changes of the 
Argan land cover and other themes in the region of Agadir (Morocco) by contextual 
fusion /classification multidates based on hybrid DSmT model [1-3] and ICM with 
constraints [4, 5]. 

Our work environment, is the theory of Dezert-Smarandache [1-3] which is recent 
and very little implemented or used before the covered work of this paper, it was 
applied in multidate fusion for the short-term prediction of the winter land cover [6-9] 
and, recently, for the fusion and the multidate classification [10-12], although the 
theory of evidence, it is more exploited for fusion/classification [12-18] also, for 
classifier fusion [19-20]. 

Our methodology can be summarized as following, after preprocessing of the 
images, a supervised ICM classification with constraints [4, 5] is applied to the two 
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images, in order to recover the probabilities matrices for an after using in a step of 
fusion/classification basing on the theory of plausible and paradoxical reasoning 
known as Dezert-Smarandache Theory (DSmT) which allows to better assign the 
suitable pixels to the appropriate classes and also to detecte the changes. 

In this paper, in section 2, we describe the mathematical basis of the recent theory 
of plausible and paradoxical reasoning (DSmT), and give a description of our decision 
rule. In section 3, we provide the results of our experimentation where the algorithm 
was applied to a LANDSAT ETM+ image, the classification results are discussed in 
the same section followed by conclusions in section 4. 

2 Dezert - Smarandache Theory (DSmT)  

2.1 Principles of the DSmT 

The DSm theory was conceived jointly by Jean Dezert and Florentin Smarandache  
[1-3], it is a new way of representing and fusioning uncertain information. DSmT, 
considered as a generalization of the evidence theory of Demspter-Shafer [14], was 
developed to overcome the inherent limitations of DST (Dempster-Shafer Theory)  
[1-3]. The basic idea of DSmT rests on the definition of the hyper power set DӨ from 
elements of Ө with  and ∩ operators. From which the mass functions, the 
combination rules and the generalized belief functions are built. 

We define a map as follows: 

[ ]0,1:(.) →ΘDms  
     (1) 

Associated to a given body of evidence s  as  

0=)(φsm
       (2) 

and   

1=)(Xms

DX


Θ∈  

     (3) 

with ms(X) is called the basic belief assignment/mass (bba) of X made by the source s. 
The DSmT contains two models : the free model and the hybrid model [1-3], the 

first presents limits concerning the size of the hyper power set DӨ, whereas the second 
has the advantage of minimizing this size, for this reason, it will be used in the 
continuation of our study.  

Within the framework of DSmT, there are several rules combination [1-3], we have 
applied and implemented the majority of these rules in order to choose those which allow 
us to have good performances such as the Proportional Conflict Redistribution (PCR5).  

Mainly, the PCR5 rule is based on the principle of the (total or partial) conflicting 
masses redistribution [1-3] to the non-empty sets involved in the conflicts 
proportionally with respect to their masses assigned by the sources (it can be also 
generalized for N>2 sources) [2,3]. 
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The generalized belief functions used in this study namely the Credibility (Cr), 
Plausibility (Pl) and DSmP Transformation [3] are defined for DӨ  in [0,1] and are 
given with more detail in [1-3].  

2.2 Proposed Decision Rule  

The decisions after combinations could be taken from the basic belief 
assignment/mass (bba) or the generalized belief functions (Credibility (Cr), 
Plausibility (Pl), (DSmP) transformation ⋅⋅⋅  etc), thus, to decide the belonging of a 
pixel to a given class, two cases are distinguished:   

• The pixel belonging to a simple class (used to improve a classification): in this 
case we use one of the following decision criteria: maximum of bba, maximum of 
the Credibility (Cr) (with or without rejection), maximum of the Plausibility (Pl), 
Appriou criterium, DSmP criterium ⋅⋅⋅  etc) [6, 7, 11, 13, 15].  

• The pixel belonging to a composed class(e.g. in the case of change detection), in 
this case we cannot use the functions quoted previously because they are 
increasing functions and unsuited to the decision for the elements of union and of 
intersection.  

In an original step, we have proposed a new decision rule based on DSmP 
transformation and confidence interval to take in account the composed classes. In 
this decision rule we exploited the confidence interval [Bel(X), Pl(X)] by the 
definition of a new measurement which we have named: Global uncertainty IncG 
which is the sum of the uncertainties (Inc) of the hyper power set elements:  

( ) ( ) ( )XBelXPlXIncDX −∈∀ Θ =  
   (4)  

 
This new decision rule described in Algorithm below is applied as follows: 

For a given pixel x, we compare the Global uncertainty IncG of this pixel with a 
threshold (chosen experimentally). If it is lower than this threshold, the pixel is 
affected to the simple class which maximizes the DSmP transformation of all the 
simple classes, if not; it is affected to the composed class which maximizes the mass 
(bba) of all the composed classes. 
  

The proposed decision rule 

( ))()(= xBelxPlIncG
DX

− Θ∈
              

If ( )thresholdIncG ≤  then 

         If [ ]( ) [ ]( )ii xDSmPmaxxDSmP θθ {= }1 niwith ≤≤ then   ix θ∈  

          End if 
Else    

          If [ ]( ) [ ]( )ii xmmaxxm θθ ∩∩ {= ( )}11 +−≤≤ Θ nDiwith   then 

                              ix θ∩∈    

           End if 
End if   
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3 Result and Discussion 

3.1 Study Area and Used Data 

The study area is located in the region of Souss, it is in southern Morocco. 
Geologically, it is the alluvial basin of the Oued Souss, separated from the Sahara by 
the Anti-Atlas mountains. The natural vegetation in the Souss is savanna dominated 
by the Argan (Argania spinosa), a local endemic tree found nowhere else, part of the 
area is now a UNESCO Biosphere reserve to protect this unique habitat.  

The satellite images used in this study were taken respectively, in 19 March 2002 
and 12 April 2005 by the Landsat ETM+, and are defined by the coordinates (Path 
203, Row 39). 

      

Fig. 1. RGB composite of the Landsat ETM+ images 2002 and 2005 (Agadir, Morocoo) 

3.2 ICM Classification with Constraints 

After preprocessing of the two images and establishment of the samples trainings 
(Argan (A), Built/Oued (BO), Vegetation (V), Greenhouses (Gh) and Bareground 
(Bg)), a supervised contextual ICM classification with constraints [4, 5] is applied to 
the two images to have the probabilities of pixels belonging to classes. The classified 
image of 2002 is presented in figure 2 (a). 

 

Fig. 2. ICM classification with constraints of the 2002 image (a) and Spectral response of the 
topics (b) 
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3.3 Multidates and Multi-source Fusion by the Hybrid DSmT Model 

Our fusion process is composed of the following steps, first the definition of the 
framework Ө, then, the estimation of the mass functions of each focal element by the 
model of Appriou, finally, the application of the hybrid DSmT model.  

3.3.1 Hyper Power Set 
Taking in consideration the prior knowledge of the study area, we have identified 5 
classes constituting the framework Ө section 3.2, Ө is defined as follows: Ө ={A, BO, 
Gh, V, Bg}, some elements of the hyper power set DӨ seem not being adjacents and 
exclusives. To realize a better adapted study to the real situations, some exclusivity 
constraints will be taken (hybrid DSmT model), for example A∩Gh, which reduces 
the number of focal elements of the DӨ.  

3.3.2 Choice of Threshold 
The decision is made for the simple classes and the classes of intersection by using 
our rule decision defined previously (section2.2), the threshold should be determined 
in advance by experimentation and analysis of total uncertainty distribution after 
standardization. We have tested our decision rule with various values of threshold, the 
following table 1 presents the occupancy rates of the simple classes (stable zones) and 
composed classes (change zones) according to the threshold.  

Table 1. Occupancy rates of the simple classes and the composed classes according to the value 
of the threshold 

Threshold 1.0e-26 1.0e-019 1.0e-016 1.0e-014 1.0e-012 1.0e-08 
(%) of stable zones 0% 9.64% 32.12% 54.408% 76.86% 99.99% 
(%)of change zones 100% 90.36% 67.88% 45.592% 23.32% 0.01% 

   
The choice of threshold depends to the good results of detection with the use of the 

changed/ unchanged samples between the two dates (2002 and 2005), for this we have 
taken a suitable threshold that equal to 1.0e-014, which is coherent and appears to be 
close to reality basing on the test samples of the stable zones and the zones of changes 
between the two images. 

3.3.3 Validation of the Results 

3.3.3.1 Prevalidation of the Results. The fusion map obtained with an adequate 
threshold (1.0e-14) is presented in figure 3.    
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Fig. 3. Fusion map obtained with threshold of (1.0e-14)  

From the fusion map, obtained with an adequate threshold we obtain the table 2 
presenting the occupancy rate of the classes.  

Table 2. Occupancy rate of the classes 

Class (%) Class (%) 
A 29.04% A ∩ Bg 1.87% 

BO 4.869% BO ∩ Gh 1.549% 
Gh 3.18% BO ∩ V 7.25% 
V 15.92% BO ∩ Bg 1.08% 
Bg 1.399% Gh ∩ V 1.98% 

A ∩ BO 0.649% Gh ∩ Bg 0.5% 
A ∩ V 26.40% V ∩ Bg 3.30`% 

 
The table 2 illustrates the occupancy rates of the stable zones (simple classes) 

which reaches the rate of 54.40% and that of the zones of change (composed classes) 
which reaches 45.60%. From the table 2, we note that the Argan class (A) and 
Vegetation class (V) have known a great change compared to the other classes, 
indeed, we found for the composed class A∩V a rate of change of 26.40%. 

 

Fig. 4. Post-processed map of change zones (a) and stable zones map (b) obtained from fusion 
map 
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From the stable zones map figure 4-(a), we note that the zone of Oued Souss (BO), 
the zone of the urban areas along the road Agadir-Taroudant (BO), the international 
airport of Almassira (BO), the parcels of the Ouled teima region (V), the greenhouses 
(Gh) of the Biogra region and also some surface of argan (A) are all well detected as 
stable zones and are assigned to simple classes. This attribution is well justified 
because some zones are built and are unchangeable by nature. 

In the post-processed fusion map figure 4-(b), areas that have known major 
changes are the Argan class which becomes bare ground or vegetation, which is well 
explained because of the deforestation. As result we found a rate of 18.95 of the 
Argan class changed to vegetation in 2005. 

3.3.3.2  Validation per Spectral Signature of the Results. For this spectral evaluation, 
we have compared the spectral signatures of the some area of changes for the two 
images by taking in account the distributions of spectral signatures of different 
themes. 

 

 

Fig. 5. Spectral signature of the Argan class (a.2) (ETM+2002 a.1) and of the Vegetation class 
(b.2) (ETM+ 2005 b.1), extract of the fusion map(c) 

From the figure 5, we note that the extract area has known a change of Argan 
theme (Class A) to vegetation theme (class V), what is shown by the change of the 
pixels spectral signature of the extract area which had in 2002 a spectral signature of 
the Argan (Class A), and became in 2005 that of the vegetation (Class V). The table 5 
summarizes all the changes detection and figure 6 shows the associated post-
processed map of the fusion. 

Table 3. Rate of change obtained by fusion between LANDSAT ETM+ 2002 and ETM+ 2005 

Class Number of 
pixels 

Occupancy rate 
(%) Class Number of 

pixels 
Occupancy 

rate (%) 
A 104,542   29.0394  Gh→ V  3,112   0.8644  
BO  17,538   4.8717  Gh→ Bg  471   0.1308  
GH  11,458   3.1828  V→ Bg  2,662   0.7394  
V  57,320   15.9222  V→ A  26,889   7.4692 
Bg  5,048   1.4022  Bg→ A  2,439   0.6775  
A→ BO  797   0.2214  Gh→ BO  915   0.2542  
A→ V  68,202   18.9450  V→ BO  502   0.1394  
A →Bg  4,295   1.1931  Bg→ BO   647   0.1797  
BO→ Gh  4,650   1.2917  V→ Gh  4,005   1.1125  
BO→ V  25,587   7.1075  Bg→ Gh   1,324   0.3678  
BO Bg  3,227   0.8964  Bg→ V  12,831   3.5642  
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Fig. 6. Post-processed fusion map 

4 Conclusion 

In this paper we have proposed a new method for land cover changes detection. In 
first, we have included the spatial information in the process of fusion/classification 
by using a hybrid DSmT model with the introduction of contextual information using 
ICM classification with constraints, the use jointly of DSmT and ICM improves 
performance of the changes detection in terms of accuracy and exactitude. Secondly, 
we have proposed a new decision rule that has shown its performance and allowed us 
to overcome the limitations of rules decision based on the maximum generalized 
belief functions which are increasing and unsuited to the decision of the union and the 
intersection of elements. The application of this method for the cartography of the 
land cover changes is promising. 
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1 Université Ibn Zohr, ESTA, Laboratoire Matriaux,
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Abstract. In this work, we propose a new method to enhance text in
document-image. Firstly, we introduce a classical model and a way to
solve it by means of a non-convex optimization problem. So, a simoul-
taneaous estimation of the reflectance and the luminance is obtained
when the non uniform illumination (also called luminance) is a smooth
function and the reflectance is a function of bounded variation. We give
an analyse of this problem and some conditions of existence and unicity.
Then, we consider the “log” of the classical model. A new pde’s model
is proposed. This method is based on the resolution of an original par-
tial differential equation (PDE) estimating the log of the luminance. We
assume that the luminance is enough smooth and is the solution of a
non classical second order’s PDE.Then we deduce the reflectance from
the estimated luminance and the acquired image. The effectiveness and
the robustness of the proposed process are shown on numerical examples
in real-world situation (images acquired from cameraphones). Then, we
illustrate the ability of this method to improve an Optical Character
Recognition (OCR) in text recognition.

1 Introduction

Computer vision based documents recognition could be an interesting way to de-
materialize informations to manage clients and company’s internal documents,
offering enterprise wide fast access to business critical information while enhanc-
ing the achitecture in place. Typically the dematerialized document formats are
PDF. Here, the problem could be separated as least in two steps: localization
and recognition. Computer approach increases the performance of both steps,
localization and recognition (see [1]). In the computer vision approaches, low
cost cameras (webcam, cameraphone, ...) could introduce some distortions and
noise artifacts, see [2] for an overview of document image degradation modeling.

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 65–76, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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The image restoration images by PDE’s based models starts to produce sig-
nifiant results as images with the diffusion of documents to remove noise while
preserving important information for readability ([3]) or to separate the back to
front ink interferences ([4]) . These works have shown that could be improved
up to 30% recognition rate of OCR by restoring the document images.

Generally speaking, an image u could be seen as the product of a reflectance
v and the illumination effect I (see [5]). This model has been used in [6,7] to
restore blurred barcode signals under nonuniform illumination.

This paper provide a new method based on an anisotropic diffusion to estimate
the luminance (or the log of the luminance) of a document-image in order to
enhance the text. This method could be use for example in a mobile phone
scanning solution or as a first step OCR processing.

We develop previously an isotropic method with some relative success(see [8]).
This process allows us to estimate the luminance and to enhance texts then to
share or print document images. By document images, we mean all kinds of im-
ages which include some handwritten or machine printed text. The basic camera
phones often produce images of lower qualities. In addition, the conditions make
it difficult shooting the readability and printing of document images. Regarding
the text, these conditions make it difficult to interpret the information contained
in this image without proper pretreatment. We have develpped this method on a
server side project, named “Qipit” : Qipit is a way to capture and share written
documents with your camera phone or digital camera. Handwritten notes, signed
contracts, whiteboards can be transformed into clean, crisp digital copies. After
a specific treatment, this method has also directly embedded on photophones
(Nokia, Samsung, Iphone . . . ). As an example, on a Nokia N73 (3.15 megapix-
els, Symbian OS 9.1, S60 3rd edition), the time processing is less than 6 secondes
(it depends on the choosen resolution). So, we have built an OEM business with
the likes of Samsung, Sanyo and others with over 100 million copies sold and
shipped factory-installed by mobile phone manufacturers to date. In this paper,
since we present a preliminary result, the time processing is not discussed.

Our methods can produce three kinds of documents: black and white, grayscale
or color ones. In all cases, input images are color pictures. Producing color doc-
uments should be seen as a different workflow, involving mostly the same algo-
rithms as in the grayscale processing.

Document images are supposed to be obtained from a mobile device - a cam-
eraphone more exactly, but could also come from any digital camera. In the
following, we will only suppose the device to be a cameraphone as this is the
case where most of the problems occur. Basic cameraphones often produce doc-
ument images with poor quality - meaning it should be really tedious or even
impossible to be read by someone or by an OCR (Optical Character Recogni-
tion). Because of constraints design, cameraphones have some limitations which
we have to take into account, if we want to produce legible documents.

The paper is organized as follows : section 2 gives a brief description of a cam-
era lens. Section 3 presents the non uniform illumination problem and defines a
global model. Then two methods are given as solutions, namely a natural criterion
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afterward a pde’s based model. Section 4 describes the method and shows how to
implement it. Finally, some numerical results illustrate this work in Section 5.

2 Description

Photographers control the camera and lens to expose the recording material
(digital sensor or film) to the required amount of light. The controls include the
focus of lens, the aperture of the lens (amount of light allowed to pass through
the lens), the focal length and type of lens (macro, wide angle, or zoom), the
duration of exposure (or shutter speed), the sensitivity of the medium to light
intensity and color/wavelength, the nature of the light recording material, for
example its resolution as measured in pixels or grains of silver halide.

Camera controls are inter-related, as the total amount of light reaching the
image plane (the “exposure”) changes proportionately with the duration of expo-
sure, aperture of the lens, and focal length of the lens (which changes as the lens
is focused, or zoomed). Changing any of these controls alter the exposure. Many
cameras automatically adjust the aperture of the lens to account for changes in
focus, and some will accommodate changes in zoom as well.

The duration of an exposure is referred to as shutter speed , often even in
cameras that don’t have a physical shutter, and is typically measured in fractions
of a second. Aperture is expressed by an f-number or f-stop (derived from focal
ratio), which is proportional to the ratio of the focal length to the diameter of
the aperture.

Exposures can be achieved through widely differing combinations of shutter
speed and aperture. The chosen combination has an impact on the final result.
In addition to the subject or camera movement that might vary depending on
the shutter speed, the aperture (and focal length of the lens) determine the depth
of field, which refers to the range of distances from the lens that will be in focus.

3 The Model

We suppose that the document-image u has been acquired by a cameraphone,
we consider two sorts of problems due to this acquisition : image distortions
and noise. Here, we adress a distortion, so-called “non uniform illumination”
or variations of brihtness (see [9]). These variations render image processing
difficults. One of these effects is : the shadows. In image processing, a shadow
is considered as a region with low lightness and high gradients contours. So, we
could separate two kinds of shadows, the own shadow and the shadows due to
the acquistion. Own shadow occurs when the light hits a surface with a slope
change. The brightness of pixels corresponding to the area decreases as the angle
of incidence deviates from the normal of the surface. The brightness reaches its
minimum when the incident light and the surface normal are orthogonal. Drop
shadow occurs when the light source is obscured by an object before the light
reflection on the surface. Others distortions problems like blur or warping are
beyond of the scope of this paper.
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In this paper, we consider an image u ∈ R
N1×N2 where N1 et N2 are two

intergers. The non uniform illumination can be modeled as a multiplicative effect.
This modelling combining the reflectance and the luminance of the image was
proposed by Barrow and Tenenbaum in 1978 [10]. That said, due to various
factors that may be involved in the construction of the image (the illumination
of the object, the geometry of the scene acquired, the camera settings ...), such
modelling is very difficult to tackle.

In 1999, Laszlo [11] has proposed a generative model of the image, based on a
combinaison of Fredholm integral and a modelling of the settings of the camera.
This model is very difficult to implement. Thus, it is the global illumination
method [11] remains the most widely used :

u (x, y) = I (x, y) v (x, y) cosθ (x, y) + b (x, y) , (1)

u(x, y) is the grayscale of the pixel (x, y), I is the luminance or the non uniform
illumination, v(x, y) the reflectance and cosθ(x, y) the cosine of the angle between
the incident light ray and the surface normal at the point of the object. In image
processing, this modelling is even more simplied by integrating cosθ(x, y) on the
component I(x, y). Thus, the final model becomes:

u (x, y) = I (x, y) v (x, y) + b (x, y) . (2)

This modelling of the image is far from perfect, because it does not take into
account neither the problems of geometry of the object (the presence of surfaces
which can create shadows on the object ...), or external factors in the formation
of the image. The advantage of this simple model is to estimate the reflectance
of an object from an approximation of its luminance.

The estimation of the reflectance v is crucial, because here we have an oppor-
tunity to characterize an object independently of illumination problems. Here,
we suppose that the noise b is a gaussian random variable.

In the following, we suppose u, I and v ∈ L2(Ω) (where L2(Ω) is the square
intergable space, Ω is the domain of the image) and the distortion is introduced
by the measuring device and the conditions of acquisition.

3.1 Natural Criterion

In this part, we consider the model defined by the equation 1. Thus and ideally,
we would like to estimate both I and v up to the noise, a natural criterion could
be:

J1(I, v) =
1
2
‖Iv − u‖2

L2(Ω) + λ1R1(v) + λ2R2(I), (3)

where λ1, λ2 are two positive hyperparameters, R1, R2 are two regularization
functions allowing to control the noise and to provide some a priori on the pair
of solution.
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If we suppose that I is a smooth function and that the singularities are re-
ported on v. A classical choice for the regularization function is :

R1(v) =
∫

Ω

|∇v|dΩ, R2(I) =
∫

Ω

|∇I|2dΩ, (4)

in other terms, v ∈ BV (Ω) (see [12] for more details on this space) and I ∈
H1(Ω).

Then, we are looking for:

(I, v) = arg min
l∈H1(Ω),w∈BV (Ω)

J (l, w) . (5)

Proposition 1. If we suppose that the noise b = 0 and if solutions of (5) exist
where I ∈ ]0, 1] and v in E =

{
u ∈ L2(R2), u(x, y) = 0 or u(x, y) = 1

}
, let

us consider two solutions (I1, v1) and (I2, v2) of (5) then v1 = v2 and when
u1 = u2 �= 0 then I1 = I2.

Proposition 2. If we suppose that I is a positive unkown constant in ]0, 1] there
exist a solution (I, v) satisfying problem (5) in EA ={
v ∈ E, v(x, y) = 0∀x, y ∈ R

2 \ A
}

where A = [0, 1]2.

Proof —Under the assumption of the proposition, let Ij and vj be a minimizing
sequence of the problem (5), the sequence (vj)j) belongs to EA and has bounded
variations. Then by a classical compactness result (see [13]) for the functions
whith bounded variation and the fact that the all element of the sequence (Ij)j)
belongs to a compact K ⊂ ]0, 1]. Then, we can extract a convergent subsequence,
this subsequence converges toward (I∞, v∞) with I∞ ∈ K. As EA is a closed
subset of L2

(
R

2
)
, we have v∞ ∈ EA.

Following these propositions, it could be interessant to add a constraint to
project the solution v as closed as possible to E. A natural candidate function
could be :

g : [m, M ] → R
+

x 	→ (M−x)(x−m)
M−m

where m is the minimum value of the acquired image u and M is its maximum
value.

So, we could penalized the criterion defined in 5 as follow:

J2(I, v) =
1
2
‖Iv − u‖2

L2(Ω) + λ1R1(v) + λ2R2(I) + λ3G(v), (6)

where λ3 > 0 and G(v) =
∫

Ω |g(v)|2dΩ.
Then, the researched solution is:

(I, v) = argmin
l∈H1(Ω),w∈BV (Ω)

J2 (l, w) . (7)
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The Euler-Lagrange equations associated to the problem 6 are:

∂J
∂v (I, v) = I (Iv − u) − λ1div

(
∇v
|∇v|

)
+ λ3 (M + m − 2v)) (M−v)(v−m)

(M−m)2
= 0,

∂J
∂I (I, v) = v (Iv − u) − λ2 (ΔI) = 0.

(8)

3.2 A Direct PDE Based Method

The objective of this approach is to extract the reflectance v from the non
uniform illumination I. If we neglect for the moment the noise.

The model 2 becomes:

u (x, y) = I (x, y) v (x, y) ,
log (u (x, y)) = log (I (x, y) v (x, y)) ,
log (u (x, y)) = log (I (x, y)) + log (v (x, y)) ,

(9)

Remark 1. The grayscale image could be shifted by an offset to avoid the null
values.

We are thus reduced to find Ĩ and ṽ satisfying:

ũ = Ĩ + ṽ (10)

So, as Ĩ is assumed smooth, we will find a way to approach Ĩ regardless of ṽ,
then deduce ṽ by substaction with ũ.

Here, we suppose that Ĩ is the solution of:⎧⎨⎩
wt = s max

(
0, sΔAw

)
,

∂w
∂n = 0 on ∂Ω,
w (t = 0) = u,

(11)

where s = 1 if the grayscales of the text are on average “smaller” than the
background ones and s = −1 else. ΔA is defined as:

ΔA := div
(

ϕ′(|∇u|) ∇u

|∇u|

)
. (12)

Now, we introduce the orthonormal set (τ, n), where n is defined by:

n(x) =
∇u

|∇u| .

The vector fields τ et n are respectively tangent and normal to the level curves
(isocontours) of u.
Then (12) becomes:

ΔA =
(

ϕ′(|∇u|)
|∇u| utt + ϕ′′(t)unn

)
, (13)
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where :

utt = τ t ∇2u τ = 1
|∇u|2

(
u2

x1
ux2x2 + u2

x2
ux1x1 − 2ux1ux2ux1x2

)
and

unn = nt ∇2u n = 1
|∇u|2

(
u2

x1
ux1x1 + u2

x2
ux2x2 + 2ux1ux2ux1x2

)
.

ut is the transpose of u, ∇2u is the hessian, uxi and uxixj , i, j ∈ {1, 2} designe
the first and second order partial derivative of u. This allows to separate both
directions of diffusion: τ et n.

The term
ϕ′(|∇u|)
|∇u| utt defines the diffusion in direction τ , while ϕ′′(|∇u|)unn

defines the diffusion in the direction n.
Thus, we have some qualitative requirements on the function ϕ: an isotropic

diffusion on homogeneous region (part) of the image, ϕ′(0) = 0. We have also

lim
t�→0

ϕ′(t)
t

= ϕ′′(0) > 0.
On the edge of the image, where we have a high gradient, we prefer a tangential

diffusion and not in its transverse direction. So, we demand: lim
t�→+∞

tϕ′′(t)
ϕ′(t)

= 0.

An example of function satisfying these requirement is:

ϕ(t) =
√

1 + t2, (14)

If Ĩ is estimated then we can deduce ṽ :

ṽ =
(1 + s)

2
max (ũ) − s

∣∣∣Ĩ − ũ
∣∣∣ , (15)

4 Discretization

In the discrete form, an image is composed of a set of pixels indexed by (i, j),
1 ≤ i ≤ N , 1 ≤ j ≤ M . u = (ui,j)1≤i≤N,1≤j≤M belongs in X , where X = R

N×M .
The space X is equipped with the euclidian inner scalar product:

∀u, v ∈ X, 〈u, v〉X =
N∑

i=1

M∑
j=1

ui,jvi,j .

By a minor abuse of the notation, we state for Xm, where m ≥ 1, the space
(Rm)N×M . The gradient of u ∈ X , written ∇u belongs to X2 and could be
defined by several manners. One of them consists to set ∇u = (g(1), g(2)) with:

g
(1)
i,j =

{
ui+1,j − ui,j if i < N,
0 si i = N.

g
(2)
i,j =

{
ui,j+1 − ui,j if j < M,
0 si j = M.

(16)

This div operator is defined in X2 to X as the adjoint operator of −∇. So, for
all p = (p(1), p(2)) ∈ X2, we have:

∀z ∈ X, 〈divp, z〉 = −〈p,∇z〉.
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In the case where the gradient is given by (16), one can prove that

(divp)i,j = (divp)(1)i,j + (divp)(2)i,j , (17)

with

(divp)(1)i,j =

⎧⎪⎨⎪⎩
p
(1)
i,j − p

(1)
i−1,j if 1 < i < N,

p
(1)
i,j if i = 1,

−p
(1)
i−1,j if i = N.

(divp)(2)i,j =

⎧⎪⎨⎪⎩
p
(2)
i,j − p

(1)
i,j−1 if 1 < j < M,

p
(2)
i,j if j = 1,

−p
(2)
i,j−1 if j = N.

We state for all u ∈ X ,
Δu = div(∇u). (18)

and

ΔAu = div
(

ϕ′(|∇u|) ∇u

|∇u|

)
(19)

Then, from the definition of the divergence, we keep in this discrtete form:

∀u, v ∈ X, 〈Δu, v〉 = −〈∇u,∇v〉 = 〈u, Δv〉. (20)

Then, it follows the natural algorithm from 7, 17 and 18:

Data: u the acquired image
Result: I the non uniform illumination and v the reflectance
initialization : Given ε1 > 0,ε2 > 0, λ1, λ2 and λ3 > 0, I0 = u

max(u) ,
v0 = u and μ > 0 adequately chosen
do
• update I and v:

v
p+1

= v
p − μ

(
I

p (
I

p
v

p − u
)
− λ1div

( ∇vp

|∇vp|

)
+ λ3(M + m − 2v

p
)
(M − vp)(vp − m)

(M − m)2

)
Ip+1 = Ip − μ

(
vp+1

(
Ipvp+1 − u

)
− λ2ΔIp

)
until ‖vp+1 − vp‖ < ε1 & ‖Ip+1 − Ip‖ < ε2

v = vp+1, I = Ip+1

Algorithm 1. Model 7

Now, if we use an explicit scheme in time and the discretization 19 for the
anisotrope laplacian, we can derive the following algorithm from 11:
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Data: u the acquired image, s = 1 or -1
Result: v the reflectance
initialization : Given ε > 0, Ĩ0 = ũ := log (u) and dt > 0 adequately
chosen
do
• update I :

Ĩp+1 = Ĩp + dtmax
(
0, ΔAIp

)
until ‖Ĩp+1 − Ĩp‖ < ε
Ĩ = Ĩp+1 deduce ṽ from 15 and v = exp(ṽ).

Algorithm 2. Model 11

5 Numerical Results

In this section, we present some simulation results comparing boths models.
We show the ability of the proposed algorithms to successfully estimate the
reflectance and the non uniform illumination and we compare also their perfor-
mance by means of a text recognition software. As we don’t control the recogni-
tion software errors, we present only how our process can improve this software.
In other words, we show the recognition of the acquired image afterwards the
recognition of the results obtained by the algorithms 1 and 2.

In the example 1, the original image is acquired from a Sony Ericksson K800i
(3.2 megapixels) while images in Examples 2 and 3 are obtained from an Iphone
3GS (3 megapixels).

In these tests, the parameters of the algorithm 1- criterion 7 are taken equal
to λ1 = λ2 = 0.1, λ3 = 0.01 and ε = 0.00001. For algorithm 2- model 11, we
take s = 1, dt = 0.5 and ε = 0.00001.

Figure 1 shows the estimated non uniform illumination and the estimated
reflectance obtained from both algorithms. In this example, The image is affected
by its own shadow. The resulting estimations are correct and quite similar.

In figures 2 and 3, the images are acquired in a severe rough environment.
These tests are very interesting because the images contain receipts. If we could
recognize the containts of the receipts. The consumer can then follow his budget
in a detailed way. Then, we can propose an alternative solution to barcode
scanning. This solution is more tracktable since we have only one shot and one
scan when the barcode solution needs to decode the barcode for each product.
Morever, barcodes acquired from photophones have also distortion problems that
we must take into account during the decoding process (see [7,6,14]).

In figure 2, the lightning conditions are very low and we deal with distortions
which are beyond the scope of this work (blur and noise). Thus, here, we are on
a “edge case” for both algoritms. As we can see, the text recognition software
recognize some texts of the estimated reflectance for both algorithms whereas
this software does not recognize any text from the original image. Both results
are correct but the result of algorithm 2- model 11 seems more suitable if we
would like to read or to print the result. In figure 3, the image are affected by
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(a) Example 1 :
original image

(b) Text en-
hancement
: estimated
reflectance ;
model 7

(c) Text en-
hancement
: estimated
reflectance ;
model 11

(d) Text en-
hancement :
estimated non
uniform illumi-
nation ; model
7

(e) Text en-
hancement :
estimated non
uniform illumi-
nation ; model
11

Fig. 1. Original image acquired from a Sony Ericsson K800i

(a) Example 2,
original image
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(b) Recognition
by a classical
OCR software ;
original image

(c) Text enhance-
ment : estimated
reflectance ; model
7
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75018 PARIS
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9.55C
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005 / 000300 / 08/01/2011 / 19:35:54
Ticket No 001411

(d) Recognition
by a classical
OCR software
; estimated re-
flectance ; model
7

(e) Text enhance-
ment : estimated
reflectance ; model
11

FRANPRIX
22 AVENUE DE SAINT OUEN
75018 PARIS

COCKT NAT +20X
BOUDINS NOIRS
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» T 0 T A L ( 4)

CARTE BANCAIRE

TAUX TVA.
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2.24C
2.99c
2.15C
2.17C

9.55C

9.55C

H.T..

9.05
9.05

005 / 000300 / 08/01/2011 / 19:35:54
Ticket No 001411

(f) Recognition by
a classical OCR
software ; esti-
mated reflectance
; model 11

Fig. 2. Original image acquired from an iphone 3GS: first test
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(a) Example
3, original
image
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model 7

FACTURE
: McDonald's de SEVRES
'/128 GRANDE RUE
92310 SEVRES

Tel. 01 46 23 80 01
402 902 704 00012 - A 
i TVA intracoaanautai

FRXXXXXX

* > S3B

!

•

Caissier « 101
Restaurant 440
#COE 332 -CSE 04- 23/01/20" "5:-3:3:

QTE PROOUIT
1 HM Fanta
1 HH Ice T 
2 HM PoaPotes
1 KH Jouet G 
1 HM Jouet F 
2 HM McFlsh

-\r

0.55
3.45

TOTAL
O.CO 0.00

I o.co
D.00 C.GO
0.55 0.55

0.55

Total A Boorter (TVA MEL)

01
102

.10 TVA A 
6.90 TVA A 

19.60* INCL.
5.50% I 

«w, Lt

8.C0
e.oo
o.i
0.36

de votre visite
A bientot

a TVA de 19.6OX

(d) Recog-
nition by
a classi-
cal OCR
software ;
estimated
reflectance ;
model 7
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reflectance ;
model 11

Fig. 3. Original image acquired from an iphone 3GS: second test

two kinds of shadows : its own shadow and a drop shadow. In this test, the
algorithm 2- model 11 gives the best result.

6 Conclusion

Two methods for enhancing text in image-docmuents are proposed. The first is
based on an highly non convex optimization problem while the second is based
on a direct PDE’s resolution. So far we have shown that the methods are ro-
bust to low lightning conditions. The second method based on an anisotropic
pde’s model provides the best result and is easier to implement. Moreover, the
resulting algorithm depends only on few fixed parameters. However, this model
needs some theorical investigations and a rigorous analysis (conditions of exis-
tence, unicity, numerical analysis of the associated algorithm . . . ) that deserves
further investigations. Based on the resolution of the associated global illumi-
nation model 2, both methods allow to estimate the luminance in a robust and
reproducible way . In particular, this approach has been successfully applied
to improve an OCR software to recognize texts from real images taken from
photophones even in tough environment.
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Abstract. In this paper, we present an improved Laplacian smoothing
technique for 3D mesh denoising. This method filters directly the vertices
by updating their positions. Laplacian smoothing process is simple to
implement and fast, but it tends to produce shrinking and oversmoothing
effects. To remedy this problem, firstly, we introduce a kernel function in
the Laplacian expression. Then, we propose to use a linear combination
of denoised instances. This combination aims to reduce the number of
iterations of the desired method by coupling it with a technique that leads
to oversmoothing. Experiments are conducted on synthetic triangular
meshes corrupted by Gaussian noise. Results show that we outperform
some existing methods in terms of objective and visual quality.

1 Introduction

Denoising is one of the greatest challenges in image processing and computer
graphics. Fast and efficient algorithms are needed to recover noised data (images
and 3D models) while preserving their geometrical structure. Measurements are
perturbed by noise in all real applications. Notably, 3D models acquisition using
scanners. These scanners provide the real scanned object as a 3D digital mesh,
usually represented as a triangular mesh, that can be manipulated by any 3D
processing tool, for many purposes in various fields such as medical imaging,
video games, etc ...

In recent years, various partial differential equations (PDE)-based techniques
have been used for 2D image denoising such as the anisotropic diffusion proposed
by P. Perona et al. [7]. 2D image denoising techniques were adapted for 3D mesh
denoising. Taubin [8] proposed a Laplacian-based technique called Laplacian flow
that repeatedly adjusts the location of each vertex to the geometric center of its
vertex neighborhood. This technique is quite simple and fast but produces an
oversmoothing result. Many anisotropic diffusion methods were proposed such
as the diffusion and curvature flow technique presented in [9], this method gives
better results than the Laplacian flow technique but takes more processing time.

Y. Zhang et al. proposed an efficient diffusion technique [1] based on solving
a nonlinear discrete partial differential equation. M. El Hassouni et al. improved

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 77–84, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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this technique [2] by using other diffusion functions such as Laplacian, Reduced
Centered Gaussian and Rayleigh function instead of the Cauchy function.

In this article, we propose a vertex-based method for 3D mesh denoising. The
main idea is to reduce the smoothing effect by introducing a kernel function
in the Laplacian flow expression. Then we present a linear combination of de-
noised instances in order to reduce the number iterations of the desired technique
by combining it with a fast (oversmoothing) technique like the local averaging
method. Experimental results show that the proposed work gives competitive
results in comparison with existing methods while reducing the processing time.

This paper is organized as follows : Section 2 presents the problem formulation.
Section 3 describes the Laplacian smoothing method. In section 4, we present
the proposed work. Section 5 deals with experimental results. Finally, we give
some concluding remarks in Section 6.

2 Problem Formulation

A 3D object is usually presented as polygonal or triangular mesh. A triangle
mesh M denotes a triple M = (V , E , T ) where V = {v1, ..., vk} represents the set
of vertices, E = {eij} denotes the set of edges and T = {t1, ..., tn} denotes the
set of triangles. An edge eij consists of two vertices {vi, vj} and we say that two
vertices vi, vj ∈ V are adjacent if the are connected by an edge eij ∈ E (and we
write vi ∼ vj). We define the neighborhood of a vertix vi, the set of adjacent
vertices v∗i = {vj ∈ V : vi ∼ vj}. The degree of a vertex vi is the number of the
neighboring vertices d(i) = | v∗i |. We denote by t∗i the set of all triangles sharing
a vertex or an edge with a triangle ti ∈ T and by T (v∗i ) the set of triangles of
the neighborhood v∗i .

We denote by n(tj), with tj ∈ t∗i a triangle, the unit normal of tj and by ni

the normal at a vertex vi given by the following formula :

ni =
1
di

∑
tj∈T (v∗

i )

n(tj) (1)

We denote by A(tj) the area of the triangle tj . The mean edge length l of the
mesh is given by :

l =
1
|E|
∑

eij∈E
‖ eij ‖ (2)

Where {
‖ eij ‖=‖ vi − vj ‖ if vi ∼ vj

‖ eij ‖= 0 otherwise

Measurements are perturbed by noise (supposed additive in our case) in all real
applications. This can be formulated by :

v̂ = v + η (3)
Where v̂ is the observed vertex, v is the original one and η is a random noise
process assumed to be Gaussian.
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3 Laplacian Smoothing

Laplacian Smoothing is a very simple PDE-based smoothing approach formu-
lated as follows [8]:

vi ← vi +
∑

vj∈v∗
i

(
vj − vi

di

)
(4)

This process can be done repeatedly to correct the location of each vertex to the
geometric center of its neighboring vertices. This approach is simple and fast,
however, it produces an oversmoothing result after few iterations.

Note that the Laplacian Smoothing is just a special case of the Weighted
Laplacian Filter [11], also called Local Averaging:

vi ← vi +
1∑

vj∈v∗
i
wij

∑
vj∈v∗

i

wij(vj − vi) (5)

Where wij are the weights defined as :

wij =

{
> 0 if vj ∈ v∗i
0 otherwise

For wij = 1 if vj ∈ v∗i we retrieve the Laplacian Smoothing update rule,∑
vj∈v∗

i
wij = di.

4 Proposed Method

In this section, we present at first an improved version of the Laplacian technique
by introducing a kernel function. Then, we propose a linear combination of two
denoised instances in order to reduce the number of iterations.

4.1 Kernel Based Laplacian Smoothing

The proposed approach consists in introducing a kernel function g to attenuate
the added term, hence, overcome the oversmoothing problem.

The update rule is given by :

vi ← vi +
∑

vj∈v∗
i

(
vj − vi

di

)(
g(|∇vi|)

ρ

)
(6)

Where

|∇vi| =

⎛⎝ ∑
vj∈v∗

i

‖ vi√
di

− vj√
dj

‖2

⎞⎠1/2

(7)



80 H. Badri, M. El Hassouni, and D. Aboutajdine

g is a kernel function and ρ is a parameter to estimate, it can be either a scalar
or a 3D vector (x,y,z). In this paper, we are going to use ρ as a scalar.
Another update rule can also be used, inspired by [1]:

vi ← vi +
∑

vj∈v∗
i

(
vj − vi

di

)(
g(|∇vi|) + g(|∇vj |)

ρ

)
(8)

The same functions in [2] can be used as a kernel function. Note that for the
following ρ value applied to the equation (8), we retrieve the formula presented
in [1] : ⎧⎪⎨⎪⎩

ρ =
√

didj

di+
√

didj+β

β =
−vj

√
didj+vidi

vj−vi

The update rule (6) is the one that will be evaluated in this paper.

4.2 Linear Combination

The following method consists in combining 2 techniques using the following
linear formula :

M̃ = αM̃1 + (1 − α)M̃2, α ∈ [0, 1] (9)

Where M̃1 is the denoised mesh with the method 1 and M̃2 and denoised mesh
with the method 2.

This technique can be used to reduce the number of iterations of the desired
technique by coupling it with a fast method that leads quickly to oversmoothing
(like the Local Averaging).

The only combining approach that will be evaluated in this paper is the Local
Averaging.The version used is the same one in [10]. Other combinations may give
better results.

5 Experimental Results

This section presents simulation results where the proposed method is applied
to 3D models contaminated by an additive zero-mean Gaussian noise.
For ease to use, we developed a simple Graphical User Interface using Mat-
lab/Java and the toolbox graph [10]. The 3D objects used in this section are
presented in Figure 1. To quantify the performance of the proposed method
in comparison with other 3D mesh denoising techniques, we compute the face-
normal error metric [4] given by :

Efne =
1

A(M̂)

∑
t̂i∈T̂

A(t̂i) ‖ n(ti) − n(t̂i) ‖
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Where n(tj) and n(t̂i) are the unit normals, A(t̂i) is the area of the triangle t̂i
and A(M̂) is the total area of the mesh defined by the following formula :

A(M̂) =
∑
t̂i∈T̂

A(t̂i)

We also use the visual error metric given by :{
Eve = 1

2m

(∑m
i=1 ‖ vi − v̂i ‖2 +

∑m
i=1 ‖ I(vi) − I(v̂i) ‖2

)
I(vi) = vi − 1

di

∑
vj∈v∗

i
vj

This metric is computed on mesh vertices.

Fig. 1. 3D meshes used for experimentation : (a) mushroom (226 vertices), (b) nefertiti
(299 vertices)

For all methods, parameters have been tuned experimentally in order to get
the best trade-off between the visual error and the face-normal error for each
technique. Also, We choose to report results only for one Kernel function and one
noise level for each processed object. Here, use Laplacian as a Kernel function
for all experiments with (c = 2).

Fig. 2. Mesh denoising results for the mushroom instance. (a) Noisy 3D model σ² =
0.0015, (b) Laplacian smoothing (1 iteration), (c) Local Averaging (1 iteration), (d)
Improved vertex-based diffusion (5 iterations), (e) Kernel-based Laplacian (1 iteration,
ρ = 0.65) , (f) Linear combination : Local Averaging (1 iteration) + improved vertex-
based diffusion, (3 iterations, α = 0.53), (g) Linear-combination : Local averaging (1
iteration) + kernel-based Laplacian (3 iterations, α = 0.58, ρ = 2)
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Figures 3 and 5 show the visual errors and Face-normal error for compared
denoising methods. We remark that proposed method (kernel based Laplacian
(e)) outperforms the standard Laplacian smoothing (b) and the improved vertex-
based diffusion (d). Note that only one iteration is sufficient in this case, while
5 iterations were needed for the improved vertex-based diffusion. According to
these graphs, linear combination gives better results for the improved vertex-
based diffusion (f) while reducing the number of iterations. Combining proposed
method and local averaging improves slightly the denoising performance.

Fig. 3. Visual Error and Face-normal error for the mushroom object

Fig. 4. Mesh denoising results for the nefertiti instance. (a) Noisy 3D model σ² =
0.001, (b) Laplacian smoothing (1 iteration), (c) Local Averaging (1 iteration), (d)
Improved vertex-based diffusion (3 iterations), (e) Kernel-based Laplacian (1 iteration,
ρ = 0.72) , (f) Linear-combination : Local Averaging (1 iteration) + improved vertex-
based diffusion (1 iteration, α = 0.3), (g) Linear-combination : Local averaging (1
iteration) + kernel based Laplacian (1 iteration, α = 0.28, ρ = 3)
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Figure 2 and 4 are given to assess the visual impact of the denoising. We can
see that for both case the Kernel Based Laplacian processed objects exhibit a
more appealing visual appearance.

Note that Local Averaging using one iteration was the only technique used in
the linear combination scheme. Other combinations may give better results.

Fig. 5. Visual Error error and Face-normal error for the nefertiti object

6 Conclusion

We presented in this paper an kernel-based Laplacian smoothing method for 3D
mesh denoising. The main idea is to reduce the smoothing effect by introducing
a kernel function. Then we proposed a linear combination of denoised instances
by different techniques. This method can be used to reduce the number of it-
erations in iterative denoising techniques of the desired method by combining
it with a very fast (oversmoothing) technique like the local averaging method.
Experimental results showed that the kernel-based Laplacian method proposed
outperforms the standard Laplacian technique and the improved vertex-based
diffusion [2] while using only 1 or 2 iterations. The linear-combination technique
gave also good results while reducing the number of iterations. Using other tech-
niques instead of the Local Averaging may give better results.
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Abstract. Image Processing algorithms implemented in hardware have emerged as 
the most viable solution for improving the performance of image processing sys-
tems. The introduction of reconfigurable devices and high level hardware pro-
gramming languages has further accelerated the design of image processing in 
FPGA.   

This paper briefly presents the design of Sobel edge detector system on 
FPGA. The design is developed in System Generator and integrated as a dedi-
cated hardware peripheral to the Microblaze 32 bit soft RISC processor with the 
EDK embedded system. The input comes from a live video acquired from a 
CMOS camera and the detected edges are displayed on a DVI display screen.   

Keywords: Sobel Edge detector, Real Time, Microblaze Processor, Field Pro-
grammable Gate Arrays (FPGA), Embedded Development Kit (EDK), System 
Generator (SysGen). 

1 Introduction  

Computationally Intensive DSP applications such as Image Processing is getting 
widely used in embedded systems for many applications, such as object detection, 
space exploration, security or video surveillance.  

Reconfigurable hardware in the form of Field Programmable Gate Arrays (FPGAs) 
has been proposed as a way of obtaining high performance for Image Processing, even 
under real time requirements [1].  Implementing image processing algorithms on recon-
figurable hardware minimizes the time-to-market cost, enables rapid prototyping of com-
plex algorithms and simplifies debugging and verification. Therefore, FPGAs are an ideal 
choice for implementation of real time image processing algorithms [2]. 

Edge detection is a fundamental tool used in most image processing applications to 
obtain information from the frames as a precursor step to feature extraction and object 
segmentation. This process detects outlines of an object and boundaries between  
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objects and the background in the image. An edge-detection filter can also be used to 
improve the appearance of blurred or anti-aliased video streams [3].  

FPGAs offer many performance benefits for executing image processing applica-
tions. The FPGA design can also reduce the system costs with various verification tech-
niques such as behavioral simulation and post-route simulation. Moreover, Xilinx  
Embedded Development Kit (EDK) tools make it possible to implement a complete 
video processing system on a single FPGA using hardware/software codesign methods.   

The objective of this work is to develop a real-time edge detection system with an 
input from a CMOS camera and output to a DVI display and verified the results video 
in real time.   

This paper is organized as follows: Section 2 describes system architecture and func-
tions of each block. Section 3 covers the architecture for edge detector core developed 
in System Generator. In section 4, experimental results of the proposed system are 
shown. Finally, a brief conclusion and directions for future work are given in Section 5. 

2 System Architecture    

The setup for implementation consists of the Spartan-3A DSP FPGA Video Starter 
Kit (VSK), a development platform consisting of the Spartan-3A DSP 3400A FPGA, 
the FMC-Video daughter card, and a VGA camera (“Fig. 1”). 

The Spartan-3A DSP 3400A Development Platform is built around a Spartan-3A 
DSP XC3SD3400A device that provides significant resources (for example, 126 em-
bedded DSP blocks) for implementing high performance video processing systems 
and co-processors.  

The VSK includes a VGA camera based upon the Micron MT9V022 image sensor 
of resolution 720 x 480 pixels delivering serial frames at 60 fps through a FPGA 
Mezzanine Card (FMC) Daughter card which is an add-on card that augments the 
video capabilities of the Spartan-3A DSP 3400A Development Platform [4].  

 

Fig. 1. Spartan-3A DSP 3400 Development Platform, FMC-Video, and Camera   
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Figure 2 shows a detailed system diagram of the implemented video filtering de-
sign. The complete streaming video application includes Video interfaces, a run-time 
configurable processing blocks, a real-time edge detection filter, and a MicroBlaze 
embedded processor for embedded control of the video subsystem.  

The video processing application is designed as a system on a programmable chip 
with the help of Embedded Design Kit.    The serial video is de-serialized on the FMC-
Video card. The resulting parallel data stream is the input to the Camera In block.  The 
Camera PCORE registers the signals, and groups the video signals into a unified bus 
that is connected to the Camera Processing block, which is included in the camera frame 
buffer reference designs shipped with the VSK [4], to control brightness, contrast and 
other parameters. The edge filter is applied on the input signal arriving from the Camera 
Processing block. The output signal is Gamma corrected for the output DVI monitor and 
is driven by Display controller to the DVI output monitor. The Video to VFBC core 
manages the storing of video into frame buffers in external memory. It writes the video 
data to the VFBC interface on the MPMC memory controller.  

The Display Controller core reads video frames out of memory from a VFBC inter-
face of MPMC and displays them to the output screen by applying the correct timing 
signals. The edge filter core developed in System Generator for DSP will be detailed 
in the next section. 

The video pipeline demonstrated by our design is created using the Xilinx Embed-
ded Development Kit (EDK) [5] and System Generator for DSP [6].  The Embedded 
Development Kit is a collection of Intellectual Property (IP) cores and tools for build-
ing FPGA-based embedded systems. System Generator for DSP enables the use of the 
Simulink/MATLAB modeling environment for FPGA design by providing a Simulink 
blockset of over 100 Xilinx optimized DSP building blocks.    

 

 

Fig. 2. Video Pipeline with MicroBlaze processor and peripheral 

The architecture consists of a set of modules interconnected with buses, as seen in 
“Fig. 2”. The Camera Processing, Gamma and Edge Detection cores are connected to 
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the Embedded MicroBlaze processor through Processor Local Bus (PLB). The Pro-
cessor is connected to dual-port SRAM, called Block RAM (BRAM), using a dedi-
cated Local Memory Bus (LMB). This bus features separate 32-bit wide channels for 
program instructions and program data, using the dual-port feature of the BRAM. The 
LMB provides single-cycle access to on-chip dual-port Block RAM. 

The MicroBlaze soft processor core [7] provided by Xilinx is central in the system 
and used as an embedded video controller. It is a reduced instruction set computer 
(RISC) optimized for implementation in the Xilinx Field Programmable Gate Arrays 
(FPGAs). Figure 3 shows the block diagram of MicroBlaze.  

 

 

Fig. 3. MicroBlaze Core Block Diagram  

3 Sobel Edge Detector  

Edge detection is the process of localizing pixel intensity transitions. The edge  
detection has been used by segmentation, motion analysis, object recognition, target 
tracking, and many more [8]. Therefore, the edge detection is one of the significant 
techniques in the field of image processing. 

The most well known technique for edge detection is gradient-based. The gradient 
method looks the edges by finding maximum and minimum in the first derivative of 
the image. Sobel is gradient based edge detection algorithm which performs a 2-D 
spatial gradient measurement on the video data. It uses a pair of 3X3 convolution 
masks, one estimating gradient in x-direction and other in y-direction. Then the value 
of the gradient magnitude is computed from the above two gradients. 

First, RGB data are converted into grayscale to obtain image intensity, using the 
following equation: I = 0.2989 R 0.5870 V 0.1140 B             (1) 

Then horizontal and vertical gradient are calculated as shown in “(2)”. 
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G = 1 0 12 0 21 0 1 I       and      G = 1 2 10 0 01 2 1 I      (2) 

The magnitude and orientation are obtained as follow: 

   G = |G | G           and           θ = Arctan GG          (3) 

We build the sobel edge detector as a video processing accelerator, using System 
Generator for DSP and Simulink. The design of our filter is shown in “Fig. 4”. 

System Generator supports hardware in-the-loop co-simulation using the Spartan-
3A DSP 3400A development platform, which can accelerate the performance of Si-
mulink simulations up to 100x. This acceleration enables video algorithm develop-
ment and debug using real-time video streams read into Simulink using The Math-
works’ Data Acquisition Toolbox [9]. 

System Generator for DSP can automatically generate accelerator blocks in the 
form of a custom peripheral for the embedded video application that allows the Mi-
croBlaze processor to read and write shared memories in the accelerator block. This 
includes an automatically generated hardware interface for the PLB bus, a software C 
driver file, and software documentation for using the DSP co-processor.  

 

Fig. 4. Sobel architecture with system generator 

 
The System Generator design contains an EDK Processor block that can be ex-

ported as an EDK pcore using the EDK Export Tool compilation target. The export 
process creates a PLB-based pcore, which is integrated to the Microblaze 32 bit soft 
RISC processor with the Xilinx Platform Studio (XPS) [6].  
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4 Experimental Results 

In the system setup a DVI display shows the output edge from the camera. Experi-
mental setup for implementation of sobel edge detection is presented in “Fig.5”. 

The total resource usage for the system, including the MicroBlaze, bus structure, 
the sobel edge core and peripherals, is 9094 slices, equaling 38% of the Spartan 3A 
DSP 3400. The system was implemented to run at 62.5MHz. It is possible that higher 
frequencies are attainable, up to a limit of around 125MHz. The MicroBlaze has a 
maximum frequency of 125MHz on the Spartan 3A DSP 3400, and the sobel core has 
a post-synthesis maximum estimate of 68.432MHz.  

Table 1 shows the amount of logic used for the sobel edge module. A maximum of 
5% of the FPGA’s total resources are used by this module. The post-synthesis re-
source usage of the MicroBlaze processor is 1531 slices. The synthesis results of the 
overall system are given in Table 2.  

From the synthesis results of our system, we can see that few resources of the 
FPGA are used; hence space is available for other complex image and video 
processing applications. 

 

 

Fig. 5. Experimental setup for implementation of edge detection. Input is from CMOS camera 
and the output is on a DVI display.   

Table 1. Post-Synthesis device utilization for the Sobel edge module implemented on the 
Spartan 3A DSP 3400 

Resource Type Used Available % 
Slices 1284 23872 5% 

Slice Flip Flops 1745 47744 3% 
4 input LUTs 1713 47744 3% 
bonded IOBs 0 469 0% 

BRAMs 5 126 3% 

DSP48s 4 126 3% 

Maximum Frequency 68.432 MHz 
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Table 2. The synthesis results of the overall system 

Resource Type Used Available % 
Slices 9094 23872 38% 

Slice Flip Flops 11451 47744 24% 
4 input LUTs 12883 47744 27% 
bonded IOBs 78 469 17% 

BRAMs 69 126 55% 
DSP48s 7 126 6% 

Maximum Frequency 88.547MHz 

5 Conclusion 

Continual growth in the size and functionality of FPGAs over recent years has re-
sulted in an increasing interest in their use as implementation platforms for image 
processing applications, particularly real-time video processing [10]. 

In this paper, we propose a design for real-time video processing system on a Spar-
tan 3A DSP FPGA. Sobel edge detector was implemented at a rate of 60 fps for an 
input image of resolution 720x480. 

The implemented system architecture has 88.547MHz maximum frequency and 
uses 9094 CLB slices with 38% utilization, so there is possibility of implementing 
some more parallel processes with this architecture on the same FPGA.    

System Generator for DSP enables the use of Simulink for Xilinx FPGA designs 
by providing a rich set of DSP building blocks, optimized for Xilinx devices. DSP 
designs captured in System Generator can be converted into custom peripherals for 
Platform Studio and connected to the embedded system using the processor local bus. 

Future works include the use of the Xilinx System Generator and EDK develop-
ment tools for the implementation of other blocks used in computer vision like feature 
extraction and object detection on Xilinx Programmable Gate Arrays  (FPGA). 
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Abstract. Image fusion is an emerging area of research having a number of ap-
plications in medical imaging, remote sensing, satellite imaging, target tracking, 
concealed weapon detection and biometrics. In the present work, we have pro-
posed a new edge preserving image fusion method based on contourlet trans-
form. As contourlet transform has high directionality and anisotropy, it gives 
better image representation than wavelet transforms. Also contourlet transform 
represents salient features of images such as edges, curves and contours in bet-
ter way. So it is well suited for image fusion. We have performed experiments 
on several image data sets and results are shown for two datasets of multifocus 
images and one dataset of medical images. On the basis of experimental results, 
it was found that performance of proposed fusion method is better than wavelet 
transform (Discrete wavelet transform and Stationary wavelet transform) based 
image fusion methods. We have verified the goodness of the proposed fusion 
algorithm by well known image fusion measures (entropy, standard deviation, 
mutual information (MI) and F

AB
Q ). The fusion evaluation parameters also imply 

that the proposed edge preserving image fusion method is better than wavelet 
transform (Discrete wavelet transform and Stationary wavelet transform) based 
image fusion methods. 

Keywords: Image fusion, Contourlet transform, Wavelet transform, Edge 
preserving image fusion, Laplacian and directional filter banks. 

1 Introduction 

Image fusion [1, 2] is a technique of computer vision that integrates all relevant and 
complementary information from different source images into a single composite 
image without introducing any artifact or noise. The objective of image fusion [3] is 
to combine information from multiple source images which contains the best relevant 
information coming from source images and is more suitable for human or machine 
perception. 

Image fusion is an interesting area of research having a number of applications in 
medical imaging [4], remote sensing [5], satellite imaging [6], target tracking [7], 
concealed weapon detection [8] and biometrics [9]. Most of the imaging sensors are 
capable to capture a single type of image that provides only a specific kind of  
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information. For example, in remote sensing, we have multispectral image with low 
spatial resolution and high spectral resolution and panchromatic image with high spa-
tial resolution and low spectral resolution. Similarly in medical imaging, Positron 
Emission Tomography (PET) image provides functional information whereas the 
Magnetic Resonance Imaging (MRI) image gives anatomical information. These ex-
amples explain that a single imaging sensor is not able to provide all relevant infor-
mation. Hence fusion of different source images is required in order to retrieve  
desired information in a single image. 

Generally image fusion can be classified into three categories [10]: pixel level fu-
sion, feature level fusion and decision level fusion. In the present work, we propose a 
pixel image fusion technique, as pixel level image fusion is computationally efficient 
and original quality of images are not lost during fusion process.  

Image fusion techniques vary from spatial domain to transform domain. Limita-
tions of spatial domain fusion techniques [11] lead to transform domain fusion tech-
niques. Wavelet transform based fusion methods [3, 12, 13, 14] are widely found in 
literatures. Discrete Wavelet Transform (DWT) [15, 16] and Stationary Wavelet 
Transform (SWT) [17] are examples of wavelet transform based image fusion me-
thods. But wavelet transform based fusion methods are limited as they can isolate the 
discontinuities at edges but failed to capture the smoothness along the contours and 
curves. Also wavelet transform has limited directionality (e.g. two dimensional DWT 
provides directional information in three orientations: horizontal, vertical and diagon-
al), that leads to loss of directional information in resulting fused image. 

Due to these limitations of wavelet transform, we have used Contourlet Transform 
(CT) [18-23] for image fusion which provides more directional information and 
smoothness about contours. In the present work, we have proposed an edge preserv-
ing image fusion method using contourlet transform and compared the proposed me-
thod with wavelet transform based fusion techniques (DWT and SWT) using different 
fusion evaluation parameters. 

The rest of the paper is organized as follows: Section 2 briefly describes the contour-
let transform. In section 3, the proposed fusion method is elaborated. Results and dis-
cussions are given in section 4. Finally, conclusions of the work are given in section 5. 

2 The Contourlet Transform  

The Contourlet Transform [18-23] has a rich set of basis functions and it can 
represent salient features of images such as edges, curves and contours efficiently. It 
satisfies the basic requirement for image representation and provides a multiresolution 
representation of images with increased directionality and anisotropy. The construc-
tion of contourlet transform follows double filter banks approach, the laplacian pyra-
mid (LP) and the directional filter banks (DFB). These filter banks jointly known as 
pyramidal directional filter banks (PDFB). 

The contourlet transform is performed in two steps. First is subband decomposition 
and second is directional transform. The laplacian pyramid is used to capture the point 
discontinuities and the directional filter bank is used to link the point discontinuities 



 Edge Preserving Image Fusion Based on Contourlet Transform 95 

into linear structures. Thus the filter banks used in contourlet transform gives a de-
tailed high directional image representation and captures intrinsic geometric structures 
as well. Hence it is well suited for image fusion with increased directionality and 
smooth representations along edges, curves and contours. The contourlet transform 
framework is shown in figure 1. 

 
Fig. 1. The Contourlet Transform Framework 

3 The Proposed Method  

We know that edges and boundaries are salient features of images and required for 
better visual representation of images. Hence, we have proposed a new edge preserv-
ing image fusion method using contourlet transform. As contourlet transform has high 
degree of directionality and captures geometric structures in better way, it leads to a 
better detailed representation of images. The proposed method uses contourlet trans-
form with edge preservation for fusion of different source images. In the proposed 
fusion method, first, the source images are decomposed using contourlet transform to 
obtain contourlet coefficients, followed by edge point computation using sobel gra-
dient operator. Secondly, we preserve contourlet coefficients that correspond to edge 
points in the source images. Then we apply maximum fusion rule on remaining con-
tourlet coefficients to obtain coefficients for fused image. Reconstruction of the ob-
tained contourlet coefficients will result in fused image. 

The steps of the proposed fusion algorithm can be summarized as follows: 

1. Decompose source images 1( , )I x y and 2 ( , )I x y  using Contourlet Transform 

(CT) to obtain contourlet coefficients 1( , )C x y  and 2 ( , )C x y respectively. 
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   1 1( , )  [ ( , )]C x y CT I x y=  

 and 2 2( , )  [ ( , )]C x y CT I x y=                                                    (1) 

2. Use sobel operator to compute edge points 1( , )E x y  and 2 ( , )E x y  of contourlet 

coefficients 1( , )C x y  and 2 ( , )C x y  for source images 1( , )I x y and 2 ( , )I x y  re-

spectively. 
3. Preserve edge points in the fused coefficient set ( , )C x y  as following: 

   { 1 1

2 2

( , ),   ( , ) 1
( , ),   ( , ) 1( , ) C x y if E x y

C x y if E x yC x y =
==                      (2) 

4. Apply maximum fusion rule on remaining contourlet coefficients to obtain coef-
ficients for fused image i.e. 

   { 1 1 2

2 2 1

( , ),  i  ( , )   ( , )

( , ),   ( , )  ( , )( , ) C x y f C x y C x y

C x y if C x y C x yC x y >
>=                                       (3) 

5. Reconstruction of ( , )C x y provides fused image ( , )F x y . 

                                           ( , )    [ ( , )]F x y Inverse CT C x y=                                  (4) 

4 Results and Discussions 

This section gives visual and quantitative comparison of the proposed method with 
DWT and SWT based fusion techniques. We have performed the proposed fusion 
method over several image data sets and fusion results for representative multifocus 
and medical image datasets are shown in figure 2, figure 3 and figure 4. The proposed 
edge preserving fusion method is compared with DWT [15, 16] and SWT [17] based 
fusion techniques in which fusion is performed using average, average-maximum and 
maximum fusion rules. The proposed method preserves contourlet coefficients that 
correspond to edge points in the source images. This edge preserving step in the pro-
posed method provides better edge information in the fused image that can be viewed 
from the visual representation of results shown in the figure 2, figure 3 and figure 4.  

For objective evaluation of the proposed fusion method, we have used well known 
fusion measures [24, 25] - entropy, standard deviation, mutual information (MI) 
and F

AB
Q .  Higher values of these fusion metrics will imply better fused image. To 

compare the proposed fusion method with DWT and SWT based fusion methods, we 
have computed above mentioned fusion measures and tabulated them in table 1, table 
2 and table 3 for multifocus and medical image data sets. By observing table 1, one 
can easily found that fused image obtained by the proposed fusion method has higher 
values for three fusion metrics (entropy, mutual information and F

AB
Q ) and very closed 

(62.1098) to maximum (62.4296) for standard deviation metric. By observing table 2, 
again we have highest values for entropy (7.1266) and mutual information (0.5643). 
Similarly in table 3, the proposed method has the highest values for three metrics 
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(entropy, mutual information and F

AB
Q ) and closer to standard deviation metric for 

maximum fusion case. These comparisons show that the proposed edge preserving 
fusion method has better visual representation than DWT and SWT based fusion 
techniques as well as has higher values for different fusion metrics. Therefore, it can 
be concluded that the proposed edge preserving fusion using Contourlet Transform is 
able to preserve detail features of source images into resulting fused image and per-
forms better than DWT and SWT based fusion methods. 

 

      
  (a)         (b)                 (c)   
           

                       
            (d)            (e)       (f)            

  

                    
            (g)         (h)                      (i) 

Fig. 2. Fusion results for multifocus images. (a). Source image 1, (b). Source image 2,  
(c). Fused image by the proposed fusion method, (d). DWT maximum fused image, (e). DWT 
average fused image, (f). DWT average-maximum fused image, (g). SWT maximum fused 
image, (h). SWT average fused image and (i). SWT average-maximum fused image. 
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     (a)          (b)    (c) 

        

       
     (d)          (e)      (f) 

 

                     
      (g)           (h)        (i)  

Fig. 3. Fusion results for Clock images. (a). Source image 1, (b). Source image 2, (c). Fused 
image by the proposed fusion method, (d). DWT maximum fused image, (e). DWT average 
fused image, (f). DWT average-maximum fused image, (g). SWT maximum fused image, (h). 
SWT average fused image and (i). SWT average-maximum fused image. 
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     (a)              (b)    (c) 

 

  
     (d)             (e)                   (f) 

 

        
                (g)             (h)                    (i)  

Fig. 4. Fusion results for medical images. (a). Source image 1, (b). Source image 2, (c). Fused 
image by the proposed fusion method, (d). DWT maximum fused image, (e). DWT average 
fused image, (f). DWT average-maximum fused image, (g). SWT maximum fused image, (h). 
SWT average fused image and (i). SWT average-maximum fused image. 
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Table 1. Fusion performance evaluation for Multifocus Image Data Set 

Fusion Method Entropy 
Standard 
Deviation 

MI F

AB
Q

 
CT(EDGE) 7.7707 62.1098 4.5222 0.6697 

DWT(MAX) 7.7688 62.4296 4.2728 0.6307 
DWT(AVG) 7.6059 56.4075 4.5725 0.3330 

DWT(AVGMAX) 7.6709 57.9649 4.5424 0.3385 
SWT(MAX) 7.7701 60.9528 4.4907 0.4744 
SWT(AVG) 7.6090 56.4817 4.5786 0.3302 

SWT(AVGMAX) 7.6873 58.0404 4.3518 0.5000 

 

Table 2. Fusion performance evaluation for Clock Image Data Set 

Fusion Method Entropy 
Standard 
Deviation 

MI F

AB
Q  

CT(EDGE) 7.1266 40.5562 5.5334 0.5643 
DWT(MAX) 7.0328 40.6854 5.8496 0.5612 

DWT(AVG) 6.9687 39.6026 6.5894 0.4980 

DWT(AVGMAX) 6.9794 39.5327 6.2704 0.4979 
SWT(MAX) 6.9967 40.3693 6.9971 0.4360 

SWT(AVG) 6.9689 39.6728 6.5973 0.4946 

SWT(AVGMAX) 6.9904 39.6661 6.5528 0.4899 

Table 3. Fusion performance evaluation for Medical Image Data Set 

Fusion Method Entropy 
Standard 
Deviation 

MI F

AB
Q

 

CT(EDGE) 6.3326 32.0629 3.6420 0.7787 

DWT(MAX) 6.1270 27.3918 2.0188 0.3617 

DWT(AVG) 5.1009 18.6230 2.9370 0.3325 

DWT(AVGMAX) 6.1270 27.3918 2.0188 0.3617 

SWT(MAX) 5.9902 32.9014 3.5055 0.6805 

SWT(AVG) 5.1164 18.6744 2.9766 0.3292 

SWT(AVGMAX) 5.1912 18.8342 2.9618 0.3737 

5 Conclusions 

In the present work, we have proposed a new edge preserving fusion method using 
Contourlet Transform. As Contourlet Transform has higher directionality and it cap-
tures smooth contours. Contourlet Transform based fusion using edge preservation is 
capable to preserve edge values in more efficient way. Experiments are performed 
over three set of image data sets (multifocus and medical). Visual representation of 
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experimental results indicate that the proposed fusion method is better than wavelet 
transform (DWT and SWT) based fusion methods and provides better visual represen-
tation of fused image. Also we have verified the goodness of the proposed fusion 
method with well known fusion measures (entropy, standard deviation, mutual infor-
mation (MI) and F

AB
Q ). This comparison also proved that the proposed edge preserving 

fusion method using Contourlet Transform is better than wavelet transform (DWT 
and SWT) based fusion methods. 
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Abstract. Selecting the appropriate operators with the optimal values for their 
parameters represents a big challenge for users. In this paper we present a 
solution for this problem. This solution uses a multi-agent architecture based on 
reinforcement learning to automate the process of operator selection and 
parameter adjustment. The architecture consists of three types of agents: the 
User Agent, the Operator Agent and the Parameter Agent. The User Agent 
determines the phases of treatment, and for each phase it determines a library of 
possible operators and possible values of their parameters. The Operator Agent 
constructs all possible combinations of operators and decides for the best one. 
The Parameter Agent, the core of the architecture, adjusts the parameters of 
each combination of operators by processing a large number of images. 
Towards the end, the agents must offer the best combination of operators 
and the best values of their parameters. 

Keywords: Computer Vision, Reinforcement Learning, Multi-Agent System, 
Parameter Adjustment, Operator Selection, Q-learning, Segmentation. 

1 Introduction 

To accomplish an image processing task (segmentation, detection, object recognition, 
etc.) the user finds him-self faced with a multitude of applicable operators averaging 
the fixation of values for several parameters. The quality of results depends 
essentially on the operator chosen and the values assigned to its parameters. The lack 
of a general rule that guides the user in his choices pushes him usually to use his 
experience and sometimes his intuition. He, generally, proceeds by trial and error 
until the identification of a satisfactory result. The problem is already remarkable 
when the task needs to apply just one operator but with several parameters to adjust. 
However, in the majority of vision tasks, the user is required and sometimes even is 
obliged to combine several operators whose each one has a multitude of parameters to 
adjust. Therefore the user must select the operators, adjust their parameters and then 
test them sequentially on the image. This process is repeated for a long time before 
deciding on the quality of the results. It’s a tedious work with a great waste of time. 
To help the user to perform vision tasks, several solutions have been proposed as 
systems and GUI. For example, Pandore and Ariane [1]. These semi automatic 
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solutions provide a library of operators and a set of parameters for each operator, the 
selection of operators and the adjustment of their parameters are done manually by the 
user by using a GUI. Even though, the user finds always difficulty to choose the 
appropriate operators and adjust their parameters in order to find the best result. 

Some authors searched to automate the operator selection process. Draper 
proposed ADORE in 2000. It is a system of object recognition based on MDP 
(Markov Decision Process) to choose, from a current situation, the operator to apply 
[2]. Draper used a library of ten operators to recognize duplexes in aerial images. 
ADORE is based on a method which is robust theoretically, but which cannot always 
ensure good results because, on one hand, Draper uses a predefined and limited 
library of operators, and on the other hand he didn’t talk about the problem of 
parameter adjustment. Other authors proposed methods to automatically adjust 
parameters of vision operators. B.NICKOLAY et al. proposed a method to 
automatically optimize the parameters of a machine vision system for surface 
inspection by using specific Evolutionary Algorithms (EA) [3]. A few years later, 
Taylor [4] proposed a reinforcement learning framework which uses connectionist 
systems as function approximators to handle the problem of determining the optimal 
parameters for a computer vision application even in the case of a highly dimensional, 
continuous parameter space. More recently, Farhang et al. [5] introduced a new 
method for segmentation of the prostate in transrectal ultrasound images, using a 
reinforcement learning (RL) scheme. He divided the initial image into sub-images and 
works on each sub-image in order to reach a good result. In [6] and [7], we proposed a 
reinforcement learning method to adjust automatically the parameters of vision 
operators. Despite all these researches and their results, they stay limited to a 
predefined type of images or depend on some particular conditions. Until today, there 
is no method robust, sure and automatic which provides the user the appropriate 
operators and their optimal parameters values depending on the vision task and the 
class of images. Hence, we need systems that allow, generally and for any vision task, 
to automatically determine the best combination of operators and their optimal 
parameters values to apply.  

In this paper we present a solution for this problem by proposing a multi-agents 
architecture based on reinforcement learning to select automatically the best operators to 
apply in a vision task, that’s while adjusting their parameters values without the user 
intervention. In the second section we present an overview on reinforcement learning, 
multi-agent systems. The third section details the proposed approach. The forth section 
discusses the experience and its results. The last section concludes the paper. 

2 Reinforcement Learning 

According to the definition of S.Sutto and G.Barto [8], reinforcement learning defines 
a type of interaction between an agent and its environment. From a real situation « s » 
in the environment, the agent chooses and executes an action « a » which causes a 
transition to the stat « s' ». It receives in return a reinforcement signal « r », which is a 
penalty if the action leads to a failure or a reward if the action is beneficial; a zero 
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signal means the inability to assign a penalty or a reward. The agent uses then this 
signal to improve its strategy, action sequence, in order to maximize the accumulation 
of its future rewards. For this purpose, it must balance exploration and exploitation. 
The exploration is to test new action, which could lead to higher earnings. Whereas the 
exploitation consists to apply the best strategy previously acquired. Watkins has 
developed Q-learning, a well-established on-line learning algorithm, as a practical RL 
method [9]. In this algorithm, the agent maintains a numerical value for each state-
action, representing a prediction of the worthiness of taking an action in a state. Table 
1 represents an iterative policy evaluation for updating the state-action values where r 
is the reward value received for taking action a in state s, s' is the next state, α is the 
learning rate, and γ is the discount factor. An ε-greedy policy is used to make a balance 
between exploration and exploitation. The ε-greedy selects the action with the highest 
Q-value in the given state with a probability of 1 – ε and others with a probability of ε. 
The reward r is defined according to each state-action pair (s, a). The goal is to find a 
policy to maximize the discounted sum of rewards received over time. The principal 
concerns in RL are the cases where the optimal solutions cannot be found, but can be 
approximated. Ideally, the RL agent does not require a set of training samples. Instead, 
it can continuously learn and adapt while performing the required task. 

Table 1. Q-learning algorithm 

Initialize ( , )Q s a  arbitrary 

Repeat (for each episode) 
   Initialize s 
   Repeat (for each step of episode) 
   Choose a  from s using policy derived from Q   
   Take action a , observe r, s'   

Take action a , observe r, s' ( , ) (1 ) ( , ) ( max ( ', '))t t t t a A tQ s a Q s a r Q s aπ π πα α γ ∈= − + +  

   ss'; 
Until s is terminal 

3 Multi-Agent Systems 

The agent concept has been studied for a long time in various disciplines. Multiple 
definitions of agent have been given depending on the field of application. In our 
work, we use the definition adopted by Haroun [10] based on M.Wooldridge’s works: 
"an agent is a computer system, situated in some environment, that acts autonomously 
and flexibly in order to achieve its delegated goals". 

A multi-agents system consists of a set of multiple agents living at the same time, 
sharing common resources and communicating with each other. The key point of 
multi-agents systems is the formalization of coordination between agents. The agents 
are able to perceive and act on a common environment that they share. Perceptions 
allow agents to acquire information about their environment evolution, and their 
actions allow them to change it.  
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expert. The ground-truth represents a reference for the agent PA. To assess the chosen 
action, the agent PA compares the resulting image with the reference one. It extracts 
some features from the resulting image and compares them with the same features 
extracted from the reference image. An evaluation metric is used to assess the result 
and produce a reward. Each action has its own reward. The best action is the most 
rewarded. The details about how the three components, namely state, action, and 
reward are defined in our proposed approach are described in the next subsections. 

1) Defining actions: Generally, all possible combination of parameters values of 
operators is defined as an action for the agent PA. The set of the actions is then the set 
of all possible values combination, see fig. 2. 

Each operator OPk has a series of parameters:  

1 2( , ,..., )k k k
nP P P  

Each parameter k
jP has a range of values:  

1 2{ , ,..., }k k k k
j j j jmV V V V=  

An elementary action of the operator OPk is:  

1( , ..., )k k
k j jra u u= where 1

k k
j ju V∈  

An action of the agent PA is defined by the combinations of the elementary actions of 
operators as it is defined above:  

1 2( , ,..., )na a a a=  

2) Defining states: A state is defined by a set of features extracted from the resulting 
image: 

[ ]1 2, , ..., ns χ χ χ=  

iχ  is a feature reflecting the state of the image after the processing. The type of the 

extracted features depends on the task at hand. Here we give a general definition, and 
in the experience we define them explicitly according to the application.  

3) Defining the reward: The return is a reward if the agent PA chooses the right 
action, else it is a punishment. It is defined according to the quality of the processing 
result. This quality is assessed by using ground-truth models (manually processed 
images). To define the return we calculate the similarity between the resulting image 
and the ground truth image. That is depending on the task at hand. For example, if we 
use an edge detection approach for image segmentation we would calculate error 
measures which give global indices about the result quality: over-detection error, 
under-detection error, localization error [11]. But if we use a region approach we 
would calculate, for example, errors of Yasnoff [12] or the criterion of Vinet [12], etc. 
After measuring the similarity’s criterions, we assess the result of our system using a 
weighted sum of the differences of these criterions’ scalars:  



 Selecting Vision Operators and Fixing Their Optimal Parameters Values 109 

i i
i

D wD=  

The weights iw  are chosen according to the importance of each criterion iD . 

In our experiments, we’ve used three error measures: over-detection error, under-
detection error and localization error [11] which are formally expressed in the next 
section. 

A general form of the reward definition in the proposed approach is presented by: 

Reward: r= -10, 0 or 10; 
if (D < ε ) r = +10; f=true; 

     elseif ( (D > ε ) && (D < ε + δ) ) 
          r = 0; 
          else r = -10; 
     end 

                       end 

The values 10 and -10 represent respectively the reward and the punishment 
depending to a predefined threshold. Using the set of images determined by the agent 
UA, each agent PA returns to the agent OA its combination of operators with the best 
values of their parameters. It returns also the quality of the result corresponding to the 
highest reward. The agent OA retrieves then all the combinations it has built with the 
best parameters values of each operator and the qualities of their results. The agent 
OA returns to the agent UA the best combination of operators corresponding to the 
highest quality. Thus it decides which the best combination of operators to apply is.  

In the following section we test this approach for segmentation tasks. 

5 Results and Discussion 

In this section we test practically the multi agent architecture to choose the right 
operators and their best parameters values for segmentation tasks. The operators used 
in image segmentation differ from a class of images to another, they are not necessary 
the same. Our main goal in this section is to show how the proposed approach can 
determine, for a class of images, the best combination of operators to apply for their 
segmentation. A dataset of 70 images of traffic signs with their ground truth are used 
in this experience.  

5.1 The Agent UA 

It defines three phases of processing: preprocessing, processing and post processing.  

1) Preprocessing phase: three filters are defined: 'medfilt2'; 'ordfilt2'; 'wiener2 ' as 
they are predefined in Matlab. The size of the used filter is the parameter to adjust. An 
operator is defined as: 

Op= {operator name, number of parameters, List of possible Values} 
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2) Processing phase: one operator is defined: 'edge', with two parameters to adjust: 
the filter to select and the threshold to remove edges with poor contrast. Contours are 
formed by pixels higher than a given threshold.  

3) Post processing phase: one operator is defined: 'bwareaopen', with two 
parameters to adjust: the connectivity and the maximal size of the objects to remove.  

5.2 The Agent OA  

It constructs all possible combinations of operators. As the agent UA determines three 
phases to accomplish the segmentation task, each one of these combinations will 
contain three operators. 

For each combination, the agent OA generates an agent PA to adjust the 
parameters according to the dataset of images proposed by the agent UA. There are 
then three agents PA1, PA2 and PA3 which treat respectively the combinations: C1, 
C2 and C3. 

5.3 The Agent PA  

The agent PA is, generally, charged to adjust parameters of each operator in order that 
the segmentation result will be as close as possible to the segmentation done manually 
by an expert. To adjust parameters of each operator, the agent PA uses reinforcement 
learning. It must then define actions, states and reward.  

Actions: Actions are all possible combinations of parameters values. We select 
another action by choosing other parameters values. An example of an action for the 
agent PA1: Action= [3, (‘sobel’, 0.02), (5,8)] 

States: States are defined by some features extracted from the image. In this 
application, we define a state by three features: 

[ ]1 2 3, ,s χ χ χ=  

1χ  is the ratio between the number of contours in the resulting image and the number 

of those in the reference image (ground truth). 

2χ  is the ratio between the total of white pixels in the resulting image and those in 

the reference image. 

3χ is the ratio between the length of the longest contour and the length of the 

longest contour in the reference image. 

Reward: Reward is defined by a weighted sum of three error measures which give 
some global indices about the quality of boundary-based segmentation: over detection 
error D1, under-detection error D2 and localization error D3 [11]. These criteria 
evaluate a result of edge detection. The weights used in the definition of the reward 
are chosen according to the importance of each criterion. The reward is defined as:   
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1 1 2 2 3 3D w D w D w D= + +  

where iw  is a weight for iD
 
 

For each combination of operators, the agent PA finds the best parameters values 
which give the best segmentation. In this experience, we test the proposed 
architecture to segment two different types of images. Fig. 3. shows the result of 
segmentation for 5 images taken randomly from the processing of the dataset.  

It is important to note that we evaluate an operator on the whole of the dataset of 
images and not one by one. The fixation of some parameters of the Q-learning 
algorithm affects largely the result. The results showed in fig. 3. are for: α=0.5, γ=0.8, 
ε=0.5, number of episodes=200 and number of steps=80. 

The combination of operators having the highest quality of segmentation is 
(wiener2,edge,bwareaopen)and the most rewarded action is 
(5;(prewitt,3.000000e-002);(10,8)). 

It is the combination of operators decided by the agent OA and returned to the 
agent UA. 

 

Fig. 3. From left to right: the initial image, the image segmented manually and the result of the 
proposed approach 

6 Conclusion 

Choosing the appropriate operators to apply and then adjusting their parameters values to 
accomplish a vision task represent a big challenge for users. In this paper we presented a 
multi-agents architecture based on reinforcement learning, which helps users by 
proposing them the optimal series of operators to apply and their best parameters values. 
Our system proceeds automatically to decide for his choices. Through the reinforcement 
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learning mechanism, our architecture dose not considers only the system opportunities 
but also the user preferences. We intended to propose a general new way of thinking 
about the automatic selection of operators and the automatic adjustment of their 
parameters without the user intervention. The proposed approach constitutes then a 
theoretical robust basis for vision users and not just a solution for a particular problem. 
The experience we have done does not restrict the application of the approach to the 
image processing field, but its theoretical procedure shows that it can be applied to any 
decision process using parametric methods. Despite the theoretical strength of the idea 
and the obtained results, we acknowledge that we must improve the learning algorithm 
and study the reward expression using a function based on the similarity between the 
resulting images and the ground-truth.    
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Abstract. In this paper, three new methods proposed for binarization of de-
graded documents and manuscripts. Phase congruency used to select regions of 
interest (ROI) of document’s foreground. The main idea is to achieve an optim-
al recall measure (recall~1), while the precision value is at an acceptable level. 
Further processing should be performed to focus on the ROI. We also used a 
modified adaptive thresholding method in the next step. This method uses a 
global variance, a global mean and local means for thresholding. Finally, a new 
method called early exclusion criterion (EEC) proposed for document en-
hancement. The experimental results on the datasets introduced in DIBCO 
2009, H-DIBCO 2010 and DIBCO 2011 shows that near optimal recall value 
(recall~0.99) obtained, while precision measure’s value is acceptable. 

Keywords: Degraded document binarization, Phase congruency, Adaptive thre-
sholding, Early exclusion criterion. 

1 Introduction 

The purpose of document binarization is to convert input gray-scale documents into 
binary form. Usually, the latter form will be used in most document analysis systems 
as the first step. The performance of document binarization step highly impacts the 
subsequent steps such as page segmentation and optical character recognition. A 
number of historical and badly degraded documents can be found in libraries and 
archives. Usually, reading or processing these documents is not easy. For converting 
such injured documents, adaptive thresholding techniques are the best choices. Adap-
tive thresholding technique is a robust method to handle strong illumination changes. 
A global binarization method such as Otsu’s method [1], usually fail in such an envi-
ronment conditions. Global binarization methods try to find a threshold and use it for 
whole document image.  

In this paper, three methods proposed for document processing. Phase congruency 
[2] is a well-known edge detector. It widely used in the machine vision literature. 
Phase congruency shows advantages against gradient-based edge detectors such as 
Sobel and Canny due to their sensitivity to variations in image illumination, blurring 
and magnification [2]. In this paper, phase congruency is used to select edges of  
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foreground. Then, a morphological grey-scale image reconstruction [3] used to fill the 
obtained edges. After conversion to binary form, it contains all the foreground infor-
mation. This means that recall~1.    

A number of adaptive thresholding methods have been proposed [4, 5, 6, 7, 8, 9, 
10, 11] and [12]. Sauvola et al [4] proposed an adaptive thresholding method for im-
age binarization. They used local mean and local variance to compute a threshold for 
each pixel in the input image. Shafiat el al [5] improved the speed of the Sauvola’s 
approach by using two integral images. An adaptive thresholding approach has been 
proposed by Wellner [6]. In this approach, each pixel is set to 0 (black) if the pixel 
intensity value is smaller than 85% of average of the intensity values of some sur-
rounding pixels in the x-axis. Bradley and Roth [7] improved this approach by includ-
ing surrounding pixels in both x and y axises and speeded-up their method by utiliz-
ing integral image and achieved real-time thresholding. We improved this approach 
by interfering the global mean and global standard deviation.  

In the face detection literature, Liu [13] proposed a method called early exclusion 
criterion (EEC) to exclude windows which cannot be faces at all. This criterion used 
as first step (early exclusion) to speed up overall face detection speed.  We used a 
different form of this approach for document enhancement.   

The rest of the paper is organized as follows:  In section 2, we discussed the related 
works. In section 3, proposed phase congruency based ROI selection is introduced. 
Section 4 elaborates our proposed modified adaptive thresholding method. In section 5, 
the proposed early exclusion (EEC) method for document enhancement is introduced. 
Section 6 deals with the experimental results and Section 7 draws a conclusion. 

2 Related Works 

Many of the thresholding methods have been surveyed in [14, 15] and [16]. Sauvola’s 
method uses local mean and local variances to compute a threshold t(x,y) for pixel 
g(x,y) in the grey-scale image g. Each threshold is computed by the following equation: , = , 1 , 1 .                        (1) 

where ,  is the local mean, ,  is local standard deviation,  is the maxi-
mum value of the standard deviation and  is a parameter which takes the positive 
values in the range of 0.2,0.5 , [4]. The value of  is 128 for grey-scale images. If 
the contrast of sorounding pixels of ,  is high, then , 128 and 
then , = , . If the value of ,  becomes low then ,  becomes 
less than , , and as a result the dark side of background will be removed. This 
approach shows acceptable results even for the severely degraded documents. Sauvo-
la’s method is the modification of Niblack’s method [8]. A problem with Sauvola’s 
approach is its slow process time. Computing local mean and local variance for each 
pixel is a slow process. Shafiat et al [5] improves the sauvola’s method by using two 
integral images. Remember that integral image widely used in the machine vision 
literature, after utilizing by Viola and Jones [17]. By utilizing the integral image, we 
can compute sum of rectangles in the constant time independent of rectangle size.  
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Bradley et al [7] used local mean of the sorounding pixels  for thresholding. 
 means that pixels of the both x and y axises used. They choose the sorounding 

pixels as 1/8 of image length. A pixel is set to dark if its value is less than the prod-
uct of a coefficient  and local mean. They choosed the value of  as 0.85 like the 
Wellner [6].  

Otsu’s method [1] tries to choose a threshold to minimize the intraclass variance of 
the black and white pixels. Moghaddam et al [10] introduced AdOtsu, which is an 
adaptive and parameterless generalization of the Otsu’s method. They used multiscale 
background estimation and a skeleton-based postprocessing to remove false positive 
sub-strokes. Moghaddam et al [11] proposed a multi-scale framework for adaptive 
binarization of degraded document images. This framework is based on the several 
binarizations on different scales and use of AdOtsu. Hedjam et al [12] proposed a 
spatially adaptive statistical method for image binarization. They used Sauvola’s me-
thod to obtain an initial map and adapt a two-class maximum likelihood classifier to 
the pixels. The parameters of the class are computed locally from the grey-level dis-
tribution. Moghaddam et all [18] proposed a non-local patch means (NLPM) restora-
tion and reconstruction method for preprocessing degraded document images. The 
image data is represented by a content-level descriptor based on patches. Then a mod-
ified genetic algorithm is used to correct the patched image based on the similar 
patches identified.  

Finally, a number of hybrid methods used for document binarization. For example, 
Gatos et al [19] proposed a hybrid adaptive thresholding method based on combina-
tion of several methods. They also used edge information and enhancement step based 
on mathematical morphology operation. 

3 Phase Congruency Based ROI Selection 

A new procedure, based on phase congruency is proposed to perform document image 
binarization. Phase congruency is a robust method to detect edges and corners. Phase 
congruency’s robustness to image variations stems from the multi-scale and multi-
orientational approach to phase congruency calculation and from the fact that phase 
rather than magnitude information is considered for line or edge detection. We refer 
to reference [2] for more study about phase congruency. In this paper, phase congru-
ency is used to detect edges of document’s information. A number of parameters im-
pact the phase congruency output. Specially, the number of 2  log-Gabor filters 
scales  and the number of orientations of 2  log-Gabor filters  should be set 
according to the application. As we see in Fig. 1 and Fig. 2 Phase congruency detects 
edges. As a result inner information of edges of document information will be lost. 
Therefore, we use grey-scale image reconstruction [3] to fill the inner parts of edges. 
Then a conversion to binary form must be performed. We choose a global threshold 
for this purpose. This global threshold can be either the mean of the filled image or 
even can be obtained threshold from Otsu global thresholding method. In our experi-
ments, we used half of Otsu’s global threshold. This threshold achieve near optimal 
recall measure while the precision value is acceptable for a ROI selector. The output 
of this step is the input for the proposed adaptive thresholding method. Fig. 1 and  
Fig. 2 shows above mentioned process.  
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a) A degraded document image (from 

DIBCO 2009 dataset) 
b) The edge image obtained by using the 

phase congruency 

  

c) Filled image of (b) d) Binary conversion of (c).           

Fig. 1. Phase congruency based ROI selection process. We used = 10, = 10 in our expe-
riments. The phase congruency was able to reject a majority of the background pixels. 
( = 100, = 44.35). 

 

 
a) A degraded Input image (from DIBCO 2009 dataset)

Fig. 2. Phase congruency based ROI selection process. ( = 100, =61.95). 
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b) The edge image obtained by using the phase congruency 

 
c) Filled image of (b) 

 
d) Binary conversion of (c). 

Fig. 2. (Continued) 

4 The Proposed Adaptive Thresholding Method 

While many of the adaptive thresholding methods use local mean and local variance 
to compute a threshold for each pixel, we use a different manner. The proposed me-
thod which is an improvement of the Bradley et al [7] approach is as follows. For 
each pixel, we compute the average of  surrounding pixels of that pixel and com-
pare value of that pixel with product of obtained average with a coefficient. This coef-
ficient is computed with the following equation: = 0.85 | |.                                    (2) 

where,  and  are the average and standard deviation of intensities of input image. 
A pixel is set to 0 (dark) if the value of that pixel is smaller than the product of  
mean values and , otherwise pixel is set to 1 (white). Wellner [6] and Bradley et al 
[7] choose the value of the  as 0.85 and number of  as 1/8 of image length. 
Furthermore, Bradley & Roth suggested that for different applications one can use a 
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different . Suppose that we have an image with high intensity pixels, Bradley et al 
adaptive thresholding method may fail because pixel value usually becomes more 
than surrounding pixels and maybe set to 1 erroneously. In images with low intensity 
values the same scenario repeated in setting pixels with 0 (dark). The proposed me-
thod interfere the mean and standard deviation of input image in the coefficient to 
overcome this problem. If input image has dark values and also low variations, then 
proposed approach considers low intensity values as background in according to its 

 mean. This is because the coefficient  becomes less than 1. We also choose 
the number of  as 1/16 of image length. 

In this paper, the output of the phase congruency ROI is the input for adaptive thre-
sholding. In the input image those pixels in the ROI which classified as background, 
replaced by the mean of the input image. Instead of replacing by mean value some 
methods replaced the background values by  value. This approach also can be 
used as a preprocessing step without replacing by the mean value. This approach 
changes the F-measure value to some extent. Adaptive thresholding method converts 
this input image to binary form. At the end of this step, many of unnecessary holes 
will be removed while approximately all the sub-strokes remains. Results can be 
found in section 6. 

5 Early Exclusion Criterion Enhancement 

An early exclusion criterion has been proposed by Liu [13] for face detection prepro-
cessing. A completely different manner of this criterion is used in this paper for doc-
ument enhancement. While this criterion used as the first step in the face detection 
applications, we use it as final step. The reason is its slower process time in compari-
son with adaptive thresholding used in section 4. The purpose is to remove those 
background pixels which already classified as foreground. The proposed document 
enhancement method is as follow.    
   After removing isolated pixels from previous step, a 5 5 sliding window slides 
across whole input image. Average intensity of the sliding window  is computed 
from integral image. Then  is computed, where  is the average intensity of 
those pixels which has higher value than . A pixel is set to background if it satisfies 
two conditions: ,  and 0, where 1 . We set = 1.05 
in our experiments. We observed that some inner parts of large connected foregrounds 
may set to background erroneously. Therefore, we use a third condition in addition to 
above two mentioned conditions. The value of ,  and at least one of its 3 3 
mask should be unequal. This condition solves the large connected foreground prob-
lem. It’s clear that only foreground pixels from previous steps are evaluated by EEC. 
EEC removes those pixels in which they cannot be foreground. The experimental 
results show that outstanding results achieved for an enhancement procedure.  
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6 Experimental Results 

The proposed methods have been tested on the standard datasets provided in 
DIBCO’09 [16], H-DIBCO’10 [20] and DIBCO’11 [21]. The measures recall, preci-
sion and F-measure used in our experiments:  = .                                (3) Precision = .                               (4) = .                         (5) 

where, , ,  denote the true positive, false positive and false negative values, 
respectively. Table 1 provide the results of the proposed methods, Otsu [1], spatially 
adaptive [12], and AdOtsu methods [10]. To the best of our knowledge, this approach 
[10] has highest F-measure reported to date. 

Table 1. Experimental results comparison between proposed methods, Otsu’s method, spatially 
adaptive method and AdOtsu method for DIBCO’09 dataset 

Method Measures 

 Recall Precision F-measure 

Phase congruency (1) 99.83 30.17 44.83 
Phase congruency + Adaptive thresholding (2) 98.82 61.15 71.85 

(1) + (2) + Early Exclusion Criterion 98.50 68.18 78.30 
Otsu [1] 94.25 73.66 78.59 

Spatially adaptive [12] 92.10 90.72 91.35 
AdOtsu [10] 90.09 93.22 91.57 

    
The proposed adaptive thresholding method improved the F-measure value from 

phase congruency by about 60% at the cost of 1% decrease of the recall value. The 
EEC improved F-measure by about 10% while reduction of recall value is only 0.3%. 
Recall and F-measure values for printed images in the DIBCO’09 dataset (P01-P05) 
are 98.21 and 89.30, respectively. That is 98.78 and 67.30 for handwritten images.  
Total running time to convert all 10 images in the DIBCO’09 dataset is about 31 
seconds. The experiments performed on a Pentium 4, 3.4 GHz with 4 GB of RAM.        

Although our proposed methods achieve smaller F-measure values, it should be no-
ticed that a recall~99 achieved. An alternative method can further improve the per-
formance by focusing on the ROI instead of dealing with all pixels in the input image. 
We also noticed that many of the methods evaluated in the DIBCO’09 contest [16] 
have higher F-measure value. We believe that a well combination of several methods 
can result in a near optimum F-measure. Each of these methods must have optimal or 
near-optimal recall value and acceptable precision value. For example, Gatos et al 
[19] combined several state-of-the-art methods to achieve high F-measure value. For 
this end, we proposed three mentioned methods.  
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To show the robustness of the proposed preprocessing step by using the phase con-
gruency, results for the H-DIBCO’10 and DIBCO’11 are listed in Table 2. The expe-
rimental results of the DIBCO’10 and DIBCO’11 reports [20, 21] indicate that these 
datasets includes more problematic document images than DIBCO’09 dataset.  

Table 2. Experimental results of preprocessing by using the proposed phase congruency based 
region of interest selection 

Dataset Measures 

 Recall Precision F-measure 

H-DIBCO 2010 99.72 29.01 44.32 
DIBCO 2011 (Handwritten) 99.09 32.25 48.21 

DIBCO 2011 (Machine Print) 98.33 40.45 57.12 

7 Conclusion 

In this paper, three methods proposed to select regions of interest and binarize de-
graded document images. Phase congruency, image filling and Otsu’s global thre-
shold used to select regions of interest. Then, we used regions of interest information 
obtained from first method and a modified adaptive thresholding method to further 
improve the binarization result. Finally, an enhancement method called early exclu-
sion criterion proposed and used for further document enhancement. Experimental 
results on the DIBCO’09, H-DIBCO’10 and DIBCO’11 datasets shows that near op-
timal recall value obtained, while precision value is acceptable. A subsequent method 
should be employed to achieve better results. In future work, we focus on the shape 
based document binarization based on phase congruency.    
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Abstract. Complementary units in the form encoders and decoders are 
generally involved in video compression standards. Both the encoder and the 
decoder integrate an adaptive deblocking filter, which is very beneficial in 
preserving and enhancing the video quality.  Deblocking filters are extremely 
popular in improving the visual quality of decoded frames in the H.264/AVC 
video coding standard. The prime goal of the current paper is to efficiently 
implement a H.264/AVC adaptive deblocking filter using the Texas Instruments 
DM6437EVM DSP processor. The adopted approach requires an initial 
identification of the portions of the algorithm wherein parallel processing can 
be exploited. The functions are then re-written and the instructions rearranged 
using the features of the targeted hardware architecture.  The adaptive 
deblocking algorithm was optimised and ported to a DM6437EVM DSP 
platform. A quick comparison shows that the optimised code is a 32 % better, in 
terms of speed, than the non-optimised code.   

Keywords: H.264/AVC, Filtering, Adaptive Deblocking Filter, DM6437EVM 
DSP, C/C++ optimization. 

1 Introduction 

H.264/AVC is the latest video compression standard jointly developed by the ISO and 
ITU [1][2]. The standard achieves the best encoding performance in terms of video 
quality and compression ratio than its predecessor by adopting a number of new 
techniques including, variable block size based motion estimation in inter mode 
prediction, multiple directions of intra prediction, quarter-pel accuracy in motion 
estimation, multiple reference frames, weighted prediction, rate distortion estimation 
and highly adaptive in loop deblocking filter. Both the encoder and the decoder must 
apply the normative deblocking filter at block boundaries. The standard specifies that 
the filter should be applied within the motion compensation loop, and as such, the 
filter is often referred to as a “loop filter”.      

Deblocking filters are used to improve the visual quality of decoded frames in the 
H.264 video coding standard [1]. These filters attempt to remove the artifacts 
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produced by block-based operations, which consists of 4x4 DCT blocks and motion 
compensation prediction. Although these deblocking filters help tremendously in 
improving the subjective and objective quality of the output frames, they are generally 
computationally intensive. In fact, even after the tremendous efforts that have been 
made to optimise the speed of these filtering algorithms, unfortunately, they still 
easily account for one third of the computational complexity of a decoder [1]. This 
complexity is mainly due to the high adaptivity of the filter, which requires 
conditional processing on the block edge and sample levels. These are known to be 
very time consuming and present a real challenge for parallel processing in DSP 
hardware. 

In embedded, real-time video applications, the implementation of the H.264/AVC 
requires high performance, low power consumption and low cost, as well as a level of 
flexibility, which can be very beneficial in relation to these requirements. 

Complexity analysis shows that loop filtering uses 5% and 33% of the execution 
time of the encoder and of the decoder, respectively. Since the filtering process is 
normative, it can be accelerated by processor-dedicated parallel processing 
instructions. DSP processors, such as the TI DM6437EVM, are specialised platforms 
for fast execution of specific numerical operations like multiplications and additions 
and as such are excellent targets for implementing loop filtering algorithms. 

The remainder of this paper is organised as follows: Section 2 presents an 
overview of the adaptive deblocking filter algorithm. Section 3 provides a brief 
description of the DM6437EVM DSP. Section 4 describes the optimisation approach 
and section 5 summarises the experimental results. Section 6 is dedicated to the 
conclusion.          

2 Adaptive Deblocking Filter  

2.1 Deblocking Filters   

There are a number of deblocking algorithms that have been proposed for reducing 
the block artifacts in block DCT based image compression with minimal smoothing 
of true edges, as illustrated in Figure 1.b. Three of the most popular techniques 
include: 

• Projection On Convex Sets (POCS) 
• Weighted Sum of Symmetrically Aligned Pixels  
• Adaptive Deblocking Filter.  

The POCS based iterative algorithm [3] is implemented as a two stage process. The 
first stage involves the band limiting of the image by low pass filtering. Then, the 
image is transformed to obtain the transform coefficients, which are then subjected to 
quantisation constraints.  

In the Weighted Sum of Symmetrically Aligned Pixels [4], the value of each pixel 
in the picture is recomputed with a weighted sum of itself and the other pixel values, 
which are symmetrically aligned with respect to block boundaries.  
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In case of the Adaptive Deblocking Filter algorithm [5], the deblocking process is 
separated into two stages. In the first stage, the edge is classified into different 
boundary strength with the pixels along the normal to an edge. In the second stage, 
different filtering scheme is applied according to the strengths obtained in stage one. 
The algorithm flow in each of these algorithms is highly iterative either at the pixel, 
block or edge level. 

There are two main methods for implementing deblocking filters for video codecs. 
They can be implemented either as post filter or loop filter, with tradeoffs inherent in 
either implementation. The loop filter is normative in the H.264/AVC standard and 
provides better visual quality and rate distortion performance [5].   

 

         
                                (a)                                                       (b)  

Fig. 1. (a) Original Foreman image   (b) Reconstructed Foreman image without filtering 

2.2 ADF Algorithm 

H264/AVC uses an adaptive deblocking filter that operates on horizontal and vertical 
block edges within the prediction loop in order to remove artefacts caused by both the 
4x4-block based transform and the coarse quantization of the transform  
coefficients. The filtering is based on 4x4 block boundaries, in witch two pixels on 
either side of the boundary may be updated using different filter. The filter adjusts its 
filter strength adaptively according to the image local characteristics, leading to better 
image quality [5].    

 

Fig. 2. Edges to be filtered in luma and chroma components 
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The deblocking filter is applied to both luma and chroma components separately. 
For each macroblock (MB), vertical edges are filtered from left to right; horizontal 
edges are processed from top to bottom, as illustrated in figure 2. The filtering is 
performed on MBs of a picture in a raster scan fashion. The filter should be applied to 
all 4x4 block edges of a picture, except the edges at the boundary frame, or any edges 
for which the filtering is disabled under certain conditions by a special flag, as 
described in the flowchart of figure 3. 

 

Fig. 3.   Filtering Process 

Depending on the coding type of the 4x4 blocks and their position within the array, 
a boundary strength (BS) is assigned to each edge [5]. This parameter determines the 
strength of filtering to be applied as shown in Table 1. ,  

Table 1. Conditions for Determining a BS Value 

BS Rule 
4 One of the blocks is intra and the edge is a macroblock a macroblock edge; 
3 One of the blocks is intra;  
2 One of the blocks has coded residuals; 
1 Difference of block motion ≥ 1 luma sample distance; 
1 Motion compensation from different reference frames; 
0 Otherwise. 

     
The filter is turned on or off, for each pixels across each line based on the values of 

p1, p0, q0 and q1 and two thresholds Alpha α(QP) and Beta β(QP), which have values 
depending on the quantisation parameter QP of the current frame. 
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Fig. 4. Samples Across a 4x4 block Horizontal/Vertical Luma or Chroma edge    

The filtering is applied to p0 and q0 only if these conditions are true:   

bs =! 0   
abs( p0 – q0 ) <  α(QP)   
abs( p1 – p0 ) <  β(QP) 
abs( q1 – q0 ) <  β(QP)   with β(QP)< α(QP) 

The filtering is extended to p1 and q1 respectively if the further conditions are  
also true:   

abs( p2 – p0 ) <  β(QP)  or  abs( q2 – q0 ) <  β(QP)  

The length of the filtering is also determined by the sample values over the edge, 
which determines the “activity parameters”. These parameters determine whether 
none, one or two pixels on either side of the edge are modified by the normative filter. 
Consequently, this analysis assesses the likelihood of an edge in the image being 
natural, or the result of a block based transform.                                                   

The equations calculating pixel values are defined in [2]. The equations can be 
classified into five categories, according to the BS values, as follows: 

  p2 + p1 + p0                                                          (1) 

  p2 + 2 x p1 + 2 x p0                                                   (2) 

  3 x p3 + 3 x p2 + p1 + p0                                              (3) 

  2 x p1 + p0                                                            (4) 

               (p0 + q0 + 1) >> 1                                                      (5) 

The filter is “stronger” where there is likely to be significant blocking distortion (high 
values of BS=4)   

2.3 Complexity 

The filtering algorithm is very complex. This is due to the highly adaptive nature of 
the algorithm of the deblocking filter, as well as to the huge quantity of pixel data to 
be read from memory and processed [7][8][9]. 
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The filtering process consists of these two principal tasks: 
First: Get Strength, which involves a large number of conditional branches. 

Filtering decision can be made from multiple data in parallel, in a way that pixels can 
be packed to operate simultaneously. 

Second: Loop Filtering with multi-tap filter applied to the edge pixels in the 
decoded frame. Some optimisation techniques can be adopted conveniently to get a 
significant reduction. 
Before performing the optimisation, the complexity of the filtering algorithm is 
analysed. The complexity can be sumarised in the following four points:    

The ADF is highly adaptive.  
It is applied to each edge of all 4x4 luma and chroma blocks in a MB.  
It can updates three pixels in each direction where the filtering takes place. 
In order to be applied to an edge, the related pixels in the current and neighboring 

4x4 blocks must be read from memory and processed.  

3 Overview of DM6437EVM DSP  

The DaVinciTM TMS320DM6437 Digital Video Development Platform (DVDP) is a 
high performance video DSP processor from Texas Instruments. It is based on the 
third generation high performance, advanced VelociTI, TI’s very long instruction 
word (VLIW) [10].  With performance of 4800 million of instructions per second at 
the clock rate 600 MHz, the DM6437EVM core offers solution to high performance 
DSP programming challenges. The DM6437EVM has an application–specific 
hardware logic, on chip memory, and additional on chip peripherals.  

The DM6437EVM core uses a two level cache-based architecture [11]. The level 1 
program memory cache (L1P) consists of a 32 Ko memory space and the level 1 data 
(L1D) consists of 80 Ko  memory space. The level 2 memory cache (L2) consists of a 
128 Ko memory space that is shared between program and data space. L2 memory 
can be configured as mapped memory, cache or combined memory. 

Existing C6x DSPs support various instructions to execute packed operations 
between two registers. These operations are very useful for video processing [12]. 
Figure 5 illustrates the TMS320 DM6437EVM block diagram. 

 

 

Fig. 5. TMS320 DM6437EVM block diagram 
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4 The Proposed Optimisation Approach 

The proposed optimisation approach realises substantial gains from the performance 
of the C/C++ code by refining the code in terms of areas execution time, code size 
and memory access. 

4.1 Using Intrinsics to Replace Complicated C Code 

The C6000 compiler provides intrinsic, special functions that map high-level 
operations directly to the inline C64xx instructions to speed up the C codes [12]. All 
instructions that are note easily expressed in C codes are supported as intrinsics. For 
example, the intrinsic operator “_abs” calculate the saturated absolute value.  

4.2 Using Word Access to Operate on 16-Bit Data Stored in the High and Low 
Parts of a 32-Bit Register  

In order to maximize data throughput, it is often desirable to use a single load or store 
instruction to access multiple data values consecutively located in memory. For 
example, C6x have instructions with associated intrinsics, such as “_add2()”, 
“_mpyhl()”, “_mpylh(), etc that operate on the 16-bit data stored in the high and low 
parts of 32-bit register [12].  When operating on a stream of 16-bit data, word 
accesses can be used to read two 16-bit values at a time, and then another C6x 
intrinsic is used to operate on the data. Ideally, we would like to get all units 
simultaneously operating on all individual instructions. This parallelism is still hard to 
achieve by the compiler and may still need hand coding in some cases. 

4.3 Memory Management 

The memory management becomes very important as the DSP has a small amount of 
fast internal memory. Using internal memory to store instructions and data helps in 
increasing the processing speed.  Generally, each 4x4 block in a MB has 4 edges, then 
each pixel in 4x4 block may be read or updated four times before the 4x4 block is 
filtered completely. Since the pixels of a MB (256 luma and 128 chroma pixels) are 
accessed frequently during the filtering process, they are stored in the internal 
memory, leading thus to a reduction of memory access.   

5 Experimental Results 

To evaluate the effectiveness of the proposed optimised algorithm, the adaptive 
deblocking filter was implemented on DM6437EVM platform. A TI DM6437EVM 
development environment including target board and Code Composer Studio 3.3 
profile tools was set up [13]. Furthermore, system level optimisation methods were 
adopted according to TI’s technical documentation [12].  
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The optimsed ADF was ported to a DM6437EVM achieving a speed performance 
of 32% in comparison to a direct implementation (no optimisation). The performance 
of the optimizing approach has been measured on Foreman and Paris QCIF video 
sequences, using three different QP values. The performances, in terms of video 
quality, with DSP implementation are shown in the table 2.  

 

    
(a)                                                           (b) 

Fig. 6. Performance of the deblocking filter for a highly compressed image (QP=38)  
(a) Reconstructed Foreman Image without Filtering. (b) Reconstructed Foreman Image with 
Filtering 

  
(a)                                                           (b) 

Fig. 7. Performance of the deblocking filter for a highly compressed image (QP=38) (a) 
Reconstructed Paris Image without Filtering. (b) Reconstructed Paris Image with Filtering 

Table 2. PSNR of non filtered and filtered Foreman and Paris images with QP=28,33,38 

QP Image PSNR  
Image non filtered 

PSNR 
Image Filtered 

28 Foreman 
Paris 

33,92 
30,27 

34,78 
30,92 

33 Foreman 
Paris 

32,44 
30,06 

33,07 
30,62 

38 Foreman 
Paris 

31,69 
29,58 

32,21 
30,23 
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6 Conclusion 

In this paper, a DSP based specific method to decrease the adaptive deblocking filter 
module complexity in the H.264/AVC encoder and decoder is proposed. The 
implementation of the adaptive deblocking filter on DM6437EVM DSP using code 
optimisation reduces the module cycles consumption by 32%. The losses, in terms of 
video quality, are minimal compared to the non-optimised implementation.     

The results presented in this paper show that the same image quality, but with less 
computing time can be obtained through optimisation for a target specific 
implementation. As perspective, the specific optimisations of this module, exploiting 
the architecture features of the DM6437EVM will be carried out. This will allow a 
speeding up of the filtering process for real time applications. 
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Abstract. We propose in this study, a method allowing us to characterize a 
speech occurred in a stress situation. For this, we created an artificial 
disturbance (stress lip) and then, we analyzed the effects of stress on the 
acoustic parameters of the signals produced. We have developed a methodology 
allowing us to analyze the timing, the fundamental frequency, formants 
frequencies (calculated with wavelet transform methodology) and the 
coarticulation between consonant and vowel. These parameters are generally 
used to produce vector descriptors in communication systems. Articulatory 
interpretation of results typifies well the constraint used. 

Keywords: speech disturbance, acoustics parameters, labial constraint, 
formants frequencies, fundamental frequency, coarticulation, locus equation. 

1 Introduction 

At present, in an effort to get as close as possible to a natural speech, recognition 
systems, coding or speech synthesis are in search of invariants in the acoustic cues of 
natural speech taking into account all the constraints under which useful information 
is produced. Also, much research has emerged in the study of speech artificially 
disturbed [1]. These studies provide a better understanding of motor control in a 
constraint situation and thus demonstrate the effect of stress on these acoustic 
parameters to better use in communication systems. 

Moreover, it is possible to disturb speech production   in several ways: either 
directly or indirectly by modifying the vocal tract geometry, or by interrupting some 
kind of feedback (tactile, auditory or other). We were interested here at the vocal tract 
geometry constraint [1]. (The geometric perturbation can mean an oral handicap, or 
when a person speaking with an object in the mouth). 

A tube inserted between the lips of four speakers served as a perturbation of the 
lips protrusion,    during the production of 7 French vowels. The aim is  then to 
analyze the effects of this disturbance on the acoustic parameters of recorded sounds,  
by analyzing the compensatory strategies adopted by the  speakers for better 
adaptation to the stress,  for reach their target sound. 

                                                           
* Corresponding author. 
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With Using the experiments of artificial perturbation of speech production, 
McFarland et al. (1996)[8] have revealed a significant difference : the vowels 
production   is more affected by a change of oral function. The behavior of the vowels 
under stress  

then is revealing information about motor control of speech. This justifies  vowels 
analysis of  in this study. 

2 Experimental Setup for Labial Constraint Realization   

The aim  is to constrain the lip area, so we chose to use a lip ring diameter 3.4 cm and 
1 cm in length (rigid), so as to compel the production of all vowels: it will allow for 
increase the lips area in the production of rounded french vowels [u] and [ou], and 
lower lip area in the production of [i], [a], [e] [é]. Although the variation in the lip 
area is the desired result, the insertion of a tube between the labial lips of the speaker 
also has the effect of causing a slight increase in the lips protrusion, as the speaker 
must use his lips to completely surround the tube, so that it can't fall and there is no 
air flow around the tube. 

3 The Sentences Corpus 

We conducted a corpus of french sentences composed of sequences consonant-vowel-
consonant (CViC), which were incorporated into an interrogative carrier sentence for 
preserve the natural speech: nVina est la? With Vi = [a], [i], [ou], [o] ,[u], [e] and [é]. 
The consonant /n/ is chosen because it is a voiced consonant, to facilitate the acoustic 
analysis. The sentences of the corpus are then: “Nana est la ? “;  “ Nina est la ?” ; “  
Nouna est la ? “;  “ Nena est la ?” ; “ Néna est  la ?”; “ Nona est la ?”;  “Nuna est 
la ?”. Each sentence is repeated seven times. These sentences were recorded initially 
without constraint and with constraint. The number of speakers is 4 (3 women and 1 
man). What makes a corpus of: 7x10x4x2 = 560 sentences.  The recording of the 
corpus was conducted in a calm, using a desktop computer with a sound card "Sound 
Blaster" , the  Praat software and a microphone. 

4 The Units Analyzed 

The units in question are /CViC/, Vi is one of the seven french vowels (/a/, /i/, /ou/, 
/o/, /u/, /e/, /é/), in consonantic context  /C/= /n/, for each speaker : /nan/, /nin/, /nen/, 
/nun/, /nén/, /non/, /noun/. to obtain these  units, we manually segmented the corpus of 
sentences using Praat software. The analysis was done in the time domain and 
frequency domain. 

In the time domain: we analyzed the durations (CViC) depending with the duration 
of the sentence, (d(CViC): average length of the unit  CViC and  d(sentence): average 



Methodology for Acoustic Characterization of a Labial Constraint in Speech Production 133 

duration of the sentence ,  corresponding to the unit: CViC). The aim is to study the 
constraint impact on the temporal distribution in the analyzed sentence. 

In the frequency domain: we analyzed the formant frequencies F1 and F2 and the 
fundamental frequency F0 of the vowel "Vi" (taken in the vowels middle). 

We then analyzed the influenceof the constraint   on vowel space and on the 
coarticulation (using the slope of the straight locus equations) 

5 Analysis of Labial Constraint Influence on the Timing  
of "VCiV"    

The comparison between the normal condition and in constraint condition is made on   
dispersions ellipses basis of average durations (d(CVC), d(sentence)) of each vowel , 
for each speaker, to take account of all samples. The abscissas of dispersion ellipses 
correspond to the average durations of sentences and the ordinates to length units 
VCiV. In blue color we have the situation without constraint and in red color with 
stress.  

                        Speaker SM                                  Speaker SA 
 

 
 
 
 

                            Speaker SS                                              Speaker HA 

 
 
 
 

Fig. 1. Dispersion ellipses of average lengths (d (CViC), d(sentence)) of each vowel for each 
speaker 

Figures 1 show an increase in the duration of VCiV in the sentence, for four 
speakers. So, the constraint has the effect of slowing the speech rate  

6 Constraint Influence Analysis on the Vocalic Space 

We calculated the formants frequencies F1 and F2 in the middle of the vowel, using a 
calculation method of formant trajectories, based on the complex continuous Morlet 
wavelet transform that we have developed. 
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6.1 Methodology for Calculating Formants Based on Complex Continuous 
Wavelets Transform 

The wavelet transform is to decompose a signal x (t) in a family of functions ψ (t), 
localized in time and frequency called wavelets. It is defined by the relation [5 13 19] , = √                                       (1) 

It is used to describe the frequencial content of a signal x(t), locally near a point (a, b), 
in the time-scale ("a" scale and "b"  is the time). It indicates us the relative importance 
of frequency   "1/a”  around time  "b" for the signal x (t). 

The complex continuous wavelet transform is used to define the notion of 
instantaneous frequency (and formants), when using an analytic wavelet [17]. The 
analytic signal is a complex signal associated with a real signal, which provides 
access to the signal phase, therefore, at its frequency. 

It was proposed by VILLE in 1948 [20]. This latter   has interesting properties, 
particularly in terms of its Fourier transform, which is zero for negative frequencies. 

An analytic signal z (t) can be calculated from the Hilbert transform [10] of a real 
signal x (t) such that: 

                          =                                              (2) 

                    zx(t) = x(t) + iH(x(t))                                                    (3) 

H(x(t))  is the  Hilbert transform of x(t) . 
It is possible to define [6] from an analytic signal, an instantaneous frequency fx(t) 

[7], where zx(t) is an analytic  signal                  =  
                                                (4) 

6.1.1 The Morlet wavelet 
It is an analyzing wavelet [15] for small oscillations (a center frequency fc: around 1 
Hz). It is very well localized in time. It is inspired by the Gabor elementary signal. It 
is obtained by modulation of a Gaussian. It is given by the following equation [3]:     

      =  √2                                     (5) 

The product ωc*σt fixed the link between the width of the Gaussian envelope of the 
wavelet and its oscillation frequency fc. For the Morlet wavelet ωc =2πfc:  5≤ωc ≤6, 
so,  ωc*σt  ≥5, 0.8≤ Fc ≤1) Hz  [3]   

6.1.2  Presentation of the Method 
The method we developed was made from some properties of time-frequency 
distribution and wavelet transform, namely: For a complex time-frequency 
distribution, there is information in the module and phase of the distribution. 
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Near the center frequency fc of wavelets, whose cyclicality corresponds to the 
nature of the signal: the wavelet transform amplitude has a maximum [4]. The phase 
coefficients of the time-frequency distribution varies cyclically at a frequency close to 
the instantaneous frequency of the signal, therefore the derivative of the phase 
coefficient is close to the instantaneous frequency of the signal. So, we will say that 
for a given time, the instantaneous frequency can be estimated by: the maximum of 
the distribution module, the fixed point of the time derivative of the phase of time-
frequency distribution  [6] [19] 

For formants calculation, it is important to add that in this case, the phase derivative 
alone is not sufficient since the formant frequencies correspond to the instantaneous 
maximum power.  From this information we developed an algorithm for calculating the 
instantaneous frequencies of formants contained in a speech signal [10]. 

The following figures show the different steps of the method developed, applied to 
a signal x(t) composed of a sum of four sinusoids: 

x(t)=5*sin(2π*300t)+10sin(2π*1000t)+ 15sin(2π*3000t)+ 10sin(2π*5000t) 

 

Fig. 2. modulate coefficients of the 
wavelet transform according to the scales 

Fig. 3. Phase derivative of wavelet transform 
corresponding for each   maximum 

 

Fig. 4. Coefficients energy of the wavelet 
transform, for  one frequency 

Fig. 5. Maximum energy for the 4 
instantaneous frequencies 

The results obtained in Figures 2, 3, 4 and 5 show that the method used to calculate 
the instantaneous frequencies allows  to find the frequencies of the analyzed signal  x(t).  

Using this method, we have determined the formant values F1 and F2 in order to 
trace the vocalic spaces corresponding, in normal condition and in labial constraint, 
for the 10 samples, for each vowel and for each speaker. We then represented each 
vowel by its dispersion ellipse   in the vowel space. We then plot surfaces of the 
vowel triangles [7] in the vocalic space (F1, F2) for each speaker in two conditions: 
normal condition and in labial constraint. Figure 6 shows results obtained for each 
speaker, and table 1 shows effects of stress on areas of vocalic triangles. 
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Fig. 6. Dispersion ellipses and vocalic triangle corresponding to vowels [a], [i] and [u] for each 
speaker HA, SS, RS and MS. In normal condition: in blue color and labial constraint: in red 
color. 

Table 1. Areas of vocalic triangles by speaker 
(In normal condition and in labial constraint) 

 
speaker Area(Hz2) 

Normal condition 
area(Hz2) 

With constraint 
HA 259960 288350 
SS 282060 110570 
RS 411330 263430 
MS 639750 502090 

 
Results obtained in Table 1 show a clear vowel reduction caused by the stress for 

all speakers. This is consistent with results obtained by Lane et al. [13] and other 
authors who have noticed that the size of the vocalic space was reduced in case of 
disturbance of speech. However, according Gendrot et al. [12], in case of a good 
motor control, reduction of the vowel space is carried out according to a centralization 
of vowels in the vowel space. This would mean that speakers reach theirs acoustics 
targets (thus remains intelligible despite the constraint).   

Figure 7 shows a centralization case. The vowels are represented by their 
dispersion ellipses   (corresponding to several realizations of the same vowel, by the 
same speaker) in the vocalic space (F2, F1).   Results show that in articulatory terms,    
the vowel [i] become less anterior and more open, while the vowel [a] would be 
slightly less posterior and a little less open. These changes would influence the 
formant values: for the [i] vowel, an increase in the formant F1 and a decrease in the 
formant F2; for the   vowel [a], an increased of F2 and decreased of F1. This is called  
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centralization. The ellipses move toward to the center of the vocalic triangle in 
constraint situation. It would be interesting for us to see if our speakers centralize 
their vowels.  

 

Fig. 7. Case of vowels [i] and centralization in vocalic space [21]  

So, we studied the variation direction of formants F1 and F2 with the constraint for 
the three vowels [a], [i] [u], for four speakers.  Results obtained showed that most 
speakers do not centralize. However, centralization is a sign of good motor control. 
This would mean that the stress is very important and the speakers have their motor 
control which has decreased. So the acoustic targets are not well met. (This means 
that the sounds are barely understandable). 

7 Labial Constraint Influence Analysis on Intonation F0 and on 
Mouth Aperture  

We have determinate the fundamental frequency and the formant F1 in the middle of 
the three vowels, in the normal case and in labial constraint, for the seven samples for 
each speaker. As F1 correspond to the mouth opening and F0 to the intonation, we 
chose to represent the intonation according to the aperture to see the behavior of the 
speaker facing the stress in F0 (F1). As we have 7 samples per vowel we have 
represented the F0 and F1 by their ellipses of dispersion. The results obtained are 
regrouped in Figures 8. 

 
              Speaker HA                                                    Speaker SM 

          
               Speaker SR                                                           Speaker SS 

         

Fig. 8. F0(F1) variation for each vowel and for each speaker 
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Figures 4 show in overall a small increase of F0 for vowels [a] and [i] with very little 
variation of F1 (since the lips are already stretched, the speaker has no difficulties to 
pronounce these two vowels). However, for the vowel [u], there is a considerable 
increase in F0 and F1 simultaneously with the constraint. These results appear right, as 
the formant frequency F1 is related to the aperture and F0 for the intonation: so, the 
speaker seems to make a major effort by increasing its F0 for trying to reduce its 
aperture to say the vowel [u], since this one requires almost closing the mouth to be 
uttered (which justifies the increase in F1 since the constraint prevents mouth from 
closing). Vowel [u] is then pronounced as a vowel [o], thus increasing the F1).  

8 Analysis Effects of the Constraint on the Coarticulation 
Degree 

The coarticulation occurs when a vowel sees its characteristics change because of its 
phonetic environment. The experiences of disruption of speech have shown that in 
presence of constraint, the coarticulation increases. This is manifested by a vocalic 
reduction. An example of coarticulation can be observed when the consonant is 
followed by a rounded vowel:  there is anticipation of the borough of the vowel 
during the consonant (see Figure 9). What changes acoustically consonant 

Spectral characteristics of [k] vary depending on the nature of the following vowel. 
The main information of coarticulation is carried by the transition between the 
consonant and the vowel (or vis versa), surrounding the value of the form F2. The 
F2onset variation (in the beginning of the vowel, in the CV transition) compared to 
the F2stable (middle of the vowel) is then a source of information for coarticulation. 
Thus, in type sequences VCV or CVC, for example, the vowel or consonant of the 
middle is imbued with the surrounding phonemes. The degree of coarticulation is 
usually estimated by the slope of the straight locus. The concept of the locus equation 
has been developed by Lindblom in 1963[15]. Lindblom has found that there is a 
linearity in the second formant frequency variation at limit time of the beginning  
transition of the consonant to the post-consonantal vowel (F2o or F2onset), according 
to the second formant frequency target variation  of this vowel. Lindblom has 
established the locus equations from a study of sequences CV. 

 

Fig. 9. Anticipation example in the production of CV / ki / and / ku / 
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The locus equation is written as: F2o = k * F2s + c     , where "c" and "k" are 
constants.  In case k = 0, the equation is constant, F2o = c, which would imply that the 
production of sequence CV is a simple articulatory chaining where the coarticulation 
between the consonant and the vowel is virtually non-existent. In case where k =1 and 
c = 0, the coarticulation with the vowel context is considered maximal. 

In this study, we have plotted the straight lines of locus equations: 
F2onset(F2satble),  with considering seven French vowels, for all CVi (C: consonant 
[n] and Vi: one of the seven French vowels considered), for all speakers, in normal 
condition and with constraint, on the same figure. Each vowel is represented by its 
dispersion ellipse. Results obtained are illustrated by figures 10. 

 

 
Fig. 10. Straight lines of locus by speaker (in normal condition and with labial constraint) 

Locus equation is written: F2onset  = m * F2stabl + b where  m and b are the slope 
ande intercept respectively . R is the regression coefficient. The results obtained are 
summarized in the following table: 

Table 2. Parameters  of  straight lines of locus equations obtained 

speakers  Parameters of straight lines of locus equations
Without constraint  With constraint 
 m     b   R   m     b   R  

HA  0,64  660  0,83  0,75  510  0,84 
SS  0,43  1000  0,36  0,64  890  0,88 
RS  0,61  940  0,73  0,81  440  0,9  

MS  0,67  750  0,95  0,59  830  0,9  

 
This table shows that in labial constraint, we have a net increase in slopes of the 

straight lines of locus, so of the coarticulation 
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9 Conclusion 

We studied in this work the influence of a labial constraint in speech production. We 
acoustically analyzed the behavior of the vowels in constraint, then the influence of 
the constraint on the coarticulation. The results obtained show a great influence of the 
constraint on the acoustic parameters in particular, the frequential parameters. They 
can be summarized such as:  
- In the temporal field: - temporal increase, therefore the speaker tends to slow down 

his speech flow for better controlling his elocution rate with the constraint.  
- In the frequential field: vocalic spaces are reduced but without vowels centralization. 

Thus the speakers reach with difficulty their acoustic targets with the constraint or 
then of the whole. 

- In variation of  F0(F1) : There is a small increase of F0 for vowels [a] and [i] with 
very little variation of  F1 but for the vowel [u], there is a considerable increase in 
F0 and F1 simultaneously with the constraint 

- With straight lines of locus equations, results shows that we have a net increase of 
coarticulation with the constraint. 

All these results show that, the evaluation methods of the acoustic parameters we 
propose, accurately characterize the constraint used. 
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Performance of OFDM in Radio Mobile Channel 
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Abstract. The OFDM has emerged in the second half of last century. However, 
it remains a technique used in broadband wireless communication systems. 
Which limits its use is its vulnerability to frequency shifts. The Doppler 
effect and imperfections of the local oscillators of the transmitter and 
receiver are at the origin of these shifts. The imperfections of local oscillators 
shift the spectrum of the OFDM signal, while the Doppler-effect expands it (or 
compresses it). In this paper, the impact of the Doppler-effect on the OFDM 
modulation is analyzed, we give a new expression of the contribution of 
each sub-carrier at the transmitter on each subcarrier demodulated at the 
receiver. Using the method of inter-carrier interference self-cancellation 
proposed by Zhao and Haggman, the system becomes more efficient.  

Keywords: Orthogonal frequency division multiplexing (OFDM), carrier 
frequency offset (CFO), Doppler effect, Inter carriers Interferences (ICI), carrier to 
interferences ratio (CIR).  

1 Introduction 

The high spectral efficiency and robustness against multipath make OFDM one of the 
most promising techniques in wireless communications systems. Currently, OFDM has 
been adapted to the digital audio and video broadcasting (DAB/DVB) system, high-
speed wireless local area networks (WLAN) such as IEEE802.11, HIPERLAN II, 
ADSL, and recently in the optical communication [1]. OFDM divides the available 
spectrum into N equal intervals, the symbols are sent in parallel channels with lower flow 
rates [2].The high mobility is a major challenge for wireless communications. It creates 
frequency shifts in part caused by the Doppler effect [3].These offsets destroy the 
orthogonality between subcarriers of the OFDM signal, and generates inter-carrier 
interference responsible for the degradation of system performance [4]. A number of 
studies has been developed to eliminate inter-carrier interference [5],[6], we will be 
interested by the method of Inter-carrier interferences self-cancellation for the first time 
proposed by Zhao and Haggman [ 6]. In this paper we study the superposition of the 
offset caused by the imperfections of  local oscillators of the transmitter and receiver, and 
the Doppler-effect and its impact on all the subcarriers that constitute the OFDM signal. 
To improve system performance, we used the method of ICI self-interference [6]. This 
work was structured as follows, section 2 describes the nature of the frequency shift. The 
third topic focuses on the nature of the interference generated.  The fourth section 
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gives the system performance in terms of CIR and we apply an existing method for 
eliminating interference[6]; and last we finalize with a conclusion. 

2 Frequency Shifts in a Mobile Radio Channel 

In this section we will introduce the impact of the Doppler-effect on all the subcarriers 
that constitute the OFDM signal. We will assume that the local oscillators of the 
transmitter and receiver do not wobble at the same frequency. At the transmitter, the 
frequencies are equal to: =            = 0,1, … , 1                                          (1) 

Where  represent the index of subcarriers. Then at the receiver, frequencies are equal to: = ∆           = 0,1, … , 1                                         (2) 

Where N is the total number of subcarriers and Δf the frequency difference between 
transmitter and receiver. More if the receiver moves to the transmitter at a relative 
speed v, the Doppler-effect is manifested and the frequency received signal will 
be equal to: = ∆  1                                                  (3) 

Where  is the speed of light, and α the angle between the velocity and direction 
of the electromagnetic wave. Then  can be written: = 1                                                  (4) 

With =                                                                  (5) 

Where ε is the normalized frequency offset due to the imperfections of local 
oscillators. The total normalized offset  will be equal to: = 1                                                             (6) 

 is proportional to the index  of the subcarrier. In other words, the offset is different 
for each subcarrier, we are thus faced with a compression of the spectrum of OFDM 
signal if β is negative, or otherwise, with an expansion of the spectrum in if β is 
positive. For a given connection, the imperfections of the oscillators generate a 
constant normalized offset , while the Doppler effect produces a shift proportional 
to the index of the subcarrier k.  
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3 Inter-carrier Interferences  

In the time domain, the OFDM signal is written as: 

= exp 2  
   (7) 

Where  is the signal to be transmitted and   represents the N different 
frequencies of sub-carriers that form the OFDM signal. By discretizing the 
signal ,  the signal obtained at the receiver is then: 

= exp 2 1             
 

(8) 

 

               = exp 2 1 exp 2 1  (9) 

The signal  is out of phase with the original signal, this is due 
to imperfections of local oscillators. The signal undergoes an expansion (or compression) 
of the signal, since the Doppler-effect affects each subcarrier differently. At the end of 
the FFT, we get the symbols  , their expression is given by the equation: 

= 1 exp 2 1     
 

(10) 

The complex coefficients will be expressed as: 

= 11exp 1 1 1  

 

(11) 

The amplitudes of the complex coefficients have different values for positive and 
negative relative velocities. The influence of the subcarrier m on subcarrier k is 
different. Figure 1 shows the variation of the amplitudes of complex coefficients for a 
fixed value of the normalized frequency offset ε, but with three values of relative 
speed β, the first zero, the second positive and the last negative.  
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Fig. 1. Plot of the amplitudes of complex coefficients as a function of the index k of subcarriers for 
different values of relative speed 

4 System Performances 

The useful signal, is assigned the complex coefficient 0  calculated for the 
indices = : 

0 =  11 exp 1 1 1  

 

(12) 

The complex coefficients of the different sub-carriers are not the same magnitude,  
since they depend on the index of the subcarrier .. Figure 2 shows the degradation of 
the useful signal as a function of the index . Similarly, we will study all the 
interference caused by the subcarriers index .. The power of interference  is 
given by the relation: 

= | |  (13) 
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Fig. 2. Amplitude of the subcarrier based on the main index subcarriers  

 
This power is calculated for different values of m. To study the system performance, 
we calculated the ratio of carrier power on the power of all interference, it is noted by 
CIR. In the case studied, the frequency shift is proportional to the index of 
the subcarrier, which implies that the CIR is different for different subcarriers. Its 
expression is given by the relation: , = | 0 |∑ | |  (14) 

Figure 3 shows that for two different sub-carriers, the difference can reach 10dB. To 
improve system performance, we use the method of ICI self-cancellation. The parallel 
data streams are remapped as the form of : 1 = 0 , 3 = 2 , … , 1 = 2  (15) 

The CIR is given by the relation: 
 ,                     = |2 0 1 1 |∑ |2 1 1 |  

 

(16) 
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Fig. 3. Plot of the CIR as a function of relative velocity for different values of  

 

Fig. 4. Plot of CIR with ICI cancellation as a function of the speed for different values of  

Figure 3 plots the performance without using the method of ICI self- cancellation.  
However, Figure 4 plots the performance using the cited method. The gain varies 
from 7 to 10 dB for different subcarriers. 
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5 Conclusion 

In this paper, we analyzed the performance of OFDM systems in a mobile radio channel. 
This analysis enabled us to lead to new mathematical expressions. Indeed,  the Doppler 
effect present in the mobile radio channels, shifts not only the carrier frequency, but 
extended (or compress) the spectrum of OFDM signal because it shifts each subcarrier 
differently. So we calculated the performance for each subcarrier. Applying the method 
of ICI cancellation, we improved the system performance. This improvement has 
resulted in a gain ranging from 7 to 10 Db. 
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Abstract. The major aim of this paper is to present a statistical model for small
scale fading and spatial correlation evaluation for indoor UWB channel. A some
distributions are suggested for small scale fading statistics where the number of
scatterers is unknown. Also, the impact of a number of system parameters on
spatial correlation at the receiver is evaluated. The complex correlation coefficient
decays slowly with distance under line-of-sight, but decreases quickly under non
Line of sight.

Index Terms: UWB Channel Characterization Modeling, Measurements, Small
Scale Statistics, Amplitude and Phase Distribution.

1 Introduction

Due to current developments in digital consumer electronics technology, Ultra Wide-
band (UWB) is becoming extra attractive for low cost personal communication appli-
cations. UWB systems are now emerging across a diversity of commercial and military
applications, including communications, radar, geolocation, and medical. First gener-
ation commercial wireless UWB creations are anticipated to be extensively deployed
almost immediately. This has been fueled by a command for high frequency consump-
tion and a large number of users requiring simultaneous multidimensional high data
rate access for applications of wireless internet and e-commerce [2–6, 10, 11].

UWB systems are often defined as systems that have a relative bandwidth larger than
25% and/or an absolute bandwidth of more than 500MHz (FCC). The UWB systems
using large absolute bandwidth, are robust to frequency-selective fading, which has
significant implications on both design and implementation [10]. Among its significant
characteristics, the UWB technology are low power devices, exact localization, high
multi-path resistance, low complexity hardware structures and carrier-less architectures
[8, 9, 14]. As well, the spreading of the information over a very huge frequency range
decreases the spectral density and makes UWB technology deployment compatible with
existing systems.

As first step in for designing and implementing any wireless communication sys-
tem, channel measurements and modeling are a basic necessity. Several theoretical and
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practical studies, have shown an extreme difference with respect to narrow-band chan-
nels [15]. In the area of UWB channel modeling, the researchers are interested to char-
acterize the path loss law, shadowing, multi-path delay spread, coherence bandwidth,
average multi-path intensity profile and received amplitude distribution of the multi-
path components... But, there is no universal UWB channel model proposed.

The contribution of this paper is a simple modeling of small scale fading and sim-
ple empirical model relating correlation coefficient to distance of UWB indoor channel.
The propagation scenarios deal with both Line-of-Sight (LOS) and Non-Line-of-Sight
(NLOS) situations. We have assumed two hypotheses, the first one is that the indoor
channel is considered to be time invariant because the transmitter and the receiver are
static and no motions take place in the channel. The second one is that the signal ex-
citation is assumed to be close to an ideal Dirac-Delta impulse which means that the
received signal can be seen as a good approximation of the channel impulse response.

The rest of the paper is organized as follows. In Section 2, presents our measurement
specification and set-up. Section 3 presents channel model and Statistical distributions.
The Section 4 describes our spatial correlation channel analysis and results. Finally,
conclusions are provided in Section 5.

2 Measurement Specification and Set-Up

Measurements are performed at spatially different locations under both Line of Sight
(LOS) and Non Line of Sight (NLOS). These are carried out in Eurecom Mobile Com-
munication Laboratory, which has a typical laboratory environment (radio frequency
equipment, computers, tables, chairs, metallic cupboard, glass windows,...) with plenty
of reflective and diffractive objects, rich in reflective and diffractive objects. For the
NLOS case, a metallic plate is positioned between the transmitter and the receiver [6].
We have complete database of 4000 channel frequency responses corresponding to dif-
ferent scenarios with a transmitter-to-receiver distance varying distance varying from
1 meter to 14 meters. The Electrical specifications of the used antennas in this work
are [12]:

– Frequency Range: 3.1− 10.0GHz.
– Gain: 4.4 dBi peak at 4.5GHz.
– VSWR1 < 2.0 : 1 : across 3.6− 9.1GHz.
– Polarization: Linear.
– Radiation Pattern: Azimuth Omni-directional.
– Feed Impedance: 50Ω (Ohms) Unbalanced.

The Mechanical Specification [12]:

– Antenna Element: 0.54 × 0.63 × 0.12 in 13.6 × 16.0 × 3.0mm
– Assembly PCB: 1.03 × 0.73 × .04 in 26.2 × 18.5 × 1.0mm
– Area of PCB that is Ground: 0.48 × 0.73 in 12.2 × 18.5mm
– Antenna Element Weight: 0.5 g

1 Voltage Standing Wave Ratio.
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The antennas presents a VSWR varying from 2 to 5 for example an efficiency about
82% at 5.2GHz. From the Fig. 2 in [6] we see a plate response over frequency range,
this a very important characteristics of UWB antenna, we recommend reference [13] to
learn about analysis of the antennas impact on the channel measurements.

2.1 Configuration and Set-Up

In our spatial correlation analysis we have used a virtual antenna arrays at the receiver,
with a fixed transmitter. A manual controlled positioning grid is used to scan the area by
1 cm. With respect of this scheme, receiving linear grid is synthesized in both broadside
and end-fire configurations with minimum inter-element spacing d = 1 cm, maximum
aperture width D = 100 cm, and up to Nd = 40 elements, as depicted in Fig. 1.
Due to aperture synthesis and the calibration processes, this analysis does not include
the effects of antenna coupling, and the scope of the present conversation is limited to
spatial correlation analysis, for LOS and NLOS configurations.

Fig. 1. General configuration of Eurecom UWB channel Measurement

2.2 Channel and Time Stationarity

The time stationarity of the channel is a obligation for the validity of the array synthesis
approach, and is ensured by completely immobilizing the measurement environment,
as established in [16] for example. This is in line with previous studies demonstrating
the time stationarity of indoor office and residential environments [15, 16]. A different
operating scenario, such as an outdoor UWB channel, may not reveal time stationarity,
and the spatial correlation characteristics may then be different in time [16]. Several
indoor small-office environments with size of the order of 10 m× 6 m and strong num-
ber of multi-paths are detected. The settings within the laboratories are varied, and the
transmitter receiver separation ranges from 1 to 6 m. Representing the receiving an-
tenna position on the Cartesian measurement grid by the cross-range, x, and range, r,
components, and the corresponding sets of locations by X and R, respectively, we can
express the Complex Channel Transfer Function (CCTF) as [16]

T (x, r, f) =

F∑
n=1

A(x, r, n) expjθ(x,r,n) δ(f − nΔf) (1)
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where r ∈ R is the range location, x ∈ X is the cross-range location, A is the amplitude
and θ is the phase. Under this representation, a variety of values of x ∈ X , with r being
constant, define a broadside array.

In this work, the spatial correlation coefficient, ρ, is calculated from the set of mea-
sured channel responses in the frequency domain. The receive correlation coefficient
signifies the statistical correlation between the signals received at two different loca-
tions after being emitted by the same transmitter’s position, at the same time as the
transmit correlation is the converse quantity, i.e. the correlation with two transmitters
and one receiver. Consider two CCTFs, T1 = T (r1, x1, f) and T2 = T (r2, x2, f), mea-
sured at locations (r1, x1) and (r2, x2), respectively, separated by distance, d, given by

d =
√
(r1 − r2)2 + (x1 − x2)2. (2)

The degree of likeness between these two CCTFs can be predicted in terms of their
cross-correlation. We note that the CCTF is a random process as the frequency-domain
fading coefficients are stochastic.

3 Proposed Statistical Distributions Description

The multipath indoor radio propagation channel impulse response on time domain is
normally molded as a complex low–pass equivalent impulse response. To characterize
the probability density function of the power variations in frequency domain (H(f))
we plot the histogram’s measurement data [13]. The power variations are fitted with an
analytical probability density function (pdf) approximation, namely a Weibull pdf. The
general formula for the Weibull pdf is given by:

f(z) =
γ

α

(
z − μ

α

)(γ−1)

exp

{
−
(
z − μ

α

)γ}
(3)

where α, γ, μ ∈ R, α, γ > 0 and z ≥ μ, α is the scale parameter, γ is the shape
parameter, and μ is the location parameter.

The Probability density function Student’s t-distribution has the probability density
function:

f(z) =
Γ (ν+1

2 )√
νπΓ (ν2 )

(
1 +

z2

ν

)−(ν+1)/2

(4)

where ν is the number of degrees of freedom and Γ is the Gamma function. The Rice
law, The probability density function is:

f(z|ν, σ) = z

σ2
exp

[
− (z2 + ν2)

2σ2

]
I0(

xν

σ2
) (5)

where I0(z) is the modified Bessel function of the first kind with order zero. When
ν = 0, the distribution reduces to a Rayleigh distribution.
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3.1 Evaluation

About 2000 LOS measurements were used to qualifying the adequate distribution. Test-
ing the results against the Weibull t distribution in LOS, the Rice and the Student’s
models, we conclude as follows: For the amplitude distribution we found the Weibull
pdf to have the best (highest) value of log likelihood score in about 70% of the mea-
surements. The same results are founded for NLOS. For the phases distribution we have
founded that is very fitted by a non parametric distribution with normal kernel for both
LOS and NLOS cases see Figures 2 and 3.

4 Spatial Correlation

Now, the correlation coefficient, ρ, between two complex random variables u(ξ) and
v(ξ) can be evaluated using the general expression [16]

ρ(u, v) =
E(uv†)− E(u)E(v†)

σuσv
(6)

where E(.) denotes expectation, † denotes conjugation,

σu =
√
E{|u|2}+ |{E(u)}|2. (7)

and σv is defined in a similar manner. In order to calculate the complex correlation
coefficient, ρa, for the UWB channel using the CTFs, we use (6) and (7) with u = H1,
v = H2 and ξ = f . The envelope correlation, ρe, and power correlation, ρp, defined
in [16], provide alternative definitions of the correlation coefficient. However, ρe and ρp
do not make use of the phase information in the complex CTFs. To calculate ρe, we put
u = |H1| and v = |H2| in (6) and (6), while for ρp, we use u = |H1|2 and v = |H2|2.
The approximation

ρe ≈ ρp ≈ |ρa|2. (8)

holds for Rayleigh-faded narrowband wireless channels [17], but not necessarily for
other fade distributions. We evaluate these three types of correlation for UWB channels,
analyzing the effect of the spatial offset, d. If the channel is asymptotically isotropic in
the horizontal plane, the correlation becomes a two dimensional Bessel function of
d with contours circularly symmetric about the point of reference [16]. Fortunately,
indoor UWB channels typically show large angular spreads [16], which is also reflected
in our measurements.

4.1 Correlation Evaluation

This part will present the analysis to the spatial correlation characteristics as a function
of range (distance), which signifies the performance of end fire arrays [16]. In order
to achieve this, we calculate the expectation, over the measurement set, of the spatial
correlation coefficient for a given range offset. The latter, in turn, is evaluated in terms
of the correlation coefficient between the central element of the xth column of the
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Fig. 2. Amplitude (left) and Phase (right) histogram together with the appropriate probability
density functions for LOS case

Fig. 3. Amplitude (left) and Phase (right) histogram together with the appropriate probability
density functions for NLOS case
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spatial measurement grid and the other elements in that column. The mean correlation
coefficient magnitudes thus obtained are shown in Fig. 4. It is observed that ρe ≈ ρp for
all considered offset d. The range correlation has a broader main lobe support compared
with the cross-range correlation. The first null of ρe and ρp is obtained at d = 20 cm
approx. (d = 15 cm approx. is reported in [16]), while the ρe = 0.5 threshold is crossed
at d = 9 cm (d = 7 cm approx. is reported in [16]).

Fig. 4. The spatial correlation magnitude verses the spatial offset in LOS (left) and NLOS (right).
The insets show the correlation for the corresponding LOS and NLOS channels. The complex
(ρc) and envelope (ρe) correlation values are shown.

5 Conclusion

In this work, we have presented a simple empirical model for statistical small scale fad-
ing of UWB indoor channel with unknown number of scatters. The results shown that the
channel small scale fading can be fitted very well by Weibull distribution for LOS and
NLOS. Also, the analysis of correlation coefficient shows that the the complex correla-
tion decays less rapidly with distance under LOS, but decreases rapidly under NLOS.
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Abstract. This paper deals with nonlinear Blind Source Separation
(BSS) applied to a simple bijective “toy” model. Our objective is to bet-
ter understand the difficulties encountered in nonlinear BSS, especially
when estimating the parameters of mixing or separating structures. The
results of this study and the proposed solutions may then be used by
the BSS researchers dealing with actual nonlinear physical models. The
simulation results confirm the usefulness of our proposed solutions.

1 Introduction

Blind Source Separation (BSS) aims at restoring source signals from their mix-
tures when the mixing parameters are unknown. While linear BSS has been
widely studied, little work is available about nonlinear BSS. It is well known
that the independence hypothesis is not sufficient for separating general nonlin-
ear mixtures because of the very large indeterminacies which make the problem
ill-posed [1]. A natural idea for reducing these indeterminacies is to constrain
the structure of mixing and separating models to belong to a certain set of
transformations [2]. Thus, the problem should be studied separately for each
considered mixing structure. Even in this simplified case, nonlinear BSS is much
more difficult than linear BSS because of the following problems:

1. most nonlinear models are not bijective so that even in the non-blind case
when the mixing parameters are known, it is not possible to retrieve the
sources in a unique manner without supplementary assumptions,

2. even when the mixing model is known, it is not always possible to find an
analytical expression for its inverse,

3. the study of the identifiability and separability of nonlinear mixtures is a
hard task and should be done model-by-model to determine which families
of source distributions are not separable for each nonlinear model,

4. the blind estimation of the parameters in mixing (or separating) structure
is another issue which is generally more difficult than in linear BSS. In par-
ticular, the matrix-based estimation algorithms can no longer be used.

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 157–165, 2012.
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The goal of our paper is the last issue, i.e. parameter estimation. The papers
addressing this problem may be classified in the following categories1:

– the papers considering the models which may be reduced to a linear model
using some transformations (e.g. [1], [5]). The estimating methods proposed
in these papers are especially developed for the particular considered model
and cannot be generalized to other models,

– the papers studying non-bijective mixing models (e.g. [6], [7]). Since in this
case there are several difficult problems to handle simultaneously, these pa-
pers do not focus especially on parameter estimation,

– the papers addressing this issue in general, without considering practical
examples (e.g. [8]).

In this paper, we address the problem in the case of bijective models with known
inverse and study in particular a simple “toy” model. Thus, we can focus our
efforts on the parameter estimation. Although this model does not fit any known
physical system, we believe this study will be useful for the BSS researchers
dealing with other actual nonlinear physical models.

2 Problem Statement

Consider the mixing equation x = F(s, θ∗) where s = [s1, · · · , sK ]T is the
vector of K independent unknown sources, x = [x1, · · · , xK ]T is the vector of K
observations and F is a bijective parametric function, defined by the unknown
parameter vector θ∗. Denote G the inverse of F so that s = G(x, θ∗). BSS may
possibly be achieved by constructing the separating model

y = G(x, θ) (1)

and looking for a parameter vector θ which makes the components of y =
[y1, · · · , yK ]T independent. It is clear that θ∗ is one of the solutions which
provides the original sources. The other possible solutions depend on the in-
determinacies involved in the problem. To make the components of y inde-
pendent, we can minimize the mutual information criterion defined as I =
E[log fy(y)] −

∑K
k=1 E[log fyk

(yk)] where fy and fyk
are respectively the joint

and the marginal probability density functions (pdf) of the variables yk. Since
the model is supposed bijective, (1) yields fy(y) = fx(x)/|J | where J is the
Jacobian of the separating model. Then, we obtain

I = E[log fx(x)] − E[log(|J |)]−
K∑

k=1

E[log fyk
(yk)] (2)

To minimize this criterion using an optimization algorithm we need to compute
its gradient and possibly its Hessian with respect to the parameter vector θ. As
shown in [1], the gradient reads

1 In this classification, we do not consider the non model-based papers like [3] and [4].
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dI

dθ
= −E

[
1

J

dJ

dθ

]
+

K∑
k=1

E

[
ψyk

(yk)
dyk
dθ

]
(3)

where ψyk
(yk) = −d log fyk

(yk)/dyk is the score function of yk. Then, the element
(i, j) of the Hessian matrix H can be obtained as follows:

Hij =
d

dθj

dI

dθi
= −E

[
d

dθj
(
1

J

dJ

dθi
)

]
+

K∑
k=1

E

[
dψyk

(yk)

dyk

dyk
dθj

dyk
dθi

+ ψyk
(yk)

d

dθj

dyk
dθi

]
(4)

The mutual information may be minimized using e.g. the gradient descent algo-
rithm θnew = θold − μ dI

dθ or the Newton algorithm θnew = θold −H−1 dI
dθ . The

online (stochastic) version of the gradient descent algorithm may be obtained by
removing the expected values in (3).

The score functions required in the equations must be estimated from the
outputs y1 and y2 and be updated at each iteration of the optimization algorithm.
They may be estimated for example using the approach proposed in [9] which

consists in writing ψyk
(yk) =

∑M
m=1 ckmφm(yk) where φm(yk) are some basis

functions and in computing the coefficients ckm by solving the following equation

Gk[ck1, · · · , ckM ]T = gk (5)

where Gk = E[φ(yk)φ(yk)
T ], gk = E[φ′(yk)] with φ(yk) =

[φ1(yk), · · · , φM (yk)]
T and φ′(yk) its derivative with respect to yk. This deriva-

tive may also be used for estimating the score function derivatives required in
(4).

An online estimate of the score functions may be obtained [10] at each time
t by updating the matrices Gk and the vectors gk using

Gk(t) = ρGk(t−1)+(1−ρ)φ(yk)φ(yk)
T , gk(t) = ρgk(t−1)+(1−ρ)φ′(yk) (6)

where ρ is a “forgetting factor” (for example equal to (t− 1)/t), then solving
Gk(t)[ck1(t), · · · , ckM (t)]T = gk(t) to find the coefficients ckm(t).

In the following sections, we study a simple toy problem to show the different
practical aspects of nonlinear BSS.

3 A Simple Bijective Model

We consider the following inverse structure

s1 = a∗x3
1 + b∗x2 , s2 = −b∗x1 + a∗x2. (7)

This model, which is defined by the parameter vector θ∗ = [a∗, b∗]T is bijective

if b∗ �= 0 (and if b∗ = 0 but a∗x1 �= 0) : in this case its Jacobian 3a∗
2

x2
1 + b∗

2

is

always positive. The above equations yield a∗x3
1+(b∗

2

/a∗)x1+(b∗/a∗)s2−s1 = 0
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which can be solved using Cardan’s formula with respect to x1 to obtain one of
the two mixing equations

x1 =

(−q

2
+
√
Δ

)1/3

+

(−q

2
−
√
Δ

)1/3

(8)

where Δ = q2

4 + p3

27 , q = ((b∗/a∗)s2 − s1) /a
∗ and p = (b∗/a∗)2. The other

mixture may then be obtained using

x2 = (s2 + b∗x1)/a
∗. (9)

BSS may be achieved by constructing the separating structure

y1 = ax3
1 + bx2 , y2 = −bx1 + ax2 (10)

and minimizing the mutual information of y1 and y2 with respect to θ = [a, b]T .
This model yields J = 3a2x2

1 + b2, dJ/dθ = [6ax2
1, 2b]

T , dy1/dθ = [x3
1, x2]

T ,
dy2/dθ = [x2,−x1]

T . Using (3) and (4), we obtain the following expressions for
the gradient and the Hessian

dI

dθ
= E

[ −1

3a2x2
1 + b2

[6ax2
1, 2b]

T + ψy1(y1)[x
3
1, x2]

T + ψy2(y2)[x2,−x1]
T

]
H = E

[
1

J2

(−6x2
1J + (6ax2

1)
2 12abx2

1

12abx2
1 −2J + (2b)2

)]
+ E

[
dψy1(y1)

dy1

(
x6
1 x3

1x2

x3
1x2 x2

2

)]
+ E

[
dψy2(y2)

dy2

(
x2
2 −x1x2

−x1x2 x2
1

)]
. (11)

From (7) and (10), it is evident that if θ = k[a∗, b∗]T , then y1 = ks1 and
y2 = ks2 so that y1 and y2 are independent and minimize the criterion. One
of the solutions to fix this indeterminacy consists in defining s′i = si/a

∗ and
c∗ = b∗/a∗ which yields the inverse model

s′1 = x3
1 + c∗x2 , s′2 = −c∗x1 + x2 (12)

and the corresponding separating structure

y1 = x3
1 + cx2 , y2 = −cx1 + x2 (13)

In this case, there is only one parameter to estimate so that the gradient and

the Hessian are scalars: dI
dc = E

[
−2c

3x2
1+c2

+ ψy1(y1)x2 − ψy2(y2)x1

]
, H = dI2

d2c =

E
[−6x2

1+2c2

(3x2
1+c2)2

+ ψ′
y1
(y1)x

2
2 + ψ′

y2
(y2)x

2
1

]
.

4 Local Minima and Separability of the Model

In a first experiment, we mixed two 10000-sample independent, zero-mean and
unit-variance, uniformly distributed sources s1 and s2 using the mixing model



Nonlinear Blind Source Separation Applied to a Simple Bijective Model 161

−3 −2 −1 0 1 2 3
1.4

1.5

1.6

1.7

1.8

1.9

2

2.1

cM
ut

ua
l I

nf
or

m
at

io
n 

(u
p 

to
 a

n 
ad

di
tiv

e 
co

ns
ta

nt
) (a)

−3 −2 −1 0 1 2 3
0

5

10

15

20

25

30

35

cM
ut

ua
l I

nf
or

m
at

io
n 

(u
p 

to
 a

n 
ad

di
tiv

e 
co

ns
ta

nt
) (b)

Fig. 1. Estimation of mutual information (up to an additive constant) (a) with pdf
shape re-estimated for each value of c. (b) with pdf shape estimated for c = 1.
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Fig. 2. scatter plots of (a) mixtures, (b) output components corresponding to the good
local minimum, (c) output components corresponding to the bad local minimum

(8-9) and the parameters a∗ = 1 and b∗ = 1.5 which is equivalent to the inverse
model (12) with c∗ = 1.5 and s′i = si. Then, we constructed the separating model
(13), varied the parameter c between -3 and 3, and for each value of c estimated
the mutual information of the outputs (up to the additive constant E[log fx(x)]).
The result is shown in Fig. 1.a. As can be seen, this function has two local
minima but only one of them (which is also the global minimum) corresponds
to the actual value of the parameter and provides the independent components
corresponding to the actual sources2. When initialized with negative values of c,
the optimization algorithms like gradient descent or Newton converge towards
this “bad” local minimum. However, this value may be rejected a posteriori using
an independence test. Fig. 2 shows the scatter plots of the mixtures and of the
output components corresponding to these minima.

Note also that in practice, at each iteration of an optimization algorithm, one
first estimates (using the current value of the parameter c) the coefficients ckm
in (5) which determine the shape of score functions and related pdf, then freezes
them and performs a minimization step for the mutual information related to
these pdf with respect to c. Since the estimated pdf change during successive
iterations, the shape of the function to be minimized changes too. For example,
Fig. 1.b shows the mutual information as a function of c in the above example

2 Note that replacing x3
1 by x1 in (12) and (13) yields a linear model for which

the criterion has two good local minima at c∗ and −1/c∗ leading respectively to
[y1, y2]

T = [s1, s2]
T and [y1, y2]

T = [−s2, s1]
T /c∗.
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(with c∗= 1.5) corresponding to the coefficients ckm estimated using the value
c = 1. As can be seen this function is not the same as in Fig. 1.a. The practical
optimization is then more difficult than what is suggested by Fig. 1.a. This exam-
ple also shows the sensitivity of the method to the estimation of score functions:
if the estimated score functions are not updated in the following iterations, the
optimization algorithm converges towards the minimum of Fig. 1.b, i.e. c= 1.07.

The separability of our one-parameter model may be formulated as follows:
are there a family of source distributions and a value of the parameter c in
the separating model (13) for which y1 and y2 are independent but contain
mixtures of s1 and s2? To answer this question, one has to solve an independence
conservation functional equation [8]. Here, we only try to respond partially to
this question by the following experiment: we consider the generalized Gaussian
distribution family defined by the parameter α. For the values of α between 0.5
and 20 we generated the mixtures x1 and x2 for a∗ = 1 and b∗ = 1.5 (so that
c∗ = 1.5), then the outputs y1 and y2 using (13) for the values of c between -20
and 20. For each value of α, we estimated the mutual information I as a function
of c (like in Fig. 1.a) and verified if there was a value of c different from c∗ for
which I 	 0. Since we did not find such values, we can say “experimentally”
that the model is separable for generalized Gaussian distributions.

5 Simulation Results

The first two lines of Table 1 compare the batch versions of the gradient descent
(with a constant learning rate μ = 0.02) and Newton methods applied to the
mixtures generated as in Section 4. The algorithms were run 100 times corre-
sponding to 100 different source signals and 100 different initial random values
of the parameter c (uniformly distributed over [0.1, 2.1]). The score functions
were estimated using the method described in Section 2 with φm(yk) = ym−1

k for
m = 1, · · · , 5. In each simulation, the algorithm was stopped if |cnew − cold| <
10−6 and the performance was measured using the Signal to Interference Ra-

tio (SIR) criterion defined by SIR = 1
2

∑2
i=1 10 log10

E[s2i ]
E[(si−ŝi)2]

where ŝi is the

estimate of si computed using the final estimate of the parameter c. We also
tested the initial model with two parameters (Eq. 7-10) using a∗ = 4, b∗ = 6
(so that b∗/a∗ = 1.5) and the parameters a and b initialized with positive ran-
dom values. In this case, we estimate the two parameters simultaneously. The
sources may be then estimated only up to a scaling factor. The last two lines of

Table 1. Comparing batch versions of gradient and Newton algorithms

Mean(SIR) Std(SIR) Iterations per simulation time per simulation

Gradient (1 param) 52.6 dB 9.6 dB 1208 17.87 sec

Newton (1 param) 52.6 dB 9.6 dB 111 1.7 sec

Gradient (2 param) 60.5 dB 7.8 dB 75 1.7 sec

Newton (2 param) 60.5 dB 7.8 dB 4 0.2 sec
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Table 1 show the results. The SIR was computed after normalizing the estimated
sources so that they had the same variances and signs as the actual sources. Note
that in the Newton method, the Hessian H may be badly conditioned and even
negative-definite. To avoid this problem, after the eigenvalue decomposition of
H = QΛQT , the eigenvalues smaller than a positive value δ (chosen equal to
10−4 in our experiments) are replaced by δ [11].

As can be seen, this separating model leads to better results. This is probably
because the parameters space defined by two parameters has a better shape so
that the optimization algorithms converge better towards its minimum. In all
the experiments, the Newton algorithm is much less time consuming than the
gradient algorithm while providing the same performance.

Then, we tested the stochastic gradient algorithm. When using this algorithm,
we have two principal problems: carefully choosing the learning rate (because
the algorithm is extremely sensitive to this choice), and carefully estimating
the score functions. The choice of learning rate μ is widely discussed in the
neural networks literature [12]. We found that the following adaptation rule for
updating the learning rate gives good results

μi(t) = μi(t− 1).max

(
0.5, 1 + q∇i(t)

∇i(t− 1)

∇2
i (t)

)
(14)

where∇i =
dI
dθi

, ∇i(t−1) = ρ∇i(t−2)+(1−ρ)∇i(t−1) and ∇2
i (t) = ρ∇2

i (t−1)+

(1−ρ)∇2
i (t) with ρ a forgetting factor. The main idea is to increase the learning

rate when the new gradient points in the same direction as the average past
gradient ∇i(t−1) (normalized by the average of the squared gradient to make it
better conditioned), and to decrease it otherwise. The multiplier is limited below
by 0.5 to guard against very small (or even negative) factors. In our experiments,
we used ρ = t−1

t , q = 1.5 and μ(0) = 0.02.
We also need a new estimation of the score functions at each time t. Our

experiments show that the approach proposed at the end of Section 2 and based
on Eq. (6) does not give good results because at the first stages of the algo-
rithm the estimation of c and consequently the estimation of the score func-
tions are bad. Using (6), this bad estimation of the score functions does not
change significantly afterwards. Hence, we propose another approach which con-
sists in updating the score functions at each time t from all the past data, using
Gk(t) =

1
t

∑t
n=1 φ(yk(n))φ(yk(n))

T and gk(t) =
1
t

∑t
n=1 φ

′(yk(n)).
We repeated the experiment with the one-parameter model using the stochas-

tic gradient algorithm and the signals containing 10000 samples. The mean and
the standard deviation of the SIR using 10 simulations were 42.0 dB and 15.2
dB with a runtime of about 90 seconds for each simulation. Figure 3 shows the
evolution of the parameter c and the learning rate μ in one of the simulations.
The same experiment using the two-parameters model led to an average SIR of
46.9 dB with a standard deviation of 6.3 dB and about 140 sec per simulation.
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Fig. 3. Evolution of (a) the parameter c and (b) the learning rate μ in the stochastic
algorithm versus sample index t

6 Conclusion

In this paper, we studied the BSS problem for one of the simplest bijective
nonlinear models. Even for this simple model, the problem is much more difficult
than linear BSS because of the existence of spurious local minima, the high
sensitivity of the optimization algorithms to the estimation of score functions, the
importance of parameter tuning in these algorithms, etc. We proposed solutions
to cope with these problems which may be helpful for the future works using more
realistic models. More experiments using constrained optimization algorithms
are required for treating the case of non-bijective models.
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Abstract. Seismic analysts identify earthquakes signals from those of explo-
sions by visual inspection and calculating some characteristics of seismogram. 
Such work supposes a great deal of workload for seismic analysts. Therefore, 
an automatic classification tool reduces dramatically this arduous task, turns 
classification reliable, removes errors associated to tedious evaluations and 
changing of personnel. In this present paper we are interested in transforming 
the analysts’ knowledge of classifying seismograms into an automated soft 
classification system based on fuzzy logic. This is primarily due to its capability 
of modelling human reasoning and decision-making, managing complexity and 
controlling computational cost. These capabilities are essential for manipulating 
high dimensionality and complexity of seismic signal. To conduct effective dis-
crimination, relevant seismogram characteristics are extracted based on human 
experience. Using these characteristics, a fuzzy classifier is built and tested with 
real seismic data. The results are found to be encouraging. 

Keywords: Seismic classification, Seismic signal processing, Fuzzy logic. 

1 Introduction 

The seismic database of Agadir was implemented in May 1998 by realization of an 
automatic station for detecting seismic events, and then in November 2001 by 
installation of the local seismic network [1]. The seismic events are detected by a 
power detector whereby the power over a short time-window (short-term average, 
STA) is compared with the power over a long time-window (long-term average, 
LTA). The basic idea of the algorithm is that an event is considered detected when the 
STA/LTA ratio exceeds a pre-determined threshold [2]. Because of several quarries 
located surrounding the Agadir city, many quarry explosions seismogram are 
recorded per day. As recorded explosions can mislead scientists interpreting the active 
tectonics and lead to erroneous results in the analysis of seismic hazards in the area, 
an event classification task is an important step in seismic signal processing. Such 
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task analyses data in order to find to which class each recorded event belongs. In this 
work, we focus our efforts on identifying earthquakes seismograms from those of 
explosions in order to construct an accurate and classified database. In view of very 
high volume of data, the Considerable operations conducted by humans can be 
tedious and stressful. Therefore, constructing a reliable automatic discrimination 
system is a crucial issue. Many different seismogram discrimination methods have 
been developed, where the event signal is reduced to a set of features. The latter can 
be extracted from time-domain representation of the signal, time frequency 
representation or spectral representation. Spectral ratios P/S and P/L are commonly 
presented as good discriminants between earthquakes and quarry blasts [3] [4] [5] [6]. 
Nevertheless, due to the low magnitude and overlapped P and S waves of quarry blast 
events, we cannot use the previous discriminant methods.  

As the seismic analyst arrived to distinguish between earthquake and explosion by 
visual inspection and calculating some characteristics of event signal, we are interest-
ed in transforming the analyst knowledge of classifying seismograms into an auto-
mated soft classifier. Such classifier can imitate the reasoning processes of experts in 
solving classification problem. The discriminant method was developed using fuzzy 
logic, considering that the latter is shown to be very useful in acquiring knowledge 
from human and a powerful tool to incorporate imprecise knowledge. 

The rest of this article is organized as follow. Data characteristics are discussed in 
Section 2. Section 3 is devoted to the proposed discrimination method of fuzzy logic 
approach. Experimental results are shown in Section 4. Finally, Section 5 outlines 
some conclusions. 

2 Data 

The term “seismic source” is a comprehensive name for all events or, more generally, 
for any radiator of seismic waves. A seismic source can be described by its strength 
and its spatial and temporal characteristics, i. e., by parameters such as source dimen-
sion, geometry and time function of the radiation. Explosion sources are instantaneous 
and produce a spherically expanding compressional first motion in all directions while 
the tectonic earthquake sources produce first motions of different amplitude and 
polarity in different directions. Due to these source characteristics, it is obvious that 
the forces acting at the source of an explosion are very different from those acting at 
the source of a natural earthquake. These different forces introduce diverse 
characteristics to the seismic signal that can be readily used to identify each type of 
source process and discriminate between explosions and tectonic earthquakes.  

In this section we present a data set of quarry blast events recorded by the seismic 
local network of Agadir. Natural earthquake seismograms are also collected for  
comparison study between these two events. Such study is useful to extract some 
characteristics of the signal generated by each type of these events. Fig. 1 depicts the 
vertical components seismogram of two earthquakes (a, b) and two quarry blasts  
(c, d). 
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Fig. 1. Shows the vertical component seismogram of two earthquakes (a, b) and two quarry 
blasts (c, d) recorded by the local seismic network of Agadir 

In a preliminary look at these seismograms, it seems that signal envelope is a 
promising discrimination parameter. The quarry blasts recording is characterized by 
overlapped P and S waves, less impulsive onset and short duration of coda waves. All 
these characteristics blend together to form a Gaussian envelope. Signal associated 
with an earthquake differs appreciably from that of explosion in that it involves large 
S waves, isolated or overlapped P and S waves (it depends on source-station distance) 
and exponential decay of coda amplitude with time. 

Analysis of many explosion signals shows that all the events have almost the same 
envelope, and can be recognized using only the envelope. Unfortunately, not only the 
explosion signals show this feature; some earthquake signals have also the same 
envelope as explosion. In order to find another parameter which can differentiate 
these types of event, we analysed their signals in the frequency domain. In fig. 2, 
seismogram of an earthquake and a quarry blast with their associated FFT are com-
pared. As can be seen in fig. 2, envelopes of these two events are quite similar, but the 
difference between their spectral content is clearly visible. It was observed that  
seismograms of quarry blast exhibit very low frequency amplitude below 1Hz. Con-
trary to earthquake seismograms, which often show very high frequency amplitude in 
the same band. 

Another important parameter to be considered is time duration of the event. Time 
duration is influenced by many factors, mainly the characteristic dimensions of the 
source. Thus, it should be expected that time duration of natural earthquakes would be 
longer than the time duration of explosions.  
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Fig. 2. Comparison between seismogram of an earthquake (a) and a quarry blast (d) and their 
corresponding envelope (b, e) and FFT (c, f) 

Examination of the data displays that explosion records have durations of less than 
40 seconds while tectonic earthquake records may last for several minutes. 

The simplest variable which can be used for discrimination between earthquake 
and explosion is the hour of detection. This variable relay on the fact that explosion 
are exploded during specified hours and forbidden during the night. Therefore, we 
cannot record a quarry blast event during night time. Such variable is unreliable be-
cause it cannot separate seismograms recorded during day time, but can be reliable if 
it is used with other parameters. 

3 Method 

The problem of discrimination between earthquakes and quarry blasts is formulated as 
a problem in fuzzy logic. Such problem may be separated into two stages, feature 
extraction and classification. 

3.1 Feature Extraction 

The performance of classification method is affected by feature set used to reduce the 
high dimensiality of seismogram. Therefore, extract the most relevant feature from 
known seismograms contribute to more reliable discrimination of unknown seismo-
grams. In this work the feature set defined by analysts corresponded to: 
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Envelope: To extract the signal envelope, we use the Hilbert Transform which is 
capable of tracking the amplitude envelope of the signal: 
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From the given signal x(t), a complex signal A[x(t)] (also known as analytical signal) 
that is associated with the original signal can be constructed as : 

 )]([)()]([ txjHtxtxA +=                                             (2) 

The envelope of the signal is defined as: 

 22 )]([)()( txHtxtE +=  (3) 

A finite impulse response filter (FIR) is designed to minimize the rapid variation of 
the envelope. As quarry blasts have usually the same envelope, we have chosen an 
envelope of this event as template envelope, which will be compared with upcoming 
events envelope. 

 

Time Duration: The time duration td is defined as the total duration in seconds of the 
event record from the P wave onset tp to the end of the signal tend. The latter is  
defined as the point where the signal is no longer seen above the noise. 

 pendd ttt −=  (4) 

Hour: Quarry blast events occur during the time day from 11:00 a.m. to 02:00 p.m. 
and from 05:00 p.m. to 06:00 p.m. Beyond this time intervals the explosion are ab-
sent, and the seismicity pattern during these hours should not be affected by these 
events.  

                                    Hour = hour+minute/60+second/3600                (5) 

Frequency Content: The frequency amplitude of seismic event signal is calculated in 
the frequency band [f1 f2] = [0.5 1]Hz. 
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3.2 Fuzzy Classifier 

Fuzzy logic theory, introduced by Zadeh [1965], deals with reasoning that is approx-
imate rather than fixed and exact, which is the case in traditional logic theory. Fuzzy 
logic has been extended to handle the concept of partial truth, where the truth value 
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may range between completely true and completely false. In classical concept of a set, 
the transition from one set to another is always abrupt; the membership of elements in 
a set is assessed in binary terms. So, an element either belongs or does not belong to 
the set. By contrast, the boundary of a fuzzy set is not precise. That is, the change 
from one class to its neighbours in a fuzzy set may be gradual rather than abrupt. This 
gradual change is expressed by a membership function valued in the real unit interval 
[0, 1]. Because the real world data, where information is often incomplete or some-
times unreliable, do not have sharply defined boundaries, fuzzy classifier provides the 
appropriate tool to manipulate the real data. What makes Fuzzy Logic so powerful is 
its ability of describing a system in linguistic terms rather than in terms of numbers. 
This enables the design of such system with more human-like reasoning using  
linguistic terms of natural languages.  

Let C=(C1, C2) be the two classes of seismic event, which can be described by a 
set of features or attributes Xi , i=1,…, n. i.e., a given event to classify is an element 
x=(x1 ,…,xn) of X1 ×…×Xn, where xi is the value taken by attribute i for this event. 
In the sequel, Xi will indicate either the attribute (or variable) itself or its set of val-
ues, while xi indicate possible values of Xi. The problem of designing the classifier is 
to define a mapping F such as: 

 F: X1× X2× ….×Xn→C (7) 

By employing fuzzy logic as a nonlinear mapping F, it is possible to describe the 
degree to which an event belongs to one class or the other.   

In order to solve a fuzzy classification problem, it is necessary to fuzzify inputs  
(Fuzzification), determine all IF-THEN rules (rule base), process them (Interference 
engine) and provide result in a usable and understandable form (Defuzzification) 
[7][8].  
 
Fuzzification: Fuzzification interface converts inputs of system into fuzzy variable. It 
contains predefined sets of linguistic terms and the degree to which inputs belong to each 
of the appropriate fuzzy sets is determined via membership functions. Qualitative inter-
pretation of different available values of input variables is achieved by fuzzification. 
 
Fuzzy Rules: The rules refer to variables and the adjectives that describe those vari-
ables. Rules are fuzzy conditional statements (implications) and usually expressed in 
the form: 

 IF variable IS adjective THEN class (8) 

Fuzzy Inference: Fuzzy inference simulates human decision making to assign a class 
to each input based on his knowledge and interpretation of the input vector. So, the 
point of fuzzy inference is to map an input space to an output space, and the primary 
mechanism for doing this is the list of ‘if-then’ rules. All rules are evaluated in  
parallel, and the order of the rules is unimportant. The most commonly types of fuzzy 
inference systems that can be implemented in Fuzzy Logic are: Mamdani-type and 
Sugeno-type which is used in this paper [9]. In fact they are similar in many respects. 
The main difference between them is that the output membership functions are only 
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linear or constant for Sugeno-type fuzzy inference. A typical rule in a Sugeno fuzzy 
model has the following form:  

If Input 1 = x and Input 2 = y, then Output z is: 

 z = ax + by + c (9) 

where a, b and c are constants. 
 
Defuzzification: Defuzzification interface converts fuzzy outputs into numerical 
value, which corresponds to event class. 

4 Results and Discussion 

The dataset contains two classes of seismic signals: earthquake and quarry blast. 
Discriminative parameters are illustrated in Table 1, where their corresponding 
fundamental descriptive statistical information for each class is provided. Such 
information is useful in defining the membership function. To represent the variable 
Hour, the histogram was used (fig. 3). 

Table 1. Discriminative parameters and their corresponding fundamental descriptive statistical 
information for the two classes 

       Duration         envelope        frequency 
 earthquake Quarry    

blast 
earthquake Quarry 

blast 
earthquake Quarry 

blast 
minimum   13.69   9.06 0.47  0.09     0.08 0.22 
maximum 736.80 32.03 0.98  0.55 190.12 7.44 
mean 135.39 17.30 0.82  0.39   20.51 2.38 
Standard 
deviation 

150.45   4.83 0.12  0.09   39.51 1.58 

 

Fig. 3. Histogram of the parameter Hour for both earthquake class and quarry blast one 

From these statistical data, it turns out that there is no single parameter with fixed 
classification threshold; as it can be seen in Table 1, similar values can be found for 
each parameter in the two classes. Therefore a single parameter cannot distinguish 



 Seismic Signal Discrimination between Earthquakes and Quarry Blasts 173 

between the two classes because they are overlapped. The most accepted solution for 
discrimination is the combination of these different parameters. At this point, the 
fuzzy inference system plays an important role. Fuzzy classes reflect reality better and 
allow decision makers to describe input attributes and output classes more intuitively 
using linguistic variables, overlapping classes and approximate reasoning. Events that 
belong to more than one class are treated in all classes where they have partial mem-
bership. 

The classification system is made up using the first-order Sugeno fuzzy model with 
fore inputs and an output. Trapezoidal type membership function is chosen to be more 
suitable for the input variable because of its shape. Based on descriptions of the input 
(Hour is night, envelope is Gaussian, duration is short, frequency is low…etc) and 
output classes (earthquake, quarry blast), 09 rules are constructed. With 120 events 
(60 earthquakes, 60 quarry blasts), results were as following: 

─ correctly classified events: 120 
─ misclassified: 0 
─ accuracy: 100% 

The results of this research have shown that the fuzzy approach is perfectly suitable 
for distinguishing earthquake events from quarry blast ones. Such technique, achieved 
a high discrimination performance with low complexity, could be employed in real 
time discrimination. Moreover, by using fuzzy logic rules, the maintenance of the 
structure of the algorithm decouples along fairly clean lines. The features characteris-
tics of each class might change in the future, but the underlying fuzzy classifier will 
be the same. For example, exploded hour of quarry blasts can be changed in the future 
but, the system can be recalibrated quickly by simply shifting the fuzzy set that de-
fines Hour or just rewriting the fuzzy rules without touching the complex program-
ming code. Also, adding more rules to the bottom of the list to increment or expand 
the scope of the knowledge-base, as processes develop or new events are found, is 
relatively easy and without needing to undo what had already been done. In other 
words, the subsequent modification was pretty easy. The last statement is perhaps the 
most important one and deserves to be addressed here. Since fuzzy logic is built on 
top of linguistic terms used by ordinary people on a daily Basis, fuzzy logic allows 
anyone to edit and modify the rules without worrying about underlying code. 

5 Conclusion 

In this paper, an automated discriminant method between earthquakes and explosions in 
Agadir database is developed using fuzzy logic. Each event is represented by a set of 
features deduced from corresponding signal. The fuzzy system interprets the values in the 
input vector and, based on some set of rules, assigns each input to its class. Fuzzy logic is 
used due to its human-like-reasoning nature, its feasibility of implementation nonlinear 
problems and its capabilities to deal with uncertainties and imprecision, but otherwise the 
fuzzy should be considered in view of its simplicity and transparency. This simplicity 
however does not limit its effectiveness. In this work fuzzy classifier appear as a  
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powerful tool to deal with seismic signal, which is distorted, weakly, noisy and complex. 
Fuzzy classifier results show good performance with low complexity. However, fuzzy 
methods are still dependent on expert knowledge.  

References 

1. Akhouayri, E., Ait Laasri, H., Agliz, D., Atmani, A.: Agadir’s seismic central acquisition man-
agement. In: 27th European Center for Geodynamics and Seismology, ECGS, Luxembourg, 
Nouvember 17-19 (2008) 

2. Akhouayri, E., Agliz, D., Fadel, M., Ait Ouahman, A.: Automatic detection and indexation 
of seismic events. AMSE Periodicals, Advances in Modeling and Analysis, série C 56(3), 
59–67 (2001) 

3. Yıldırıma, E., Gulbag, A., Horasana, G., Dogan, E.: Discrimination of quarry blasts and 
earthquakes in the vicinity of Istanbul using soft computing techniques. Computers & Geos-
ciences, 01–09 (2010) 

4. Allmann, P.B., Shearer, P.M., Hauksson, E.: Spectral discrimination between quarry blasts 
and earthquakes in Southern California. Bulletin of the Seismological Society of  
America 98(4), 2073–2079 (2008) 

5. Ursino, A., Langer, H., Scarfı, L., Grazia, G.D., Gresta, S.: Discrimination of quarry blasts 
from tectonic microearthquakes in the Hyblean Plateau (south-eastern Sicily). Annali di 
Geofisica 44, 703–722 (2001) 

6. Orlic, N., Loncaric, S.: Earthquake-explosion discrimination using genetic algorithm-based 
boosting approach. Computers & Geoscience 36, 179–185 (2010) 

7. Ruiz Reyes, N., Vera Candeas, P., Garcıa Galan, S., Munoz, J.E.: Two-stage cascaded clas-
sification approach based on genetic fuzzy learning for speech/music discrimination.  
Engineering Applications of Artificial Intelligence 23, 151–159 (2010) 

8. Kovacic, Z., Bogdan, S.: Fuzzy Controller Design -Theory and Applications. Taylor & 
Francis Group, LLC, Boca Raton (2006) 

9. Sivanandam, S.N., Sumathi, S., Deepa, S.N.: Introduction to Fuzzy Logic using MATLAB. 
Springer, Heidelberg (2007) 



A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 175–182, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Ultra Wide-Band Channel Characterization  
Using Generalized Gamma Distributions 

Zakaria Mohammadi1, Rachid Saadane1,2, and Driss Aboutajdine1 

1 GSCM-LRIT Laboratory Associated with CNRST,  
Faculty of Science, University Mohammed V- Agdal, Rabat. 

 2 LETI laboratory, Ecole Hassania des Travaux Publiques,  
Km 7 Route d’ El Jadida, B.P 8108, Casa-Oasis, Casablanca 

Zakariamhm@gmail.com, rachid.saadane@ehtp.ac.ma, 
aboutaj@fsr.ac.ma 

Abstract. In this paper, we present an experimental characterization of the 
ultra-wide bandwidth (UWB) indoor channel using Generalized Gamma 
distributions. This investigation is also based on the analysis of the statistical 
properties of the multipath profiles when thresholding the estimated Power 
Delay Profile PDP over a spaced measurement grid. This characterization 
procedure was applied to the ultra wideband channel measurements collected 
from a measurement campaign, which has been performed within the 
whyless.com project by the IMST group, over a bandwidth of 10 GHz.  

Keywords: Ultra Wideband, Power Delay Profile, Generalized Gamma 
distribution, Small Scale Fading, channel Modeling. 

1 Introduction 

The challenge of the recent communication systems is to field the user’s requirement 
on low power consumption, little interferences with other systems, and high rate 
transmission. Therefore, ultra wideband (UWB) radio is an emerging technology, and 
has received great interest from the research and industry community, notably for 
Wireless Personal Area Network WPAN. It consists generally to transmit very short 
pulses, over a large frequency bandwidth, in the order of 500 MHz to several GHz, 
according to the specification of the Federal communication commission (FCC) [1]. 
However, an appropriate knowledge of the UWB channel proves necessary for the 
design, simulation, and performance evaluation of such systems. Many 
characterizations have been performed for several environments: Indoor, Outdoor, 
Corridor, Office... [2][3][4]. All this contributions are based on experimental 
measurements of the UWB channel. Many measurements campaigns have been 
performed within the past few years, mainly due to emerging UWB standards (e.g. 
multiband OFDM-UWB, IEEE 802.15.4a, and IEEE 802.15.3c). It can be done either 
in frequency or time domain. Usually, time domain sounding consists to the 
transmission of a pseudo-noise sequence and to estimate the channel impulse response 
by correlating the emitted sequence with the received one [5]. While this technique is 
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respect to the first Multipath Component MPC arrival time, determined as τref = d/c, 
where c is the speed of light. Then it was identified as the origin of the delay axis. The 
goal of this normalization is to use the averaging technique safely, by anticipating the 
effect of smearing for an accurate extraction of statistical parameters. 

 

Fig. 2. Example of normalized estimated LOS-APDP in logarithmic scale 

3 Generalized Gamma Distribution 

Because of its flexibility and high quality adjustment, the Generalized Gamma 
Distribution was used in many fields like signal & image processing, mobile 
communication and many others. It was first introduced in [7]. The GГD Probability 
Density Function PDF is defined as follows: 

;  , , , =
Γ

exp .                              (1)  

For γ≤ x< +∞, where α and k are the positive real valued shape parameters, β the 
continuous scale parameter (β>0), γ the location parameter (γ≡0 yields the three 
parameters GГD) and Г (●) is the Gamma function. Among the interesting properties 
of this distribution, it have one more parameter than the most used distributions 
rendering it more flexible to the measurement data, moreover it contain a large variety 
of other distributions for different values of scale and shape parameters: Rayleigh 
(k=2, α=1), exponential (k=1, α=1), Nakagami (k=2), Gamma (k=1), log-normal 
(α→∞), and Weibull (α=1). For assessing the goodness of fit, we have to estimate the 
model-parameters. Since the APDPs values are all positive, the location parameter γ 
is assumed zero-valued (γ=0). To estimate the parameters α, β and k, we adopt the 
Maximum Likelihood ML method. Assuming X={X1, X2, ... , XN} a vector of 
mutually independent data, the Log likelihood is expressed as: 
 ; , , =  ; , ,= Γ 1 log . (2) 
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Fig. 3. PDF of the GГD with γ=0 for different values of α, β and k 

By settings the derivative of this function with respect to α, β and k to zero, we obtain 
the expression of the Maximum Likelihood ML estimators for the three parameters. 
Specifically, the expression of the estimators is: ; , , = log log = 0, = Γ zΓ z  .    
 

(3) 

; , , = 1 log log = 0 .   (4) 

; , , = = 0 .  (5) 

Then the estimators can be straightforwardly determined by solving a three equations 
system [8]. After computing the estimated parameters, we use the test of Kolmogorov 
Smirnov [9] to evaluate the Goodness-Of-Fit of the fitted distribution regarding the 
data-set. It consists to test how well a hypothesized distribution function F(x) fits an 
empirical distribution function Fn(x), which equals the fraction of xi that are less than 
or equal to x for each -∞<x<+∞,i.e.  = ∑                                               (6) 

One of the simplest measures is the largest distance between the two functions S(x) 
and F(x), measured in a vertical direction. This statistic was suggested by 
Kolmogorov, and was used in our simulations for evaluating quality of adjustment. 

4 Simulations and Results 

In the majority of results, the power of APDP varies in logarithmic scale between 0db 
and -50db with respect to the strongest MPC arrived at τref. The first simulation 
consists to apply several thresholds to the APDPs and computing the number of 
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MPCs arriving within the cut-off threshold. The usual thresholding processing 
comprises cutting off all data below a previously determined threshold and keep only 
the MPCs above it. In this simulation, the average MPCs number was calculated for 
several threshold values in both scenarios. We can observe an increase of the MPCs 
number when decreasing the threshold value. Then it is possible to estimate the total 
energy carried by the thresholded APDP. The large values of captured energy indicate 
that the temporal dispersion parameters can be estimated accurately, as denoted in 
[10]. Otherwise, this will enhance the estimation of temporal parameters when the 
total energy captured is more than 90%. Then the APDPs can be cutting-off using 
appropriate thresholds. The adopted threshold was -45dB and -35dB for LOS and 
NLOS respectively, corresponding to average MPCs number of 720 and 780 
components. Then the 45 resulting APDPs are referred to our GГD-Model using the 
ML estimator to extract different values of shape and scale parameters. It was found 
that the Log-Logistic distribution gives the best agreement with the empirical 
distribution of the shape parameter α for different APDPs delay bin in both scenarios. 
Previous results showed that the 45 shape parameters α values are well modeled as 
log-logistic, denoted as L(α, β, γ) with (α=92.869, β=0.68477, γ=0.32788) for LOS, 
while (α=39.336, β=0.24988, γ=0.75758) for NLOS. The table 1 shows the goodness 
of fit using the test of Kolmogorov-Smirnov for Log-Logistic, Normal, Log-Normal 
and Nakagami, which gives the best values of KS test. The histograms of the 
experimental α and the theoretically fitted distribution are shown in Fig.4. Applying 
the same procedure to characterize the second shape parameter k, we found that it is 
also log-normally and log-logistically distributed for LOS and NLOS respectively, i.e. 
k LOS ≈ Ɲ (σ=1.6589, μ=-6.8785, γ=8,0738 E-5), and k NLOS ≈ L (α=1,0781, 
β=0,00339, γ=4,9560 E-4), while assuming that the large values of parameter k 
correspond to the first multipath components, and the small k-values are associated 
with the later MPCs, with respect to linear fitting value for both scenarios. 

Table 1. Goodness-Of-Fit for shape parameter α 

 
 

 Log-
Logistic 
(α, β, γ) 

Normal 
(σ, μ) 

Log-Normal 
(σ, μ, γ) 

Nakagami 
(m, Ω) 

LOS Statistic 0.0541 0.09914 0.09785 0.09923 
 Distribution 

Parameters 
(92.869, 
0.68477, 
0.32788) 

(0.01531, 
1.0131) 

(0.01512, 
0.01293, 
0.32168) 

(1096.6, 
1.0267) 

NLOS Statistic 0.02979 0.04217 0.0388 0.04159 
 Distribution 

Parameters 
(39.336, 
0.24988, 
0.75758) 

(0.01164, 
1.0079) 

(0.02807,     
-0.8761, 
0.5913) 

(1874.1, 
1.0159) 

Ɫ

Ɫ Ɫ
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Fig. 4. Values and histograms of the shape parameter α and the theoretically fitted distribution 

The previous shape parameters determine the shape of the distribution, while the 
scale parameter β determine the statistical dispersion of the probability distribution. If 
β presents large values, the distribution will be more spread out. Otherwise, the 
distribution will be more concentrated. The results indicate that the first LOS delay 
bins are more expanded than the others, whereas we notice that as far as the bin delay 
index increases, for LOS and NLOS scenarios, the bin values becomes more spread. 
This can be seen through FIG.5. Note that using the K-S test, we find that the scale 
parameter follows a Log-Logistic distribution for LOS scenario β LOS ≈ L (α=2.829, 
β=15.91, γ=0.95684), while it is Log-Normally distributed for NLOS β NLOS ≈ Ɲ 
(σ=0.24244, μ=3.2558, γ=-7.7394).  

 

Fig. 5. Values and histograms of β with the theoretically fitted distributions 

Then, it is possible to build simulated channel responses according to our 
simulation procedure, as described in FIG.6. In the model described above, the 
different shape and scale parameters are modeled with Log-Logistic or Log-Normal 
distributions, depending on the scenarios to simulate. The FIG.7 shows an example of 
comparison between a resulted APDP from our model with experimental one. It can 
be shown that the resulted Averaged Power Delay Profile reproduce roughly the same 
trend of our experimental data.  

Ɫ
Ɫ
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Fig. 6. Flowchart of the procedure for generating simulated APDP 

 

Fig. 7. Example of simulated VS Realistic APDP in LOS scenario 

For the moment, the qualitative visual inspection remains the used method to 
evaluate the quality of modeling, while there are several other ways to assess the 
proposed model. Among them, quality of signal, calculated by integrating the 
theoretical and the modeled APDPs over all delays bin. This technique remains 
sometimes inaccurate, because of possibility of signal amplification which can affect 
its quality. However, the most used technique consists to compare some temporal 
parameters between the experimental response and the result built with the proposed 
model. More precisely, most authors use the Root mean square (RMS) delay spread 



182 Z. Mohammadi, R. Saadane, and D. Aboutajdine 

τRMS as a significant value which provide the time dispersion and the frequency 
selectively of the Power Delay Profile due to Multipath propagation. Moreover, to 
improve our model, we can enhance our flowchart by introducing some modification 
of our modeling process: for example, the linear fitting for the shape and scale 
parameters k and β proves be less suitable to describe the ascending and descending 
trend of this parameters. For this reason, we can use exponential or polynomial fitting. 

5 Conclusion 

In this paper, we performed a statistical analysis of UWB channel realizations, 
obtained from a measurement campaign in an indoor office environment using the 
parametric Generalized Gamma Distribution. Based on these results, we proposed a 
statistical model for generating UWB propagation channel. The experiment shows 
that the resulted channel Power Delay Profile can reproduce the same trend of the real 
channel response. In this work, we are limited to evaluate the quality of modeling 
with visual inspection, while we expected to improve our basic model and to assess 
our model using more developed tools are discussed before in future works. 
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Abstract. This work focuses precisely on the design of a smart antenna printed 
on dielectric substrate operating at frequency L1 = 1575.42 MHz This device 
consists of an antenna array to be integrated, in a GNSS/GPS network, with the 
aim of detecting ionosphere disturbances associated with land-based. To 
address such concerns, we studied an antenna array, consisting of four square 
elements, patch type, operating at the L1 frequency. As a first step, a simple 
square printed radiating structure was designed to test adaptation and radiation 
characteristics. In a second step, a square shape (2 * 2) antenna array has been 
studied. This type of sensor (networks) should respond no later than fifteen 
minutes after the main shock of an earthquake. 

Keywords: Antenna array, GNSS antenna, ionosphere perturbations. 

1 Introduction 

At the end of the last decades, significant progress in detecting and modeling the 
ionosphere disturbances induced by seismic waves, were performed. This research is 
now an important part of the assignment and monitoring projects in the upper 
atmosphere [1] [2]. We are particularly interested in the behavior of the ionosphere, 
which is considered the seat of physical phenomena such as refraction and reflection 
of electromagnetic waves. 

The extremely low power level delivered at the satellite makes the GPS prone to 
jamming and interference disturbances. Interference in question may be unintended 
equipment produced by other radio or from hostile interference. Studies by [3] and [4] 
show that an antenna array and adaptive directional beams are a promising method to 
overcome this problem. The use of high frequencies and microwave systems for 
microstrip structure has been responsible for the development of printed antennas. 
They are most often used in networks to improve performance and to enable the 
achievement of very specific functions, such as pointing and scanning electronic 
jammers rejection, and adaptive detection. There are two possible methods to 
dynamically change the radiation pattern and mitigate the effects of interference and 
multipath while increasing the coverage and distance [3]: (1) The switched beam and 
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(2) the adaptive beamforming. However, the first system provides limited 
performance compared to the second one. Therefore, we will focus our work on 
adaptive beam antennas which can react dynamically to changing RF environment. 
The unwanted signals (interferences) are deleted, while the main beam is directed to 
the signal. It is precisely to meet these requirements we are considering to use the 
antenna arrays controlled by servo. The servo leads the radiation beam to point to a 
desired mobile user and tracks the moving user, while minimizing interference from 
other users. Precisely, a part of this result we will try to achieve, in this study for a 
design in the industry, a network of smart antennas. The present work will be divided 
into two main parts. The first one will be devoted to the study of a single element 
(patch) square, while the second part, will addresses the computations and 
optimization of an antenna array. 

2 Simple Element Design 

The probably most two popular GNSS L1 antenna implementations are the patch and 
helix approaches. Nevertheless, others also exist [5]. This patch will be fed by a 
microstrip line with an impedance of 50 Ω. The study of such a unit cell allows us to 
observe their behavior and frequency radiation at the working frequency L1. 

 

Fig. 1. Geometry of a single square patch 

The described element will be design to operate at L1 frequency 1575.42 MHz. 
Our computations were based on transmission line theory. The width and length are 
given by the following equations [6]: 

2

1
L2

c
W

r
1

+ε
=  (1) 

Where the operating frequency L1=1575.42 MHz, c = 3 108 m/s and εr = 4.32. 
Substituting above values, the width of the patch (W) becomes 61.1 mm. The 
effective length (Leff) of the element can be calculated with equations (2) and (3). 
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In this design, substrate has been used with parameters are: tanδ = 0.001, thickness of 
substrate (h) equal to 1.59 mm. Substituting W= 61.1 mm, εr = 4.32 in equation (3), 
we get εeff = 4.10. Hence  Leff = 49.9 mm. Due to the board effect, we derive the 
length extension (ΔL), using the following equation : 
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Substituting εeff = 4.10 and the values of W and h, we get ΔL = 0.741 mm. In final, we 
obtain, using this equation: L = Leff - 2ΔL = 49.9 mm – 1.482 mm = 48.41 mm. 
However, some adjustments to the dimensions will be required in order to obtain a 
better adaptation and optimization of dimensions at the L1 frequency. The new 
dimensions of the patch, after optimization, are given in the following table. 

Table 1. Dimensions of the patch 

Dimensions (mm) Theoretical values After optimization 
Length ( L) 48.41 mm 43 mm 
Width (W) 61.1 mm 43 mm 

Thickness (h) 1.59 mm 1.59 mm 

The major characteristics, at the desired frequency of a single element,  
of adaptation and radiation are shown, respectively, in the Fig. 2, Fig.3, Fig.4 and 
Fig.5.  

A good agreement is obtained at 1575.42 MHz where the reflexion coefficient is 
about -14 dB. This value shows that the printed square patch antenna is better 
matched to its feeding strip line because S11 ≤ - 10 dB. In this investigation, VSWR is 
less than 2. Taking as a test transmission below -10 dB to define the frequency at 
which the patch works (Fig. 2), there is then a cut ranging from 1.55 GHz to 1.60 
GHz - a bandwidth of about 4% compatible with the intended application. The 
antenna gain equal 4.91 dB in the direction of maximum radiation, that is 
perpendicular to the patch 0°. These results are satisfactory compared to the gain of 
patch antennas which seldom exceeds 6 dB [7]. 
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Fig. 2. Reflexion coefficient (S11) for single element 

 
Taking as a test transmission below -10 dB to define the frequency at which the 

patch works (Fig. 2), there is then a cut ranging from 1.55 GHz to 1.60 GHz a 
bandwidth of about 4% compatible with the intended application. 

 

 

Fig. 3. VSWR for single element 
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Fig. 4. Elevation pattern gain simulated for φ=0°(red) and φ=90° (purple) 

 

Fig. 5. Simulated radiation pattern at L1 frequency φ=0° (red) and φ=90° (purple) 

3 Antenna Array Design 

In the case of single square element, it has been observed that the antenna gain is 
quite low, not exceeding 6 dB. In order to increase the gain and improve the radiation 
characteristics, we use a network of antennas instead of a single antenna element. The 
major advantage of this array is its electronic scanning capability. Moreover, the 
major lobe can be steered toward any direction by changing the phase of the 
excitation current at each array element. 

The most important point in the design of an antenna array is the feed network. In 
our case, we opted for a parallel feed. The parallel feed, also called the corporate feed, 
where the patch elements are fed in parallel by the power division transmission lines. 
The transmission line divides into two branches and each branch divides again until it 
reaches the patch elements. This is constructed by first connecting two adjacent 
elements together with a transmission line and this can be calculated from (5) and (6). 
Now, two separate groups, each containing two elements, need to be connected 
together. This is done with a transmission line drawn between the centers of the 0.35 
mm wide transmission line. Figure 6 show the geometry of the proposed array. 
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Where We is the effective width of the patch, t is the thickness of the dielectric 
substrate, Z0 is the impedance of the transmission line and η0 is the free space intrinsic 
impedance. The transmission line is split using T-junction with equal power split. So 
both branches will receive input power, as is showing by the following equation: 
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In that case where Pa and Pb be the output power, then 

Pa = Pb = 
out

2
0

in Z2

V

2

1
P

2

1 =
                                    

 (8) 

As equal power split is needed, the output impedance (Zout) of the transmission line 
using (7) and (8) is obtained as Zout = 2Z0. In general, the impedance of a patch is 
between 100 and 400 Ω [8]. In our case, the transmission line is equal to 108 Ω and 
knowing that the impedance Zout = 2 Z0. Hence Z0 = 54 Ω. We finally obtained a line 
width of 7 mm. The array is fed by a probe of diameter 1.2 mm in the middle of the 
thicker transmission line by using SMA of impedance 50 Ω. From equation (8) we get 
that the probe ideally should have an impedance of 48 Ω.  

In this method, the inner conductor of the coax is connected to the patch through 
the substrate while the outer conductor is attached to the ground plane. 

 

Fig. 6. Design of antenna array (2*2) 
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Particular interest should be worn to calculate the distance between element(s) in 
order to minimize the coupling between the elements. Several studies [8] and [9] 
showed that a distance of about λ / 2 reduces the effects of this phenomenon. Given 
that λ is the wavelength in the dielectric, equal to λ0 / √ εeff with λ0 the wavelength in 
vacuum and εeff effective dielectric constant of the patch. In our case, the distance (d) 
between the elements of the antenna has been optimized and set at 8 cm. This 
parameter has a significant impact not only on minimizing coupling phenomena but 
also the shape of the radiation pattern [4]. 

In future work, we will focus on the inter-element distance patches to study the 
influence of this parameter and optimize the performance of our network. The antenna is 
made of right hand circular polarization (RHCP) and it is on this basis that the antenna 
was carried out. The choice of this polarization is defined and not arbitrary [10]. 

The microstip antenna array radiates normal to its patch surface. The diagram 
consists essentially of a main lobe containing the maximum power, in the normal 
direction of the patch, suitable for our application. The simulated E-plane and H-plane 
pattern and the reflexion coefficient (S11) are illustrated in the figure 7 and 8. The 
reflexion coefficient of the antenna array is – 14.82 dB at the L1 frequency for a peak 
gain at design frequency of 7 dB. 

    

Fig. 7. Reflexion coefficient of the array Fig. 8. Simulated E-plane and H-plane 

4 Conclusion 

The study of printed antennas shows that, we were able to design an antenna array 
consisting of four square elements, which will then be integrated into GPS/GNSS 
networks to monitor atmospheric phenomena. The results using simulation tools in 
the vicinity of 1547.42 MHz, showed satisfactory characteristics of adaptation and 
radiation. The appropriate approach to reach our goal is to study as a first step, and 
optimize the performance of a simple radiating component obtaining thus a reflexion 
coefficient close to -15 dB with a gain of 5 dB and a suitable radiation pattern. 
Indeed, the maximum radiation is obtained in the normal direction of the patch. The 
results are fully consistent with the results in the literature. 
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The second step consists in the optimization of antenna array by finding an optimal 
configuration of the network, addressing the key issue the distance between elements 
in order to obtain a small footprint while maintaining correct characteristics of 
adaptation and radiation. In this case, too, the radiation characteristics and adaptation 
remains satisfactory. We obtain a gain of about 7 dB and a radiation pattern consists 
mainly of a main lobe in the direction normal to the surface of the patch, suitable for 
our application. The inter-element distance was optimized and fixed to the half 
wavelength, about 8 cm 

In the case of single element it has been observed that the antenna gain is quite 
low. But, while employing the array, gain increases significantly. This is one of the 
most advantages of the array structure. The results obtained at the L1 frequency, make 
it possible to design a network of printed antennas that can be used further for the 
design of an adaptive antenna. 

The network thus proposed with high gain, low cost and small footprint meets our 
goal. As a perspective to our work, we propose the use of this network for the design 
of an adaptive antenna capable to modify the antenna pattern in order to have the 
benefits of the signal environment. A beam adaptive antenna arrays using controlled 
by a well-defined process. This control directs the radiation beam to a desired mobile 
user and tracks the moving user, while minimizing interference from other users by 
introducing nulls in the direction of interference. 
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Abstract. In this paper, we propose a new method for blindly separat-
ing convolutive mixtures of non-stationary and temporally uncorrelated
sources. It estimates each source and its delayed versions up to a scale fac-
tor by Jointly Diagonalizing a set of covariance matrices in the frequency
domain, contrary to most existing second-order methods which require a
Block Joint Diagonalization algorithm followed by a blind deconvolution
to achieve the same result. Consequently, our method is much faster than
these classical methods especially for higer-order mixing filters and may
lead to better performance as confirmed by our simulation results.

1 Introduction

In this paper, we propose a new method for blindly separating convolutive mix-
tures of non-stationary and temporally uncorrelated signals. Consider M mix-
tures xi(n) of N discrete-time sources sj(n) and suppose the mixing filters are

FIR (Finite Impulse Response). Denoting by Aij(z) =
∑K

k=0 aij(k)z
−k the trans-

fer function of each mixing filter where K is the order of the longest filter, we
can write

xi(n) =

N∑
j=1

K∑
k=0

aij(k)sj(n− k), i = 1, ...,M. (1)

This convolutive mixture may be rewritten as an instantaneous mixture [1–
4] in the following manner. Considering delayed versions of the mixtures, i.e.
xi(n− l) (l = 0, 1, ..., L− 1), Eq. (1) reads

xi(n− l) =

N∑
j=1

K∑
k=0

aij(k)sj(n− (k + l)), (i, l) ∈ [1,M ]× [0, L− 1]. (2)

TheseML generalized observations xil(n) = xi(n−l), (i, l) ∈ [1,M ]×[0, L−1]
can be then considered as instantaneous mixtures of N(K + L) generalized
sources sjr(n) = sj(n − r) = sj(n − (k + l)), (j, r) ∈ [1, N ] × [0,K + L − 1].

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 191–199, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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This mixture is (over-)determined if ML � N(K + L). It is clear that this
condition may be satisfied only if M > N i.e. if the original convolutive mixture
is strictly over-determined. In this case, by choosing the integer number L so that
L � NK

M−N , the reformulated instantaneous mixture (2) is (over-)determined. To
represent the reformulated mixture in vector form, we define

x̃(n) =
[
x10(n), x11(n), ..., x1(L−1)(n), ..., xM0(n), xM1(n), ..., xM(L−1)(n)

]T
,

s̃(n) = [s10(n), s11(n), ..., s1(K+L−1)(n), ..., sN0(n), sN1(n), ..., sN(K+L−1)(n)]
T ,

which yield using (2) :
x̃(n) = Ãs̃(n), (3)

where Ã =

⎛
⎜⎜⎝

A11 . . . A1N

...
. . .

...
AM1 . . . AMN

⎞
⎟⎟⎠ and Aij =

⎛
⎜⎜⎜⎜⎜⎝

aij(0) . . . aij(K) 0 . . . 0

. . .
. . .

. . .
. . .

0 . . . 0 aij(0) . . . aij(K)

⎞
⎟⎟⎟⎟⎟⎠,

each block Aij being a matrix of dimension L× (K + L).
Then, Eq. (3) models an (over-)determined instantaneous mixture with M ′ =

ML observations xil(n) andN ′ = N(K+L) sources sjr(n). TheM
′×N ′ mixing

matrix Ã is supposed to admit a pseudo-inverse Ã+, called the separatingmatrix,
that we want to estimate for retrieving the generalized source vector s̃(n).

Several second-order methods, initially developed for separating Linear In-
stantaneous Mixtures (LIM), have been reformulated in this manner and used
to separate convolutive mixtures. For example, SOBI [5], BGML [6], and TF-
BSS [7] are three well-known methods proposed for separating LIM of mutually
uncorrelated sources. Since the covariance matrix of the source vector, Rs(n, τ),
is diagonal ∀n, τ for mutually uncorrelated sources, these methods jointly di-
agonalize a set of such matrices to achieve source separation. The approaches
proposed in [1], [2] and [3], called respectively SOBI-C, BGML-C and TFBSS-C
in the following, result from the generalization of these three methods to con-
volutive mixtures using the above reformulation. However, after reformulation
the diagonality property of the covariance matrix of the generalized source vec-
tor, Rs̃(n, τ), is no longer met ∀n, τ , but Rs̃(n, τ) is block-diagonal, whatever
the nature of the original sources sj(n). As a result, the convolutive methods
SOBI-C, BGML-C and TFBSS-C are based on Joint Block-Diagonalization
(JBD) of a set of covariance matrices. The JBD algorithm provides several fil-
tered versions of each initial source. Then, a blind deconvolution algorithm [3]
may be used to estimate each of the generalized sources sjr(n), and in particular
each of the initial sources sj(n), up to a scale factor.

In [4], we recently proposed a frequency-domain second-order approach for
separating convolutive mixtures of non-stationary sources, also based on the re-
formulation of the mixture as an LIM and on the JBD. Contrary to the three
methods mentioned above [1–3], our approach [4] requires neither global sta-
tionarity (supposed in [1]) nor piecewise stationarity (supposed in [2]) of the
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sources nor their sparseness (supposed in [3]). Our simulation results in [4] using
speech sources (i.e. non-stationary and temporally correlated signals) confirmed
the better performance of this approach [4] compared to the other methods [1–
3]. Nevertheless, the main drawback of all above four methods [1–4] is the high
computational cost, especially for high-order mixing filters. This cost is mainly
due to the JBD algorithm. That’s why we propose in this paper another al-
gorithm which avoids JBD and blind deconvolution. We show that when the
sources are non-stationary and temporally uncorrelated, it is possible to directly
estimate each of the generalized sources sjr(n) up to a scale factor just by jointly
diagonalizing a set of covariance matrices in the frequency domain.

2 Proposed Approach

In [8], we proposed a new method for separating LIM of non-stationary and
temporally uncorrelated signals based on the joint diagonalization of covariance
matrices in the frequency domain. The approach proposed in the current paper
is an extension of that method to convolutive mixtures and uses the same joint
diagonalization algorithm as in [8]. Like in the initial method [8], we suppose
that the initial sources sj(n) are

(H1) : real and non-stationary,
(H2) : zero-mean and temporally uncorrelated, i.e.∀j, ∀n �= m,E [sj(n)sj(m)] =

0,
(H3) : mutually uncorrelated, i.e. ∀j �= k, ∀n,m,E [sj(n)sk(m)] = 0.

Our spectral decorrelation method proposed in [8], which deals with frequency-
domain sources Sj(ω) (the Fourier transforms of temporal sources sj(n)), is
based on the following principal properties1:

(P1) : Uncorrelatedness and non-stationarity in the time domain are trans-
formed respectively into wide-sense stationarity and autocorrelation in
the frequency domain. The frequency-domain sources Sj(ω) are then
wide-sense stationary and autocorrelated.

(P2) : Since the temporal sources sj(n) are mutually uncorrelated, their Fourier
transforms Sj(ω) are mutually uncorrelated too.

Thanks to the linearity of the Fourier transform, by mapping the initial time-
domain LIM into the frequency domain, we obtain another LIM with the same
mixing matrix, but with respect to the frequency-domain sources Sj(ω) which
are wide-sense stationary and autocorrelated. Then, we can separate them using
the classical BSS algorithms initially developed for separating mixtures of time-
domain wide-sense stationary, time correlated signals like SOBI [5]. The main
advantage of our approach [8] is that thanks to the wide-sense stationarity in the
frequency domain, the expected values involved in the computation of covariance
matrices can be rigorously estimated by frequency averages. In the following, we
denote by SOBI-F the frequency-domain version of the SOBI algorithm.

1 See [8], and in particular Theorem 4, for more details.
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Note finally that the separating matrix may be estimated by jointly diagonal-
izing covariance matrices if and only if the following two conditions are satisfied
[8]:

(C1) : the covariance matrix of the source vector2 s(n), Rs(n, τ), is diagonal
∀n, τ (this condition is guaranteed by Hypothesis (H3)),

(C2) : the sources sj(n) have different normalized variance profiles.

In [8], we showed that for a given frequency shift ν1, Condition (C2) is equivalent
to the following identifiability condition:

E [Si(ω)S
∗
i (ω − ν1)]

E [|Si(ω)|2] �= E
[
Sj(ω)S

∗
j (ω − ν1)

]
E [|Sj(ω)|2] , ∀ i �= j. (4)

In the following, we present our extension of the above method to convolutive
mixtures. As mentioned in Section 1, a convolutive mixture can be reformulated
as an LIM mixture x̃(n) = Ãs̃(n). If we want to apply the above spectral decor-
relation method (using a Joint Diagonalization algorithm) to this reformulated
LIM for estimating the separating matrix Ã+, we must at first check the above
two conditions (C1) and (C2). Nevertheless, we know that the matrix Rs̃(n, τ)
is not diagonal ∀n, τ , but only block-diagonal, whatever the nature of sources
sj(n). However, using Hypothesis (H2) on the initial sources sj(n), we now show
that this matrix is diagonal for τ = 0. In fact, according to Hypothesis (H2), the
generalized sources sjr(n) satisfy the following equation:

∀ j = k, ∀ r �= d, ∀n, E [sjr(n)skd(n)] = E [sj(n− r)sj(n− d)] = 0, (5)

and using Hypothesis (H3) we can write:

∀ j �= k, ∀ r, d, ∀n, E [sjr(n)skd(n)] = E [sj(n− r)sk(n− d)] = 0. (6)

Equations (5) and (6), together yield

∀n, E [sjr(n)skd(n)] =

{
0 ∀ j �= k or r �= d
E
[
sjr(n)

2
]

for j = k and r = d
(7)

Thus, the generalized sources sjr(n) are instantaneously mutually uncorrelated,
so that the matrix Rs̃(n, τ) is diagonal for τ = 0. We now propose a trick to
transform these generalized sources sjr(n) into new sources which are mutually
uncorrelated for every time lag τ so as to satisfy Condition (C1) and to apply
our spectral decorrelation method for LIM. This trick is based on the following
theorem.

Theorem 1. Let up(n) (p = 1, ...,N ) be N real, zero-mean and instantaneously
mutually uncorrelated random signals i.e.

∀ (p, q) ∈ [1,N ]2, p �= q, ∀n, E [up(n)uq(n)] = 0. (8)

2 In LIM, the considered source vector is defined as s(n) = [s1(n), s2(n), ..., sN (n)]T .
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Suppose g(n) is a real, zero-mean, stationary, temporally uncorrelated random
signal, independent from all signals up(n). Then, the signals u′

p(n) defined by
u′
p(n) = g(n)up(n) are real, zero-mean, temporally uncorrelated and mutu-

ally uncorrelated . Moreover, each new signal u′
p(n) has the same normalized

variance profile as the original signal up(n).

Proof: See Appendix.

Multiplying each generalized observation xil(n) by a random signal g(n) sat-
isfying the conditions of the above theorem, we obtain new observations de-
noted by x′

il(n) = g(n)xil(n). These new observations are LIM of the new

sources s′jr(n) = g(n)sjr(n) with the same mixing matrix Ã, because denot-
ing x̃′(n) = g(n)x̃(n) and s̃′(n) = g(n)̃s(n) and using (3) we obtain

x̃′(n) = g(n)x̃(n) = g(n)(Ãs̃(n)) = Ã(g(n)̃s(n)) = Ãs̃′(n). (9)

Moreover, thanks to the above theorem (applied to signals up(n) = sjr(n)), the
new sources s′jr(n) = g(n)sjr(n) are:

1. real and non-stationary with the same normalized variance profiles as the
sources sjr(n),

2. zero-mean and temporally uncorrelated,
3. mutually uncorrelated for each time lag, i.e. Rs̃′(n, τ) is diagonal ∀n, τ .
Thus, the first condition (C1) for applying our spectral decorrelation method for
LIM is now satisfied because Rs̃′(n, τ) is diagonal ∀n, τ . Besides, if the sources
sjr(n) have different normalized variance profiles, then the new sources s′jr(n)
have too so that the second condition (C2) is also verified. In this case, the new
frequency-domain sources S′

jr(ω), which are the Fourier transforms of s′jr(n),
satisfy the following identifiability condition

∀ j �= k or r �= d,
E
[
S′
jr(ω)S

′∗
jr(ω − νq)

]
E
[|S′

jr(ω)|2
] �= E

[
S′
kd(ω)S

′∗
kd(ω − νq)

]
E [|S′

kd(ω)|2]
, (10)

so that our spectral decorrelation method for LIM can be used to compute an
estimate of the separating matrix Ã+, denoted Ã+

est. To this end, we start by
computing the Fourier transform of the new observation vector x̃′(n) = Ãs̃′(n)
which yields:

X̃′(ω) = ÃS̃′(ω), (11)

where S̃′(ω) =
[
S′
10(ω), ..., S

′
1(K+L−1)(ω), ..., S

′
N0(ω), ..., S

′
N(K+L−1)(ω)

]T
and

X̃′(ω) =
[
X ′

10(ω), ..., X
′
1(L−1)(ω), ..., X

′
M0(ω), ..., X

′
M(L−1)(ω)

]T
, withX ′

il(ω) the

Fourier transform of x′
il(n). The modified generalized sources s′jr(n) being zero-

mean, non-stationary, temporally uncorrelated and mutually uncorrelated, their
Fourier transforms S′

jr(ω) are wide-sense stationary, autocorrelated and mutu-
ally uncorrelated, thanks to Properties (P1) and (P2). Therefore, we can apply
the SOBI-F algorithm to compute Ã+

est as follows:
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1. we compute the N ′×M ′ whitening matrix W which yields a new observation
vector Z̃′(ω) = WX̃′(ω) so that E[Z̃′(ω)Z̃′H(ω)] = IN ′ , by diagonalizing the
matrix RX̃′(0) = E[X̃′(ω)X̃′H(ω)],

2. we compute the rotation matrix U by Jointly Diagonalizing (JD) several
covariance matrices RZ̃′(νq) = E[Z̃′(ω)Z̃′H (ω − νq)] (q = 1, 2, ...),

3. an estimate of the separating matrix Ã+ is given by:

Ã+
est = �{UHW} 	 PDÃ+, (12)

where P is a permutation matrix and D is a real diagonal matrix [5, 8].

Once Ã+
est has been computed by this method, we can directly find an estimate

of the generalized source vector s̃(n), denoted by s̃est(n), using (3) as follows:

s̃est(n) = Ã+
estx̃(n) 	 (PDÃ+)(Ãs̃(n)) 	 PDs̃(n). (13)

Thus, each generalized source sjr(n), and in particular each initial source sj(n)
(= sj0(n)), can be estimated up to a scale factor (and a permutation). In the
following, we call our method3 SOBI-F-C JD.

3 Simulation Results

In this section, we present our simulation results using M = 3 artificial FIR
convolutive mixtures of N = 2 artificial sources containing Ns = 65536 samples.
The sources are generated using sj(n) = rj(n)μj(n), where rj(n) are mutually
uncorrelated, zero-mean i.i.d. (independent and identically distributed) Gaussian
signals, μ1(n) = cos(ω0n) and μ2(n) = sin(ω0n) with ω0 = π/7. This choice
allows us to generate two non-stationary and temporally uncorrelated initial
sources s1(n) and s2(n) with different normalized variance profiles. The mixtures
are generated using FIR filters of order K ∈ {1, 3, 5}. The coefficients aij(k)

of each transfer function Aij(z) =
∑K

k=0 aij(k)z
−k are generated randomly. For

each value ofK we choose in the model (2) the integer L equal to 2K. This choice
provides M ′ = 6K generalized observations xil(n) and N ′ = 6K(∈ {6, 18, 30})
generalized sources sjr(n) so that the matrix Ã is square4.

To apply our SOBI-F-C JD method, we first multiply all generalized observa-
tions xil(n) by an i.i.d., real, zero-mean and uniformly distributed signal g(n),
independent from the generalized sources. After whitening data as explained in
the previous section, we jointly diagonalize 4 covariance matrices corresponding
to 4 different frequency shifts, yielding an estimate of each of the generalized
sources sjr(n) up to a scale factor.

We compare our results with those obtained using the time-domain method
BGML-C [2] which exploits the non-stationarity of signals without requiring

3 ‘C’ for Convolutive and ‘JD’ for Joint Diagonalization.
4 Having originally 3 FIR mixtures of 2 sources, i.e. M = 3 et N = 2, we obtain
M ′ = ML = 6K and N ′ = N(K + L) = 6K after reformulation as in (2) .
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them to be temporally autocorrelated. To apply BGML-C, we consider 128 co-
variance matrices computed over 128 adjacent frames of 512 samples. To block-
diagonalize these matrices, we use the orthogonal algorithm proposed by Févotte
et al. in [3]. After the JBD stage, we obtain K+L filtered versions of each initial
source sj(n). Then, we use a blind deconvolution method proposed in [3] which
allows us to estimate each of the generalized sources sjr(n) up to a scale factor.
Performance is measured using the Signal to Interference Ratio (SIR) defined as
SIR = 1

2 (SIR1 + SIR2) where:

SIRj = max
r

{
10 log10

[
E{sjr(n)2}

E{(ŝjr(n)− sjr(n))2}
]}

, (j, r) ∈ [1, 2]× [0,K+L− 1],

after normalizing the estimated generalized sources ŝjr(n) so that they have
the same variances and signs as the original generalized sources sjr(n). The
SIR as well as the computation time5 are given in Table 1 for our method and
the BGML-C method. We also repeat our simulations by varying the number
of samples Ns. The results for Ns ∈ {217, 218, 219} and K = 1 are shown in
Table 2.

Table 1. SIR (in dB) and computation time Tj (in minutes) versus filter order K for
Ns = 216 = 65536

K = 1 (N ′ = 6) K = 3 (N ′ = 18) K = 5 (N ′ = 30)

Method SIR Tj(mn) T2/T1 SIR Tj(mn) T2/T1 SIR Tj(mn) T2/T1

SOBI-F-C JD 40.43 T1 = 0.04 32.84 T1 = 0.20 26.28 T1 = 0.50
BGML-C 28.07 T2 = 0.06 1.50 10.18 T2 = 1.54 7.70 7.14 T2 = 13.31 26.62

Table 2. SIR (in dB) and computation time Tj (in minutes) versus number of samples
Ns for K = 1

Ns = 131072 Ns = 262144 Ns = 524288

Method SIR Tj(mn) T2/T1 SIR Tj(mn) T2/T1 SIR Tj(mn) T2/T1

SOBI-F-C JD 42.90 T1 = 0.08 46.22 T1 = 0.15 53.33 T1 = 0.31
BGML-C 32.94 T2 = 0.09 1.13 33.09 T2 = 0.18 1.20 37.86 T2 = 0.36 1.16

As can be seen:

– our method outperforms BGML-C in all of the tested configurations, espe-
cially for higher-order filters. For K = 5, it is about 26 times faster and
leads to an SIR about 20 dB higher than BGML-C. This can be justified
considering that BGML-C supposes the non-stationary signals to be piece-
wise stationary while this condition is not satisfied by our test signals, and

5 The algorithms were implemented on a 2.10 GHz Dual-Core Pentium processor with
3GB memory.
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it uses a JBD algorithm which is more time consuming than a JD algorithm,
– not surprisingly, for both methods the SIR increases with Ns and decreases

with K, while the computation time increases with Ns and K.

4 Conclusion and Perspectives

In this paper, we proposed an extension of our spectral decorrelation method, ini-
tially developed for LIM, to convolutive mixtures. The proposed method, called
SOBI-F-C JD, may be used for separating convolutive mixtures of non-stationary
and temporally uncorrelated sources. Just by using a joint diagonalization algo-
rithm, it provides an estimate of each generalized source up to a scale factor,
contrary to the existing approaches [1–4] which need a block-joint diagonaliza-
tion algorithm followed by a blind deconvolution to achieve the same result. The
first simulations confirmed the better performance of our method in terms of
both separation quality and rapidity compared to the BGML-C method. Nev-
ertheless, it would be interesting to confirm these results using more statistical
tests. For example, increasing the number of covariance matrices used in JD
algorithm would improve the performance.
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Appendix: Proof of Theorem 1

Denote u(n) = [u1(n), u2(n), ..., uN (n)]
T
and u′(n) = g(n)u(n).

1. Since g(n) is independent from all the zero-mean signals up(n), we can write

∀ p ∈ [1,N ], E
[
u′
p(n)
]
= E [g(n)up(n)] = E [g(n)]E [up(n)] = 0. (14)

Hence, the new signals u′
p(n) (p = 1, ...,N ) are also zero-mean.

2. Whatever the times n1 and n2, we have

E
[
u′(n1)u

′(n2)
T
]
= E

[
g(n1)g(n2)u(n1)u(n2)

T
]
. (15)

The independence of g(n) from all the signals up(n) yields

E
[
u′(n1)u

′(n2)
T
]
= E [g(n1)g(n2)]E

[
u(n1)u(n2)

T
]
, (16)

and since g(n) is zero-mean, stationary and temporally uncorrelated

E
[
u′(n1)u

′(n2)
T
]
= σ2

gδ(n1 − n2)E
[
u(n1)u(n1)

T
]

(17)

where σ2
g is the variance of g(n). The signals up(n) being zero-mean and

instantaneously mutually uncorrelated, the matrices E
[
u(n1)u(n1)

T
]
and so

E
[
u′(n1)u

′(n2)
T
]
are diagonal. As a result, the new zero-mean signals u′

p(n)
are mutually uncorrelated. Moreover, according to Eq. (17), the diagonal
entries of the matrix E

[
u′(n1)u

′(n2)
T
]
can be written as

E
[
u′
p(n1)u

′
p(n2)

]
= σ2

gδ(n1−n2)E [up(n1)up(n1)] = σ2
gδ(n1−n2)E

[
u2
p(n1)

]
.

(18)
Hence, the new signals u′

p(n) are temporally uncorrelated. Furthermore, by

choosing n1 = n2 = n, Eq. (18) becomes E
[
u′2
p (n)

]
= σ2

gE
[
u2
p(n)
]
which

means that the new signals u′
p(n) have the same normalized variance profiles

as the original signals up(n).
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Abstract. Energy efficiency is a foremost concern in Wireless Sensor Networks 
(WSNs). It aims to maximize the network lifetime which is defined as the time 
duration until the battery depletion  of the first node. The aim of our approach is 
to provide the optimal transmission power taking into account the signal to 
noise ratio (SNR) constraint at the Fusion Center (FC) while guaranteeing the 
required performance. In this article, we address the lifetime maximization 
problem under non-orthogonal channels assuming two cases. In the first case, 
the nodes have the perfect knowledge of all channel gains. While in the second 
case, we propose several extensions to the unacknowledged channel gains by 
the nodes. In both cases, we consider that the nodes transmit their data to the FC 
over Quasi-Static Rayleigh fading Channel (QSRC). Simulation results show 
that the proposed optimal power allocation method maximizes the network 
lifetime better then the EP method. 

Keywords: Energy-Efficiency, WSNs, MIMO Cooperative, Cooperation 
Communication, Optimal Power Allocation. 

1 Introduction 

Wireless Sensor Networks (WSNs) represent a technological revolution resulting 
from convergence of electronic and wireless communication systems. A WSN is a 
special network composed from a large number of nodes equipped with an embedded 
processor, sensors and a radio. These nodes have very limited resources which should 
be wisely used while trying to provide an acceptable QoS. Since nodes in WSNs are 
battery powered and changing batteries is a very difficult operation due to highly 
varying topology and deployment characteristics, the energy consumption should be 
taken into account in order to maximize nodes lifetime. Then, the most important 
objective for the WSN is to maximize the network lifetime by making the nodes run 
for a long time. The network lifetime has been defined in various ways. It may be 
defined as the time until the first sensor runs out of energy as in [1], others have 
defined it as the time until the last sensor runs out of energy[2][3]. In this work, we 
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consider the first assumption. In literature, there are several works that have treated 
the same issue and which will be quoted in brief in this article.   

We begin by mentioning the work of Belmega et al. in [4] which conclude that 
MIMO systems are more energy efficient than SISO systems if only the transmitted 
power consumption is taken into account. However, when the circuitry energy 
consumption is considered, this conclusion is no longer true.  

In the WSN, however, the node cannot carry multiple antennas at the same time 
due to his limited physical size. Therefore, a new transmission technique called 
“Cooperative MIMO” has been proposed in [5] [6] for a better diversity reception. 
This technique is based on the cooperation principle where the participating nodes 
(relays) form a distributed antenna array to achieve the diversity gain of the MIMO 
system, in other words, the MIMO technology is virtually introduced. 

Several studies have addressed the problem of maximizing the network lifetime 
using various methods for minimizing energy consumption. In [7] [8] optimal 
solutions are presented for maximizing a static network lifetime through a graph 
theoretic approach using static broadcast tree. In [8] Thomas et al. have presented an 
optimal solution for maximizing the network lifetime through a graph theoretic 
approach using a static multicast tree. Bhardwaj et al. [9], [10] have explored the 
fundamental limits of energy-efficient collaborative data-gathering by deriving upper 
bounds on the lifetime of increasingly sophisticated sensor networks assuming that 
sensor nodes only consume energy when they process, send or receive data. In [7], the 
authors have studied the node density vs. network lifetime tradeoff for a cell-based 
energy conservation technique. 

In this paper, we introduce a novel method for maximizing the network lifetime 
under the non-orthogonal channels taking into account the total SNR constraint at the 
FC. The next part of this paper is organized as follows: Section 2 explains our method 
applied to the non-orthogonal channels considering that the nodes have direct access 
to the FC and they transmit their data over a QSRC. We assume two cases; in the first 
case, we consider that the nodes have the perfect knowledge of all channel gains. In 
the second, we consider that the nodes do not have knowledge of all channel gains. 
Section 3, presents the conducted experiments and the last section concludes the 
paper. 

2 Background and Definitions 

In this section, we give a background and precisely define the terms used throughout 
this paper. We assume a Fusion Centre (FC) and M sensors randomly distributed in 
the area of interest and these sensors have a direct access to the FC (see figure 1). We 
consider that the nodes transmit their data over quasi-static Rayleigh fading channels 
and each sensor has an initial energy noted by . 
We assume that the sensed observation, when a monitored event occurs, is 
contaminated with Additive White Gaussian Noise (AWGN) noted by . The noisy 
observation from the  sensor can be written as:                                                           =                                                                       (1) 
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Where  is the actual parameter being measured and  is the additive complex 
Gaussian noise with Ɲ 0; . To ensure that this noisy observation  to be 
transmitted to the FC, it must be multiplied by the transmitter gain . We note that 
the transmission power is written as  =   1   considering that = 1 , 
where, :  is the mathematical expectation operator [14].  

We assume that the noisy observations transmitted to the FC have another noise 
noted   with an additive complex Gaussian distribution  Ɲ 0;  and  is 
the  channel coefficient from the sensor i to the FC. We consider that | | has a 
Rayleigh distribution where  represents the well known variance, where,  

| | = | | | |
 

In this article, our goal is to maximize the network lifetime that is written as follows:                                                                  =                                                              (2) 

Where the T is the period measurement of channel condition (we consider that T=1 to 
simplify), N is the number of transmissions before the network misses energy. 
Consequently, to maximize the networks lifetime it is sufficient to maximize the 
number of transmission for each sensor, taking into account the estimation of overall 
SNR constraint at the FC, then the general formulation of our problem as:      0   

In our work, we focus on the optimal power allocation problem for WSNs under Non-
Orthogonal channels assuming two cases quoted previously. In addition, we suppose a 
linear minimum mean square-error (LMMSE) detector is used at the receiver.  

2.1 Non-orthogonal Channel (Known Channel States) 

We assume M sensors randomly distributed in the area of interest using non-
orthogonal channels between the FC and each sensor (Figure 1).  We consider that the 
nodes have Channel State Information (CSI). 

 

Fig. 1. System model 



 Maximizing Network Lifetime through Optimal Power Consumption in WSNs 203 

The received signal at the FC is defined by: 

    =  (3) 

Assuming that we use real channels, the SNR at the FC corresponding to M sensors 
using the MMSE detector is given by: 

            = ∑ | || |  (4) 

Our aim is to maximize the batteries lifetime duration while keeping the expected 
value of SNR greater than or equal to a target value γ.   

At the  instant, maximizing the lifetime relies on minimizing the power 
consumption; therefore, the problem formulation is given as follows: 

 

  
(5) 

To find the optimal points, we use the Lagrange method while satisfying the 
constraints quoted before. The Lagrangian £ can be written as follows: 

 

 

 

(6) 

Let consider the Karush-Kuhn-Tucker (KKT) [14] conditions for the problem:  

 

(7) 

Then, the partial derivative of £ with respect to w  is: ∂∂w = 2  w 1 σ  λ  2 ν  γ |h | σ w 2ν   |h | w |h |M
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Taking into account the KKT conditions, we find that ν 0 and λ = 0. Thus, 

              w =  ν  |h | ∑ w |h |M1 σ ν γ |h | σ  (8) 

To find the value of   ∑ w |h |M  we replace (8) in (7), and it becomes: 

   w hM =  γσ
1 γν h1 σ ν γ h σ

M σ        
(9) 

Finally, equation (8) becomes: 

w =  ν  h σ √γ 
1 σ ν  γ h  σ 1 γν h1 σ ν  γ h σ

M σ
 

 

Now, the challenge is to find the value of ν  .Therefore, we multiply equation (8) 

by , After that, we compute the sum of all the resulting equations, we obtain: 

|h | w M 1  ν  h1 σ ν  γ h σM = 0 

Since ∑ h w M 0 , we obtain: 

                            h1 σ 1 ν γ h = 1ν
M               (10) 

This equation is not written in a closed-form solution. So, it can be solved 
numerically using the function "Fminsearch" [13]. 

2.2 Non-orthogonal Channel (Unknown Channel States) 

Since the previous assumption is not actually valid for some practical systems, then, 
in this section, we consider the same assumptions of the previous section except that 
in which the nodes do not have a Channel State Information (CSI). The received 
signal at the FC from  sensor is defined by: 
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  =       

The average SNR at the FC in this case is not similar to that in the previous section, it 
can be written as follows: 

 =  (11) 

Our aim is to maximize the lifetime of our network by taking into account the 
estimation of overall SNR at FC. To maximize the networks lifetime it is adequate to 
minimize the transmission power for each sensor, then, our problem formulation as: 

                               1                                         0                   
.  (12) 

To find the optimum power, we will use the Lagrange method as an optimization 
method, while satisfying the constraints quoted before. Using the equation (12), the 
Lagrangian £ can be written as follows: 

  , , =   1  –    
    

With the Karush-Kuhn-Tucker (KKT) Conditions for the problem are given by: 

 
  0  ,  0,    = 0      = 0

 = 0.
 

The partial derivative of  with respect to   is:   = 1       1 = 0 
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In that case, the Lagrangian method does not lead us to solve our problem. According 
to the equation (12), and knowing that the denominator is positive, we have:  

     

Then,                           1  

We can observe that our equation is written as:   hat is called a linear matrix 
inequality (LMI) [17] in x:  =    . . .    ,  
with  = , , … . . , ,     =         and a=  1 ,  1, … … . ,  1 . Then, the problem can be solved numerically. 
3 Simulation 

Several simulations have been conducted using MATLAB in order to compare and 
evaluate the behavior of both the Equal Power (EP) method [16] and our novel 
approach. For each simulation, we study the network lifetime while increasing the 
number of nodes. The simulations parameters are generated randomly such that each 
parameter p belongs to a uniform distribution between  and , ; . 

3.1 Non-orthogonal Channel (Known Channel States) 

Figure 2 shows the lifetime network while increasing the number of nodes using non-
orthogonal channels where the channel coefficients are known. As it can be seen, the 
proposed approach improves EP method concerning the network lifetime. Actually, 
the network lifetime is extended by an average of 82, 80%. Table 1 shows the 
parameters used for simulations. 

Table 1. Simulations parameters   

Estimate Parameters 
U[0.1, 0.2]  σ : The variances of channel estimation 

0.5  σ : The noise variance at the FC 
U[0.02, 0.1]  σ : The observation noise variances 
U[200, 500]  ε : The initial energy 

3.2 Non-orthogonal Channel (Unknown Channel States) 

In Figure 3, we can observe that our new method is more effective than the EP 
method concerning network lifetime. The batteries lifetime duration is extended by an 
average of 79, 98%. Table 1 shows the parameters used for simulations. 
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Fig. 2. Non-Orthogonal Channel (Known 
Channel States)  

Fig. 3. Non-Orthogonal Channel (Unknown 
Channel States) 

4 Conclusion 

This paper presented a new algorithm which aims to maximize the network lifetime 
under Non-Orthogonal channel configuration. This method takes into consideration 
the estimation of the overall SNR at the FC. We showed that our new method in the 
both cases consumes less energy than the EP method. The future work is to adapt our 
new method to the wireless communication using energy harvesting transmitters. 
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Abstract. There are innumerable situations where the data observed
from a non-stationary random field are collected with missing values. In
this work a consistent estimate of the evolutionary spectral density is
given where some observations are randomly missing.
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smoothing estimate, oscillatory process.

1 Introduction

Spectral analysis for stationary processes has been extensively studied in re-
cent years. However, in many applications the signals must be modeled as non-
stationary processes. This has motivated several authors to study non-stationary
processes assuming that they are locally stationary. Priestley ([14], [15]) estab-
lished the theory of the evolutionary spectrum generalizing spectral analysis for
stationary processes. The evolutionary spectrum is time-dependent and describe
the local power-frequency distribution at each instant of time. Other studies
based on the Wold-Cramér decomposition have contributed to the development
of the evolutionary spectrum [10], [17], [16],[18]. The applications of the evolu-
tionary spectrum cover various scientific fields: signal and image processing [3],
[1] , seismic [20], oceanography, music [4]. The estimation of the evolutionary
spectral density is studied in [15], [10], [8], [19], [9].

On the other hand, Jones [6] is the first to consider the missing data prob-
lems in spectral analysis. More precisely he studied the case where a block of
observations is periodically unobtainable. In parallel, the theory of amplitude-
modulated stationary processes was developed by Parzen [12], he applied this
theory to solve periodic missing data problems. Bloomfield [2] has considered
stationary processes with randomly missing data. He gives an asymptotically
unbiased estimator of the spectral density and shows under suitable conditions
that its variance converges to zero. We cite in this paper a few works that have
contributed to find solutions to problems of missing observations: [21], [13],[7].

The aim of the present paper is to consider the problem of the randomly
missing data for the class of non-stationary oscillatory random fields. Using the
same techniques introduced by Bloomfield [2] for stationary processes, we give a

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 209–216, 2012.
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consistent estimate of the evolutionary spectral density. The paper is organized
as follows. In section 2, we give some notations, assumptions and the amplitude
modulating function Yt1,t2 . In section 3, we construct a periodogram and we
show that it is an asymptotically unbiased estimator. Since, we smooth the
periodogram in the neighborhood of the time-instant t via a weight function
and we show that it is a consistent estimate of the (weighted) average value
of ht1,t2(ω01, ω02) in the neighborhood of the time-instant (t1, t2). Section 4 is
reserved to prove the theorems. In section 5, we study numerical results and
simulation. Concluding comments are given in section 6.

2 The Amplitude Modulating Function, Yt1,t2

As in Priestley ([14], [15]), we consider a non-stationary centred oscillatory ran-
dom field Xt1,t2 , t1, t2 ∈ Z i.e.

Xt1,t2 =

∫ +π

−π

∫ +π

−π

ei(t1ω1,t2ω2)At1,t2(ω1, ω2)dZ1(ω1, ω2); t1, t2 ∈ Z, (1)

where the function At1,t2(ω1, ω2) is given by

At1,t2(ω1, ω2) =

∫ +∞

−∞

∫ +∞

−∞
ei(θ1t1,θ2t2)dFω1,ω2(θ1, θ2),

t1, t2 ∈ Z and ω1, ω2 ∈ [−π, π] ,

where Fω1,ω2 is a measure satisfying:
∫ +∞
−∞

∫ +∞
−∞ |dFω1,ω2(θ1, θ2)| = 1 and Z1

is a processus with orthogonal increments defined on the interval [−π,+π]
2
and

E |dZ1(ω1, ω2)|2 = dμ1(ω1, ω2) where μ1 is a positive measure. The evolutionary
spectral measure is defined by Priestley ([14], [15]) at each (t1, t2) by

dHt1,t2(ω1, ω2) = |At1,t2(ω1, ω2)|2 dμ (ω) . (2)

Our choice of oscillatory random field is motivated by the fact that it has
a physical interpretation and the variance of the process is interpreted as a
measure of the total power of the process at time t, because V ar(X(t1, t2)) =∫ +∞
−∞ dHt1,t2(ω1, ω2). The evolutionary spectral density of the process {X(t1, t2)}
is given by ht1,t2(ω1, ω2) and defined as follows:

ht1,t2(ω1, ω2) =
dHt1,t2(ω1, ω2)

dω1dω2
, ω1, ω2 ∈ R. (3)

Assume that the process {Xt1,t2} is observed with randomly missing observa-
tions. As Bloomfield [2], we consider the process Lt1,t2 defined as the product of
the process {Xt1,t2} and an other process {Yt1,t2} defined as follows:

Lt1,t2 = Xt1,t2Yt1,t2 where Yt1,t2 =

{
1 if Xt1,t2 is observed

0 otherwise.
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The process Lt1,t2 is equal to a modified version of the original process {Xt1,t2}
by replacing the missing observations by E(Xt1,t2) their mean value, which is
zero because {Xt1,t2} is centred.

To simplify, we suppose, as Bloomfield [2], that {Yt1,t2} is stationary, inde-
pendent of Xt1,t2 and satisfying:

P {Yt1,t2 = 1} = p >
1

2
,

P {Yt1,t2 = 0} = 1− p,

The assumption of stationarity means that the statistical properties of the pro-
cess Y does not depend on time. This case is often encountered in practice
especially when collecting data provided by devices partially defective. Set

ξr1,r2 =
1

p
E {Yt1,t2Yt1+r1,t2+r2} (4)

νq,r,s =
1

p2
E {Yt1,t2Yt1+q1,t2+q2Yt1+r1,t2+r2Yt1+s1,t2+s2} ; qi, ri, si ∈ Z (5)

Since E(Yt1,t2) = p, we obtain

Cov {Yt1,t2 , Yt1+r1,t2+r2} = E {Yt1,t2Y+r} − E {Yt1+r1,t2+r2}E {Yt1,t2}
= pξr1,r2 − p2 = p (ξr1,r2 − p) .

This implies that ξr1,r2 is symmetric in (r1, r2). In the remainder of this paper,
we assume the following hypotheses:

H1) There exists a real number V > 0 such that
∞∑

q=−∞
|νr,q,q+s − ξr1,r2ξs1,s2 | ≤ V (||(r1, r2)||+ ||(s1, s2)||+ 1) < ∞, (6)

H2) ξ > 0 and pξr1,r2 ≥ 2p− 1 > 0 r1, r2 ∈ Z (7)

Remark 1. – The first hypothesis H1) means that the sum,

∞∑
q=−∞

Cov (Yt1,t2Yt1+r1,t2+r2 , Yt1+q1,t2+q2Yt1+q1+s1,t2+q2+s2)

is bounded by a function proportional to p2(||(r1, r2)||+ ||(s1, s2)||+ 1).
– The second hypothesis H2) implies for each (t1, t2), the probability that

Xt1,t2 is observed (not missing) is greater than 1
2 .

3 Estimation of the Evolutionary Spectral Density

We begin by given some definitions introduced by Priestley ([14], [15]). Let F the
family of oscillatory functions

{
At1,t2(ω1, ω2)e

i(t1ω1+t2ω2)
}
. For each family F , we
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define the function BF(ω1, ω2) =
∫ ||(θ1, θ2)|||dFω1,ω2(θ1, θ2)|. Let C in the class

of families F such that BF(ω1, ω2) is bounded for all (ω1, ω2). For each family F
we define the following constant BF termed the characteristic width of F :

BF =

[
sup

(ω1,ω2)

BF(ω1, ω2).

]−1

The characteristic width of the processXt1,t2 is defined by BX = supF∈C BF . For
more details about definitions see Priestley ([14], , [15]).

In this section, we propose a periodogramm constructed as follows:

It,T (ω01, ω02) =

∣∣∣∣∣
t+T∑

u=t−T

gu
Lt1−u1,t2−u2

S
e−i(ω01(t1−u1)+(t2−u2)ω02)

∣∣∣∣∣
2

, (8)

where S =

(
2π

∑
u1,u2

pξ0,0 |gu1,u2 |2
) 1

2

, and {gu1,u2}, is a filter satisfying the

following conditions:
C1 : gu1,u2 ≥ 0 ; gu1,u2 = g−u1,−u2 ,
C2 :

∑
u1,u2,v1,v2

pξu1−v1,u2−v2gu1,u2g
∗
v1,v2 < ∞, where ξ is defined in (4)

C3 :) gu1,u2 has finite “width”, defined by:

Bg 	
+∞∑

u1,u2,v1,v2=−∞
p |ξu1−v1,u2−v2 | ||(u1, u2)|| |gu1,u2 |

∣∣g∗v1,v2∣∣ < ∞, (9)

C4 : Bg << BF ,
C5 : For any real numbers k1, k2, we have

∣∣∣∣
∫ ∞

−∞
Γ (s, s)ht1,t2(s1 + k1, s2 + k2)ds1ds2 − ht1,t2(k1, k2)

∫ ∞

−∞
Γ (s, s)ds1ds2

∣∣∣∣ < Bg

BF
,

where the function Γ is defined by:

Γ (s, s′) =
∑

u1,u2,v1,v2

pξu1−v1,u2−v2gu1,u2g
∗
v1,v2e

−i(u1s1−v1s
′
1+u2s2−v2s

′
2).

The function Γ1 is highly concentred relative to the function ht1,t2 .
When this condition is satisfied, we say as Priestley ([15]page 829) that the

function Γ1 is δ-function with respect to ht1,t2 in order
( Bg

BF

)
.

C6 : gu1,u2 = O
(
e−||(u1,u2)||)

The following theorem shows that the periodogram It,T (ω01, ω02) is an asymp-
totically unbiased estimator of the evolutionary spectral density ht1,t2(ω01, ω02).

Theorem 1. Let t1, t2 be an integer numbers and ω01, ω02 are real numbers,
suppose that

Bg

BX
< ε, then

E [It,T (ω01, ω02)] = ht1,t2(ω01, ω02) +O(ε).
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To prove the theorem 1, we have need the two following lemmas

Lemma 1. For any t1, t2, t
′
1, t

′
2, λ1, λ2 real numbers, we have∣∣∣∣∫ ei(t1s1+t2s2)e−i(t′1s

′
1+t′2s

′
2Γ (s+ k, , s′ + k′) dFλ1,λ2(s1, s2)dFλ1,λ2(s

′
1, s

′
2)−

Γ (k, k′)
∫

ei(t1s1+t2s2)e−i(t′1s
′
1+t′2s

′
2)dFλ1,λ2(s1, s2)dFλ1,λ2(s

′
1, s

′
2)

∣∣∣∣ < 2
Bg

BF

Lemma 2. Let θ1, θ2, λ1, λ2, t1, t2 and t′1, t
′
2 be real numbers, we have∣∣∣At1,t2(λ1, λ2)A

∗
t′1,t

′
2
(λ1, λ2)

∣∣∣ ∣∣Γt1,t2,t′1,t
′
2,λ1,λ2

(θ1, θ2)− Γ (θ, θ)
∣∣ ≤ 2

Bg

BF
, where

Γt1,t2,s1,s2,λ1,λ2 (θ1, θ2) =
∑

u1,u2,v1,v2

pξu1−v1,u2−v2gu1,u2g
∗
v1,v2β(u, v, θ) (10)

where

β(u, v, θ) =
At1−u1,t2−u2 (λ1, λ2)A

∗
s1−v1,s2−v2 (λ1, λ2)

At1,t2 (λ1, λ2)A∗
s1,s2 (λ1, λ2)

e−i((u1−v1)θ1+(u2−v2)θ2 .

In order to obtain a consistent estimate of {ht1,t2(ω01, ω02)}, we smooth the pe-
riodogram in the neighborhood of the time-instant (t1, t2) via a weight function:

ĥt1,t2 (ω01, ω02) =
∑

v1,v2∈M

wT ′
1,T

′
2,v1,v2

Ît1−v1,t2−v2(ω01, ω02). (11)

where wT ′
1,T

′
2,v1,v2

is a weight-function depending on the parameters T ′
1, T

′
2 and

satisfying

a) wT ′
1,T

′
2,v1,v2

≥ 0, for all v1, v2, T
′
1, T

′
2

b) wT ′
1,T

′
2,v1,v2

= 0, v1, v2 /∈ M, where M is a set of integers surrounding zero.
c) wT ′

1,T
′
2,v1,v2

= wT ′
1,T

′
2,−v1,−v2 ,

d)
∑

v1,v2∈M

wT ′
1,T

′
2,v1,v2

= 1,

e)
∑

v1,v2∈M

w2
T ′
1,T

′
2,v1,v2

< ∞.

f) We assume that there exists a constant C such that

lim
T ′
1,T

′
2→∞

T ′
1, T

′
2

∑
u1,u2∈M

∣∣WT ′
1,T

′
2,u1,u2

∣∣2 = C, where

WT ′
1,T

′
2,u1,u2

=
∑

v1,v2∈M

e−i(u1v1+u2v2)wT ′
1,T

′
2,v1,v2

.

The following theorem show that the estimator ĥt1,t2 (ω01, ω02) is an asymptot-
ically unbiased of the (weighted) average value of ht1,t2(ω01, ω02) in the neigh-
borhood of (t1, t2).
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Theorem 2. Let −π ≤ ω01, ω02 ≤ π, suppose that
Bg

BX
< ε, then

E
[
ĥt1,t2 (ω01, ω02)

]
= ht1,t2(ω01, ω02) +O(ε)

where ht1,t2(ω01, ω02 =
∑

v1,v2∈M

wT ′
1,T

′
2,v1,v2

ht1−v1,t2−v2(ω01, ω02)

To show that the variance converges to zero, as Priestley ([14]) and Mélard [10],
we assume that the process Lt1,t2 is Gaussian.

Theorem 3. Let −π ≤ ω1, ω2 ≤ π and suppose that the process Lt1,t2 is Gaus-
sian, then we have

V ar
[
ĥt1,t2(ω01, ω02)

]
= O(

1

T ′
1, T

′
2

).

4 Numerical Studies

As in Bloomfield [2], we suppose that our process {Xt,s}t,s∈Z
is observed at the

successively instants (t1, s1), (t2, s2), ..., (tn, sn) where τi = |ti+1−ti| τ ′i = |si+1−
si| are independent random variables, each with the probability distribution
{fr1,r2 = P [(τ, τ ′) = (r1, r2)]} , and finite mean p−1. As in Feller ([5], pp 282-
283), we define a process

{
Y ′
t,s

}
which coincides with {Yt,s} except at origin

Y ′
0,0 = 1. the event ”Y ′ = 1” is termed persistent and recurrent event. Using (6)

we obtain

ξr1,r2 = p−1E {Yt1,t2Yt1+r1,t2+r2} = P {Yt1+r1,t2+r2 = 1/Yt1,t2 = 1}
= P

{
Y ′
r1,r2 = 1

}
Feller ([5], pp 282-283) has shown that

ξr1,r2 =

r1,r2∑
s=1

fs1,s2ξr1−s1,r2−s2 , ri, si = 1, 2...

The processus Lt1,t2 was obtained from Xt,s by omitting certain observations
with a renewal-type mechanism defined above with f1,1 = 8

9 , f2,2 = 1
9 , fr1,r2 = 0

otherwise.
The simulation of the process X :
Using the same method in [11] for the simulation of Markov Gauss random

field, we simulate the Gaussian random field Y = {Y (n1, n2)}n1,n2∈Z such that

RY (n1, n2) the covariance function is given by RY (n1, n2) = e−
√

(n1+n2), and
its spectral density is fY (λ1, λ2) =

1
π(1+λ2

1+λ2
2)
.

the random field Xt,s, t, s ∈ Z is given by the following model

Xt,s = ct,sYt,s, t, s ∈ Z..
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where ct,s = e−
(t+s−500)2

2∗2002 At,s(ω1, ω2) = ct,s is independent of ω. With respect
to the family F =

{
ct,se

i(ω1t+ω2s
}
, X(t, s) has evolutionary spectral density

function ht1,t2(ω1, ω2) = c2t1,t2fY (ω1, ω2).
The curve of the estimator with 5000 observations (Fig. 2) and that of the

spectral density (Fig. 1) are very similar. So the estimator is quite satisfactory. If
we take more observations (around 10000), the estimator becomes more smoother
and the curve approaches the density much.
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Fig. 1. Density h100,12 Fig.2. Estimator ĥ100,12

5 Conclusion

We have proposed in this paper some results about the estimation of the evo-
lutionary spectral density for non-stationary random fields where the data ob-
served are collected with missing values. The approach is based on the technique
used by Bloomfield [2] for stationary processes combining estimates of evolu-
tionary spectrum introduced by Priestley ([14]). This work could be applied to
several cases when the process is non-stationary as for example for:

– the segmentation of a sequence of images of a dynamic scene, detecting weeds
in a farm field.

– the study of geostatistical mapping of certain chemical factors in agricultural
soil.

This work could be supplemented by the study of optimal smoothing parameters
using cross validation methods that have proven in the field. It will also be
extended to non-Gaussian process by assuming some hypotheses as for example
the cumulants are finite.

Acknowledgments. I would like to thank the anonymous referees for their
interest in this paper and their valuable comments and suggestions.
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12. Parzen, E.: On spectral analysis with missing observations and amplitude modu-
lation. Sankhya, Series A 25, 383–392 (1963)

13. Broersen, P.M.T.: Automatic spectral analysis with missing data. Digital Signal
Processing 16(6), 754–766 (2006)

14. Priestley, M.B.: Evolutionary spectra and non-stationary processes. J. Roy. Statist.
Soc. Ser., B 27, 204–237 (1965)

15. Priestley, M.B.: Spectral analysis and time series. Probability and Mathematical
Statistics. Academic Press (1981)

16. Rachdi, M., Sabre, R.: Mixed-spectra analysis for stationary random fields. Statis-
tical Methods and Applications 18, 333–358 (2009)

17. Sabre, R.: Spectral density estimation for stationary stable random fields. Journal
Applications Mathematicae 23(2), 107–133 (1995)

18. Sabre, R.: Discrete estimation of spectral density for symmetric stable process.
Statistica 2, 1–26 (2000)

19. Shah, S.I., Chaparro, L.F., El-Jaroudi, A., Furman, J.M.: Evolutionary Maximum
Entropy Spectral Estimation and HeartRate Variability Analysis. Multidimen-
sional Systems and Signal Processing 9(4), 453–458 (1998)

20. Tezcan, J.: Evolutionary Power Spectrum Estimation Using Harmonic Wavelets.
Seismic Design and Analysis of Structures, 37–41 (2003)

21. Wang, Y., Stoica, P., Li, J., Marzetta, T.L.: Nonparametric spectral analysis with
missing data via the EM algorithm. Digital Signal Processing 15(2) (2005)



Iris-Biometric Fuzzy Commitment Schemes

under Signal Degradation�

C. Rathgeb and A. Uhl

Multimedia Signal Processing and Security Lab.
Department of Computer Sciences

University of Salzburg, A-5020 Salzburg, Austria

{crathgeb,uhl}@cosy.sbg.ac.at

Abstract. Low intra-class variability at high inter-class variability is
considered a fundamental premise of biometric template protection, i.e.
it is believed that biometric traits need to be captured under favorable
conditions in order to provide practical recognition rates. In this work the
impact of blur and noise to fuzzy commitment schemes is investigated
and is compared to the impact observed on the accuracy of the underly-
ing recognition scheme. Iris textures are successively blurred and noised
in order to measure the robustness of iris-biometric fuzzy commitment
schemes.

1 Introduction

Biometric template protection schemes are designed to meet major requirements
of biometric information protection (ISO/IEC FCD 24745), i.e. irreversibility
(infeasibility of reconstructing original biometric templates from the stored ref-
erence data) and unlinkability (infeasibility of cross-matching different versions
of protected templates). In addition, template protection schemes, which are
commonly categorized as biometric cryptosystems and cancelable biometrics,
are desired to maintain recognition accuracy [1]. Due to the sensitivity of tem-
plate protection schemes it is generally conceded that deployments of biometric
cryptosystems as well as cancelable biometrics require a constraint acquisition
of biometric traits, in order to minimize any sort of signal degradation.

Biometric fuzzy commitment schemes (FCSs) [2], biometric cryptosystems
which represent instances of biometric key-binding, have been proposed for sev-
eral modalities (e.g. fingerprints, iris) achieving practical key retrieval rates at
sufficient key sizes. While it is generally considered that template protection
schemes, such as the FCS, are restricted to be operated under constraint envi-
ronment detailed performance analysis in the presence of signal degradation have
remained elusive. The contribution of this work is the investigation of the impact
of signal degradation on the performance of FCSs. Two types of conditions, blur
and noise, applied in the order illustrated in Fig. 1, are investigated:

� This work has been supported by the Austrian Science Fund, project no. L554-N15.

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 217–225, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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Biometric
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Acquisition
Preproc. and
Feature Extr.

Biometric
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Blur Noise

Fig. 1. Supposed blur and noise occurrence within a biometric recognition system
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Fig. 2. Basic operation mode of the Fuzzy Commitment Scheme

– Blur: focusing on image acquisition out of focus blur represents a frequent
distortion.

– Noise: noise represents an undesirable but inevitable product of any
electronic device.

Experimental studies are carried out on iris-biometric data employing different
feature extraction algorithms to construct FCSs. Various combinations of differ-
ent intensities of blur and noise are applied to simulate signal degradation. It
is demonstrated that, opposed to current opinions, signal degradation, within
a restricted extent, does not necessarily effect the key retrieval performance of
a template protection scheme, even if this is the case for original recognition
algorithms.

This paper is organized as follows: in Section 2 related work regarding bio-
metric cryptosystems and FCSs is reviewed. Subsequently, a comprehensive case
study on iris-biometric FCS is presented in Section 3. Finally, a conclusion is
given in Section 4 .

2 Fuzzy Committment Schemes

In past year numerous template protection schemes have been proposed [1]. In
1999, Juels and Wattenberg [2] proposed the FCS, a bit commitment scheme
resilient to noise. A FCS is formally defined as a function F , applied to commit
a codeword c ∈ C with a witness x ∈ {0, 1}n where C is a set of error correcting
codewords of length n. The witness x represents a binary biometric feature vector
which can be uniquely expressed in terms of the codeword c along with an offset
δ ∈ {0, 1}n, where δ = x−c. Given a biometric feature vector x expressed in this
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Table 1. Experimental results of proposed Fuzzy Commitment Scheme

Author(s) Modality FRR/ FAR Key Bits Remarks

Hao et al. [3]
Iris

0.47/ 0 140 ideal images
Bringer et al. [4] 5.62/ 0 42 short key

Rathgeb and Uhl [5] 4.64/ 0 128 –

Teoh et al. [6]
Fingerprint

0.9/ 0 296 user-specific tokens
Nandakumar [7] 12.6/ 0 327 –

Van der Veen et al. [8]
Face

3.5/ 0.11 58 >1 enroll. sam.
Ao and Li [9] 7.99/ 0.11 >4000 user-specific tokens

way, c is concealed applying a conventional hash function (e.g. SHA-3), while
leaving δ as it is. The stored helper data is defined as,

F (c, x) =
(
h(x), x− c

)
. (1)

In order to achieve resilience to small corruptions in x, any x′ sufficiently “close”
to x according to an appropriate metric (e.g. Hamming distance), should be able
to reconstruct c using the difference vector δ to translate x′ in the direction of x.
In case ‖x−x′‖ ≤ t, where t is a defined threshold lower bounded by the according
error correction capacity, x′ yields a successful decommitment of F (c, x) for any
c. Otherwise, h(c) �= h(c′) for the decoded codeword c′ and a failure message is
returned. In Fig. 2 the basic operation mode of the FCS is illustrated.

Key approaches to FCSs with respect to applied biometric modalities, per-
formance rates in terms of false rejection rate (FRR) and false acceptance rate
(FAR), extracted key sizes, and applied data sets are summarized in Table 1. The
FCS was applied to iris-codes in [3]. In this scheme 2048-bit iris-codes are applied
to bind and retrieve 140-bit cryptographic keys prepared with Hadamard and
Reed-Solomon error correction codes. Hadamard codes are applied to eliminate
bit errors originating from the natural biometric variance and Reed-Solomon
codes are applied to correct burst errors resulting from distortions. In order to
provide an error correction decoding in an iris-based FCS, which gets close to
a theoretical bound, two-dimensional iterative min-sum decoding is introduced
in [4]. A matrix formed by two different binary Reed-Muller codes enables a
more efficient decoding. Different techniques to improve the accuracy of iris-
based FCSs have been proposed in [5,10]. In [7] a binary fixed-length minutiae
representation obtained by quantizing the Fourier phase spectrum of a minutia
set is applied in a FCS where alignment is achieved through focal points of high
curvature regions. In [6] a randomized dynamic quantization transformation is
applied to binarize fingerprint features extracted from a multichannel Gabor
filter. Subsequently, Reed-Solomon codes are applied to construct the FCS in-
corporating a non-invertible projection based on a user-specific token. A similar
FCS based on a face features is presented in [9]. A FCS based on face biomet-
rics is presented in [8] in which real-valued face features are binarized by simple
thresholding followed by a reliable bit selection to detect most discriminative
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(a) (b)

(c)

(d)

(e)

(f)

Fig. 3. Preprocessing and feature extraction: (a) eye (b) detection of pupil and iris (c)
unwrapped and (d) preprocessed iris texture, iris-code of (e) Masek and (f) Ma et al.

features. It has been found that FCSs (template protection schemes in general)
reveal worse performance on non-ideal data sets (e.g. in [4]), however, this is
the case for underlying recognition algorithms, too. To our knowledge, so far, no
detailed investigations about the impact of signal degradation based on a certain
ground truth have been proposed.

3 A Case Study on Iris-Biometric FCSs

3.1 Experimental Setup

Experiments are carried out using the CASIA-v3-Interval iris database1. In ex-
periments only left-eye images (1332 instances) are evaluated. At preprocessing
the iris of a given sample image is detected, un-wrapped to a rectangular texture
of 512× 64 pixel, and lighting across the texture is normalized as shown in Fig.
3 (a)-(d).

In the feature extraction stage custom implementations of two different iris
recognition algorithms are employed. The first one was proposed by Ma et al.
[11]. Within this algorithm a dyadic wavelet transform is performed based on

1 The Center of Biometrics and Security Research, http://www.idealtest.org
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(a) B-0 | N-0 (b) B-3 | N-0

(c) B-0 | N-3 (d) B-3 | N-3

Fig. 4. Signal degradation: (a)-(d) different intensities of blur and noise applied to a
sample iris texture.

which two fixed subbands are selected. Local minima and maxima above a ade-
quate threshold are located an encoded extracting 10240 bit. The second feature
extraction method follows an implementation by Masek2 in which filters obtained
from a one-dimensional Log-Gabor function are utilized to generate iris-codes of
10240 bit. Sample iris-codes of both algorithms are shown in Fig. 3 (e)-(f).

3.2 Iris-Biometric FCSs

The applied fuzzy commitment scheme follows the approach in [12]. For the
applied algorithm of Ma et al. and the Log-Gabor feature extraction we found
that the application of Hadamard codewords of 128-bit and a Reed-Solomon
code RS(16, 80) reveals the best experimental results for the binding of 128-bit
cryptographic keys. At key-binding, a 16·8 = 128 bit cryptographic key R is
first prepared with a RS(16, 80) Reed-Solomon code. The Reed-Solomon error
correction code operates on block level and is capable of correcting (80 – 16)/2 =
32 block errors. Then the 80 8-bit blocks are Hadamard encoded. In a Hadamard
code codewords of length n are mapped to codewords of length 2n−1 in which up
to 25% of bit errors can be corrected. Hence, 80 8-bit codewords are mapped to
80 128-bit codewords resulting in a 10240-bit bitstream which is bound with the
iris-code by XORing both. Additionally, a hash of the original key h(R) is stored
as second part of the commitment. At authentication key retrieval is performed
by XORing an extracted iris-code with the first part of the commitment. The
resulting bitstream is decoded applying Hadamard decoding and Reed-Solomon
decoding afterwards. The resulting key R′ is then hashed and if h(R′) = h(R)
the correct key R is released. Otherwise an error message is returned.

3.3 Signal Degradation

Signal degradation is simulated by means of blur and noise where blur is applied
prior to noise (out of focus blur is caused before noise occurs). Different inten-
sities (including absence) of blur and noise, which are summarized in Table 2,
are considered, and combinations of these. In order to avoid segmentation errors
blur and noise is incorporated after preprocessing (deformation of blur and noise

2 L. Masek: Recognition of Human Iris Patterns for Biometric Identification, Master’s
thesis, University of Western Australia, 2003.
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Table 2. Blur and noise conditions considered for signal degradation (different deno-
tations of σ are defined in Eq. 2 and Eq. 3

Blur Noise
Abbrev. Description Abbrev. Description

B-0 no blur N-0 no noise
B-1 σ = 0.6 N-1 σ = 10
B-2 σ = 1.0 N-2 σ = 20
B-3 σ = 1.2 N-3 σ = 30

caused by an unwrapping of the iris is ignored, however, signal degradation still
decreases recognition accuracy of the applied algorithms). Examples of adding
according signal degradation to a sample iris texture are shown in Fig. 4 (a)-(d).
Out of focus blur represents a frequent distortion in image acquisition mainly
caused by an inappropriate distance of the camera to the acquired eye (another
type of blur is motion blur caused by rapid movement which is not considered
in this work). We simulate the point spread function of the blur as a Gaussian

f(x, y) =
1

2πσ2
e−

x2+y2

2σ2 , (2)

which is then convoluted with the specific image. Amplifier noise is primarily
caused by thermal noise. Due to signal amplification in dark (or underexposed)
areas of an image, thermal noise has a high impact on these areas. Additional
sources contribute to the noise in a digital image such as shot noise, quantiza-
tion noise and others. These additional noise sources however, only make up a
negligible part of the noise and are therefore ignored during this work.

Let P be the set of all pixels in image I ∈ N2, ω = (ωp)p∈P , be a collection
of independent identically distributed real-valued random variables following a
Gaussian distribution with mean m and variance σ2. We simulate thermal noise
as additive Gaussian noise with m = 0, variance σ2 for pixel p at position x, y
with N being the noisy image, for an original image I as

N(x, y) = I(x, y) + ωp, p ∈ P. (3)

3.4 Performance Evaluation

Experimental results for both feature extraction methods and FCSs according
to different intensities of blur and noise are summarized in Table 3, including
average peak signal-to-noise ratios (PSNRs) caused by signal degradation and
the number of corrected block errors after Hadamard decoding. Obtained perfor-
mance rates for FCSs under various forms of signal degradation for the feature
extraction of Ma et al. are plotted in Fig. 5 (a)-(d). For the recognition algo-
rithm of Ma et al. and Masek in verification mode (columns “HD” in Table 3),
FRRs of 2.54% and 6.59% are obtained at a FAR of 0.01% where the Hamming
distance is applied as dis-similarity metric. Focusing on the feature extraction of
Ma et al. FCSs provide a FRR of 5.90%. With respect to the feature extraction
of Masek a FRR of 8.01% is obtained.
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Fig. 5. Performance rates: (a)-(d) FCSs based on the algorithm of Ma et al. under
various signal degradation conditions.

Simulating signal degradation, recognition accuracy is significantly effected
for both recognition algorithms leading to FRRs above 4% and 10% at a FAR
of 0.01%, respectively. In contrast, FCSs based on both feature extraction meth-
ods appear rather robust to signal degradation. Focusing on FCSs based on
the algorithm of Ma et al. FRRs do not significantly increase, for drastic signal
degradation FRRs of ∼ 6.50% are obtained compared to a FRR of 5.90% with-
out signal degradation. It is found that incorporating a certain amount of blur
even improves key retrieval rates obtaining FRRs of ∼ 5.00%, since, on aver-
age, extracted iris-codes are even more alike (iris-codes extracted from blurred
textures do not encode detailed features), i.e. slight blurring is equivalent to
denoising. Focusing on the algorithm of Masek a more predominant decrease
in key retrieval rates is observed, however, results are still comparable to those
obtained in the absence of blur and noise. In case of drastic signal degradation
FRRs of ∼ 10.00% are obtained (partially outperforming the original recogni-
tion algorithm), compared to 8.01% without signal degradation. Again, in case
of a slight blur performance is improved or retained. For both feature extraction
methods, characteristics of FCS’s FRRs and FARs remain almost unaltered in
presence of signal degradation, i.e. all types of investigated FCSs appear rather
robust to a certain extent of signal degradation based on blur and noise.
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Table 3. Results for both FCSs under various signal degradation conditions

Ma et al. Masek
HD FCS HD FCS

FRR at FRR at Corr. FRR at FRR at Corr.
Blur Noise ∅ PSNR FAR≤0.01 FAR≤0.01 Blocks FAR≤0.01 FAR≤0.01 Blocks

B-0 N-0 – 2.54 % 5.90 % 32 6.59 % 8.01 % 28
B-1 N-0 26.47 dB 3.82 % 5.69 % 32 9.92 % 7.86 % 28
B-2 N-0 21.04 dB 3.75 % 4.88 % 32 10.62 % 7.59 % 26
B-3 N-0 19.62 dB 4.36 % 5.22 % 32 10.94 % 8.61 % 27
B-0 N-1 28.32 dB 4.25 % 5.94 % 32 9.51 % 8.75 % 27
B-1 N-1 24.27 dB 3.36 % 5.76 % 32 10.15 % 9.02 % 27
B-2 N-1 20.21 dB 3.84 % 5.56 % 32 10.80 % 8.95 % 27
B-3 N-1 19.07 dB 4.15 % 6.30 % 31 10.69 % 8.88 % 27
B-0 N-2 22.54 dB 4.88 % 6.51 % 32 9.92 % 9.22 % 27
B-1 N-2 20.99 dB 4.09 % 5.76 % 32 10.62 % 9.17 % 28
B-2 N-2 18.58 dB 3.86 % 5.76 % 32 9.97 % 9.02 % 27
B-3 N-2 17.70 dB 4.27 % 5.83 % 32 10.69 % 10.44 % 26
B-0 N-3 19.14 dB 4.36 % 6.44 % 32 10.33 % 9.86 % 28
B-1 N-3 18.28 dB 4.43 % 6.37 % 32 10.49 % 10.37 % 26
B-2 N-3 16.82 dB 4.56 % 6.24 % 32 10.96 % 9.43 % 27
B-3 N-3 16.19 dB 4.27 % 6.58 % 32 9.54 % 9.29 % 27

4 Conclusion

In this paper we investigate the impact of signal degradation on the performance
of template protection schemes, in particular, the effect of blur and noise to FCSs
based on iris. Based on different feature extraction methods FCSs are constructed
and a significant amount of blur and noise is added successively to iris biometric
data to simulate out of focus blur and thermal noise. It is found that, opposed
to current opinions, FCSs appear rather resilient to a certain amount of signal
degradation within biometric data obtaining key retrieval rates comparable to
those achieved in the absence of signal degradation, even if this is not the case
for underlying recognition algorithms.
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Abstract. A new branch of biometrics, hand recognition, has attracted
increasing amount of attention in recent years. In this paper, we propose
an approach of hand detection based skin color pixel for biometric appli-
cations using multi layer perceptron (MLP) neural network. This later
has the ability to classify skin pixels belonging to people with differ-
ent skin tones and captured in different lighting conditions and complex
background environments. To improve the achieved results, a succession
of post-processing was proposed. The choice of the database is an im-
portant step in testing a biometric process. For this, we build a database
named “Sfax-Miracl hand database”. This database contains a total of
1080 images having the advantage of being captured from freely posed
hands in contact free settings. Various conducted experiments on this
database show promising results and demonstrate the effectiveness of
the proposed approach.

Keywords: Hand biometric, Contactless hand detection, Skin color
pixel, Multi layer perceptron (MLP).

1 Introduction

Automatic recognition using biometric characteristics is becoming more and
more popular in the current e-world. As an important member of the biomet-
ric family, hand has merits such as robustness, user-friendliness, high accuracy
and cost-effectiveness. Hand biometric has many modality characteristics such
as palmprint, fingerprint, hand shape, etc. All these modalities need a detection
step of the hand that represents the first stage of biometric recognition process.
In the literature, three approaches have been proposed to solve the problem
of skin detection. The color based approach [1–11], the shape based approach
[12, 13] and the hybrid approach [14]. Color is a powerful fundamental feature for
skin detection. In fact, it is invariant to the change of position or scale of a given
hand and it had shown satisfactory results in the literature. For these reasons, we
interested in the color based approach. Regarding this approach, we find three
categories of skin modeling named parametric [2, 6, 7], non-parametric [1, 4, 5, 9–
11] and explicit models [3, 8]. The importance of non-parametric skin modeling
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methods is to estimate skin color distribution from the training data without
deriving an explicit model of the skin color. In addition, they are characterized
by their rapidity in both training and classification which is very interesting in
real-time applications. Therefore, they could be used efficiently for skin detec-
tion. The most known methods in the non-parametric skin modeling methods
are the normalized lookup table [4, 5], the histogram based segmentation [1],
the induction graph [11] and the neural network [9, 10]. The neural network has
the ability of a machine learning which produce a generic prediction model from
a simple input data. Thus, we opted for the neural network to construct our
prediction model.

In the most existing hand biometric systems in the literature, the hand is
placed on a glass plate which implies the presence of noise that may provide dis-
eases transfer. Our contribution consists mainly to establish a robust approach
for contactless hand detection. A wide variety of color spaces have been applied
to the problem of skin color modeling. In the most previous works, researchers
opted for a specific color space to construct their skin color model. Our work
consists of studying the most widely used color spaces in the problem of skin
color modeling in order to determine the adequate color space for our prediction
model. In our knowledge, the most existing hand databases in the literature are
linked to several constraints like grayscale images with a simple and familiar
environment or in other case, markers are placed on the fingertips which disturb
the users. For these reasons, another novelty of our work is to build a database
which contains hand images detected from freely posed hands in contact free
settings that we have called “Sfax-Miracl hand database”.

The remainder of this paper is organized as follows: Section 2 presents the
construction details of our database “Sfax-Miracl hand database”. Section 3
describes our proposed hand detection approach. Section 4 discusses the exper-
imental results. Finally, section 5 draws conclusions and futures work.

2 Data Collection: “Sfax-Miracl Hand Database”

Data acquisition is the first stage of every biometric system. Between February
2011 and April 2011, we collected a database of over 1080 hand images captured
from 54 peoples where 29 of them are woman and 25 of them are men. This
contactless hand images, named “Sfax-Miracl hand database”, consists mainly
of hand images collected from volunteers include students, graduate students,
workers, retired, etc. 48 of them are less than 30 years old, 3 of them are be-
tween 30 and 60 and 2 of them are more than 60 years old. Each one of them
is asked to provide about 10 images for their left hand and 10 images for their
right hand in one session. In total, each subject provides about 20 images. So
that, our database contains a total of 1080 images captured from 108 different
hands. This database is built by using Samsung ES75 digital camera. All the
images are available in JPEG format with a resolution of 1024*768 pixels. In the
process of acquisition, the user places his hand opened in front of the perpen-
dicular axe of the camera with a distance of about 30 cm. The hand images are
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captured by taking into account several problems such as the variation of the
background (complex, simple, etc.), the variation of the skin tones according to
the person and to the races (white, black, brown, red, etc.), the variation of the
position and the orientation of the hand, the variation of the hand size which
vary according to the age and to the sex, the presence of hand’s accessories
(ring, bracelet, watch, etc.) and the variation of the lighting conditions (indoor
and outdoor environments). We note the presence of parts or the totality of the
face for the concerned person or others for some images. The main objective
in building this database is to have the unsupervised conditions for the imag-
ing which attempts to represent more realistic application environment. This
database is publically available in the contact of the authors. Fig. 1 shows an
example of typical acquisitions.

Fig. 1. Extract of images from the database “Sfax-Miracl hand database”

Besides, our database has the advantage to contain masks in which the skin
regions were preserved and the background was replaced by black color. These
masks are created manually for each images of our database using Adobe Pho-
toshop 7 platform and it were stored in independent files with a name corre-
sponding to its origin images. The creation of these masks served us to extract
automatically the skin color and the non-skin color pixels from the original im-
age to be used for the preparation of the training data set and test data set. Fig.
2 shows the mask corresponding to the acquisitions of Fig. 1.

3 The Proposed Hand Detection Approach

Our proposed approach involves two steps: (1) the learning step to construct
the adequate prediction model to discriminate the pixels of skin from those of
non-skin and (2) the detection step to only conserve the hand region. The total
process of our proposed approach is shown in Fig. 3.
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Fig. 2. Corresponding masks to images acquisition for “Sfax-Miracl hand database”

Fig. 3. The total process of our proposed approach

3.1 Learning Step

The learning step is composed of three major phases: (1) a data preparation
phase for the construction of the training data set, (2) a prediction model re-
search phase which looks for a generalizable prediction model and (3) a validation
phase which consists on assessing the quality of the learned prediction model.

Data Preparation. In this phase, our purpose is to build a two-dimensional
table from our training corpus. Each column in the table represents a color space
axes and each rows represents a skin pixel value in each color space axes. In the
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most previous works, researchers have proposed many prediction models based
on skin color, but everyone has opted for a specific color space to present his
model. In our work, we try to fill this vacuum by studying the most widely
used color spaces in the problem of skin color modeling in order to determinate
the adequate color space for our prediction model. The set of training pixels are
extracted automatically from the training images and their corresponding binary
masks. Thereafter, for each pixel we computed its representation in the used color
spaces: RGB, YCrCb, and HSV. This leads to a features vector composed of 9
color space axes. With each pixel features vector is associated its class label
denoted as 1 for skin color and 0 for non-skin color.

Prediction Model Research. In this phase, we propose to build a predic-
tion model based on a supervised learning approach. In the literature, there are
several techniques of supervised learning, each having its advantages and disad-
vantages. In our approach, we opted for the use of the MLP as a prediction model
method. The MLP [15] is characterized by their capacity of memorization and
generalization of the data in addition to their ability to solve not linearly sepa-
rable problem. A typical MLP network consists of a set of source nodes forming
the input layer, one or more hidden layers of computation nodes, and an output
layer of nodes. The input signal propagates through the network layer-by-layer.
The computations performed by such a feedforward network with a single hid-
den layer with nonlinear activation functions and a linear output layer can be
written as:

y = f(x) = Bα(Ax + a) + b. (1)

where x and y are respectively the vector of inputs and outputs and α is the
activation function. A is the matrix of weights of the first layer and a is the bias
vector of the first layer. B and b are, respectively, the weight matrix and the
bias vector of the second layer.

One of the important aspects in designing an MLP neural network is how
to determine the network topology. The input size is dictated by the number
of available inputs features. Each color component of the used color space is
treated as an input neuron; in our case we need three neurons. The output layer
will have one neuron. Thus, the two decisions that must be made regarding the
hidden units are to determine the number of hidden layers and the number of
neurons in each hidden layer. Fu in 1994 [16] stated that using only one hidden
layer is sufficient to solve many practical problems, so in our work we used one
hidden layer MLP neural network. The determination of the number of neurons
in the hidden layer will be discussed in section 4. The network is trained using
error back propagation training algorithm.

Validation of the Prediction Model. Several possible metrics have been
proposed in the literature for assessing the quality of a prediction model for
skin color pixel detection. Among this metrics, four types of rates were used in
our work: (1) The Correct Detection Rate (CDR): represent the probability of
the correct classified pixels, (2) The False Detection Rate (FDR): represent the
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probability of the wrongly classified pixels, (3) The A Priori Error Rate (APER):
represent the probability of the skin pixels which are not assigned to this class,
(4) The A POsteriori Error Rate (APOER): represent the probability of pixels
assigned to the skin class and which do not belong to this class.

3.2 Detection Step

The detection procedure is done by scanning all the pixels in the image and for
each pixel, the MLP neural network takes as input three neurons, each one takes
the value of each color component of the chosen color space. Then the MLP
neural network computes the probability that each pixel is a skin pixel. So, the
pixels whose probability is higher to the threshold value will considered as skin
color and takes the value of “1” otherwise it will be considered as background
tone and will be set to “0”. This process produces a binary image highlighting
the skin color pixels with white color and the others with the black color as
shown in Fig. 4(b).

The result of detection produced by the MLP neural network may contain
hand region that is corrupted by false detection (Fig. 4(b)). Therefore, a succes-
sion of post-processing was proposed allowing us to remove this false detection.
We started by applying morphological operator: opening with a circular struc-
turing element. The basic effect for this operation is to remove some false skin
pixels detected in the background. Given that in some hand images, the presence
of parts or the totality of the face for the concerned person or others, so finally,
we eliminate the regions having a surface lower than 500 to preserve only the
larger white objects in the image e.g. the hand. The result of post-processing
phase is shown in Fig. 4(c).

(a) (b) (c)

Fig. 4. Hand detection results: (a) original image (b) detection results of skin color (c)
hand image after post-processing phase

4 Experimental Results and Evaluation

In the herein reported experiments, we try to validate our contribution and to
evaluate the effectiveness and robustness of our approach. All the images used
in the following experiments are taken from our database and resized with a size
of 64*64 pixels. For the construction of our training data set, we try to choose
images from different individuals and having different variations. This training
data set is composed of 245760 pixels from which 83349 are skin color pixels
and 162411 are non-skin color pixels. Independently of the training data set, we
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construct our test data set. This later is composed of 4177920 pixels from which
1376772 are skin color pixels and 2801148 are non-skin color pixels.

Since the transfer function used is a sigmoid function, the MLP neural network
produces an output between 0 and 1. Therefore, the output of the neural network
needs to be modified so that it is either 0 or 1. To achieve this, we need a threshold
value. To choose the threashold value, we calculate the CDR on the training data
set using a single neuron in the hidden layer (Table 1).

Table 1. Correct detection rate for different thresholds value

Correct Detection Rate(%) 0.5 0.6 0.7 0.8 0.9

RGB 33.9148 89.7587 89.1207 88.3309 87.168
YCrCb 33.9148 89.9512 89.4775 88.798 86.8542
HSV 33.9148 85.4822 84.8039 80.3259 66.0852

As we have seen from these results, our approach achieved its best performance
with the threshold 0.6 for the various used color spaces.
The choice of the adequate neurons number is determined by the calculation of
the CDR on the training data set by modifying the neuron number in the hidden
layer from 1 to 25 with a step of 2 neurons (Table 2).

Table 2. Correct detection rate for the different neurons number in the hidden layer
for the three color spaces: RGB, YCrCb and HSV

Correct Detection Rate(%) 1 3 5 7 9 11 13 15 17 19 21 23 25

RGB 89.76 90.52 66.09 90.35 90.5 90.53 90.41 90.46 90.5 90.4 90.37 90.5 66.09
YCrCb 89.95 90.49 90.48 90.63 90.69 66.08 90.67 90.78 90.66 90.58 90.74 90.73 90.76
HSV 85.48 90.13 89.9 90.11 90.31 90.26 90.37 90.34 90.31 90.38 66.28 90.46 66.08

From the results of previous experiment, we can observe that the best result
of correct detection rate is achieved using 15 neurons in the hidden layer.
In order to determinate the adequate color space for our prediction model, we
conducted a comparison between the obtained results by the RGB, the YCrCb,
and the HSV color space. This comparison does not only concern the obtained
CDR but also the FDR, the APER, and the APOER (Table 3).

From this experiment, since a compromise between the CDR, the FDR, the
APER, and the APOER, the best result is obtained with the RGB color space.
The execution time is another interesting factor in a detection skin process.
Table 4 illustrates the average computing time of our proposed approach.

As illustrated from the previous result, our approach is not only effective but
also very fast. Therefore, we have once again shown the performance of our
proposed approach.
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Table 3. Comparison between the CDR, the FDR, the APER, and the APOER using
the RGB, the YCrCb, and the HSV color space

(%) CDR FDR APER APOER

RGB 94.53 5.46 15.57 2.15
YCrCb 94.52 5.47 15.13 2.02
HSV 94.41 5.58 15.67 2.12

Table 4. Average computing time of our proposed hand detection approach

Color space Average computing
time (s)

RGB 0.0625 s

5 Conclusions and Futures Works

We have introduced in this paper a method for hand detection captured without
contact and without constraints on the capture environment for hand biometric
applications. This method is based on color based approach adopting the MLP
for the skin color modeling. First of all, we begin with presenting all the details
of the construction process of our database “Sfax-Miracl hand database”. Then,
we describe the various steps of our approach. This later involves two steps:
the first is the learning step to construct the adequate prediction model and
the second is the detection step to only conserve the hand region. Finally, we
conducted several experiments in our database. These experiments showed that
our approach provide an efficient detection results with a CDR of 94.53% in the
RGB color space.

Our future orientations consist of studying the possibility of generating an
hybrid color space to better discriminate the skin pixels. Given that the run-
time is important for such a biometric application, it would be interesting to
explore other learning techniques such as the induction graphs.
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Abstract. In this paper we present a new approach for biometric template pro-
tection. Our objective is to build a preliminary non-invertible transformation 
approach, based on random projection, which meets the requirements of revo-
cability, diversity, security and performance. We use the chaotic behavior of  
logistic map to build the projection vectors using a new technique that makes 
the construction of the projection matrix depend on the biometric template and 
its identity. Experimental results conducted on several face databases show the 
ability of our technique to preserve and increase the performance of protected 
systems. Moreover, we demonstrate that the security of our approach is suffi-
ciently robust to possible attacks. 

Keywords: Template protection, random projection, logistic map, revocability, 
security. 

1 Introduction 

The growing concern for the problem of identity theft and the urgent need for indi-
vidual privacy make the conception of personal authentication / identification systems 
increasingly important. These systems must authenticate users respecting several 
requirements, like speed, reliability, accurately and protection of user’s privacy. Tra-
ditional systems of personal authentication which use passwords or ID cards are not 
able to meet all these requirements. For against, authentication systems based on bio-
metrics, which use physiological (face, iris, etc.) and behavioral (signature, etc.) mod-
alities, have proven a priority over traditional systems. But while biometrics ensure 
uniqueness, they do not provide the secrecy. For example, a person let his fingerprints 
on every touched surface and face images can be seen everywhere. Consequently, 
many attacks can be launched against the biometric systems, which reduce the credi-
bility of these systems. Therefore, although biometric technologies have inherent 
advantages over traditional methods of personal authentication / identification, the 
problem of ensuring the security of biometric data is critical. 

In practice, opponents exploit the structure of biometric systems to launch their at-
tacks. All biometric systems consist of four main modules (Fig. 1): the sensor module. 
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The feature extraction module that selects the most significant characteristics in an image 
sent by the sensor and builds a biometric template test. The module of the database con-
taining the biometric templates of legitimate users, and the module of comparison or 
classification is responsible for comparing the test templates with the templates stored in 
the database to make a final decision. Ratha et al have identified eight points or levels of 
attack in a biometric system [1] (Fig. 1), but since the principle of some attacks is re-
peated, Jain et al include them into four categories [2]. Firstly, the attacks on the user 
interface (sensor), mainly due to the presentation of falsified biometric data, for example 
spoofing / mimicry attacks [4] (Level 1). Secondly, the attacks on the interface between 
modules, an adversary can either destroy or interfere communication interfaces between 
modules, for example replay attacks [3] and hill climbing attacks [4] (Levels 2, 4, 7 and 
8). Thirdly, the attacks on software modules, the executable program on a module can be 
modified so that it always returns the desired values by the opponent. It is the Trojan-
horse attacks (Levels 3 and 5). Finally, the attacks on database (Level 6), one of the most 
damaging attacks on a biometric system is against the biometric templates stored in the 
database system. For example, a biometric template can be replaced by an impostor tem-
plate to obtain unauthorized access to the system. In addition, a physic parody (spoof) 
can be created from a stolen template [5] to obtain unauthorized access to the system. 
The irrevocability of biometric templates makes this attack very dangerous, because, 
unlike a stolen credit card or password, if a template is stolen it is not possible for a legi-
timate user to revoke their biometric templates and replace them with another set of  
identifiers. 

 

Fig. 1. The eight levels of attack in a biometric system 

Because of these security issues, several schemes and methods have been proposed 
for biometric template protection. The concept of revocable (also called cancelable) 
biometric has been proposed, for the first time, as a template security solution by 
Ratha et al [6]. Revocability means that we can revoke a compromised template and 
replace it with another in the same way as a stolen password is. All the proposed ap-
proaches are based on this concept. In this work, we propose a new approach for the 
protection of biometric template based on the random projection and the phenomenon 
of chaos, that meets several requirements including the revocability. 

The rest of the paper is organized as follows. Section 2 presents an overview of tem-
plate protection approaches. Section 3 describes the technique of random projection, the 
phenomenon of chaos, the proposed approach and a security analysis. Experimental  
results are discussed in Section 4, conclusions and perspectives are drawn in Section 5. 
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2 Overview of Template Protection Approaches 

Personal authentication systems based on biometrics have shown new problems and 
challenges related to the protection of personal data, inexistent in traditional authenti-
cation systems. Because of these problems of security and privacy, there are currently 
many research efforts to protect biometric systems against the possible attacks. We 
can divide the proposed solutions into two main categories: preventive solutions and 
palliative solutions. Each category can be divided into two main types: hardware 
approaches and software approaches.  

The objective of palliative solutions is, once the attack has been made, to minimize 
the probability of rupture in the system. The hardware approaches of these solutions 
try to add specific devices (smell, blood pressure, etc.) in biometric sensors to detect 
the liveliness / fraud of presented features. Among software approaches of these solu-
tions, one has received more attention from researchers and industry, called liveliness 
detection. The design of these solutions depends on the used biometric trait and there 
is no one standard approach for all biometric systems. 

Preventive solutions are designed to prevent the commission of an attack. In gener-
al, these solutions are trying to protect biometric templates. The hardware approaches 
of these solutions try to put all the modules and interfaces of biometric system on a 
chip card or a secure processor in general. The software approaches of these solutions 
are designed to protect the stored biometric templates. The idea is, instead of storing 
the templates themselves, to store a function of each template used directly in the task 
of classification. This work is primarily concerned with these solutions of template 
protection.  

An ideal approach of biometric template protection must meet four requirements [7]: 

• Revocability: it should be possible to revoke a template and put a new 
template based on the same biometric data. 

• Diversity: if a revoked template is replaced by a new model, it should not 
correspond with the former. This property ensures the privacy of the user. 

• Security: it must be difficult, computationally, to obtain the original tem-
plate from the protected template. 

• Performance: The protection approach should not degrade the recognition 
performance of system. 

The major challenge to design an approach of template protection, which meets all 
requirements, is the presence of intra-subject variations, because multiple acquisitions 
of the same biometric trait do not lead an identical set of features.  

Jain et al have classified these approaches into three main categories [2]: feature 
transformation approaches, biometric cryptosystem approaches and hybrid approaches. 
The basic idea of feature transformation approaches is to apply a transformation function 

 to the original biometric template  using a key , and the transformed template ,  is stored in the database. The function   is also used to transform the test tem-
plate , and we can directly compare the transformed templates ,  and ,  in 
the transformation domain to determine whether the user is accepted or not. Depending 
on the transformation function , feature transformation schemes can be divided into two 
classes: biohashing and non-invertible transformation. For biohashing [4][8],  is  
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invertible; if an opponent has the key and the transformed template, he/she can recover 
the original biometric template (or an approximation of it). Therefore, the biohashing 
scheme security is based on the security of the key. For non-invertible transformation 
[9][10][11], the function F is not invertible. The main property of this approach is that 
even if the key and / or the transformed template are known, it is difficult for an adver-
sary to recover the original template (in terms of computational complexity). In biometric 
cryptosystems, the principle of classical cryptosystems is combined with the principle of 
biometrics to improve security of personal authentication systems based on biometrics. 
The main objective of these schemes is to minimize the amount of biometric data stored 
in the database. In these approaches, an error correcting code on the original template  
and the key  are applied to extract the helper data . At the time of authentication, an 
error correcting code on the helper data  and test template  are applied to recover the 
key  and make a decision. 

Each of these approaches has its own advantages and limitations [2]. They do not 
meet, contemporaneously, the requirements of revocability, diversity, security and high 
performance recognition. Thus, there is no best approach for protecting biometric data 
and available protection schemes are not yet mature enough for widespread deployment. 

In this paper, we propose a new non-invertible transformation approach that allows 
diversity, revocability, security and performance with no need for a user's key. Our 
method is based on random projection, a technique that has been applied on various 
types of problems. We also use the chaotic behavior of logistic map to build the pro-
jection vectors which makes the construction of the matrix depend on the biometric 
template and its identity. The next section describes the proposed approach. 

3 Proposed Approach 

In this Section, we present a non-invertible transformation approach for biometric 
template protection, based on the principle of random projection and use the chaotic 
behavior of logistic map to build the projection vectors. 

3.1 Random Projection 

Random projection has been applied on various types of problems [12] including the 
biometric template protection. It uses orthogonal random matrices to project the bio-
metric templates in a space where distances are preserved. To make the projection 
non-invertible, a quantization step was included in [13]. 

Stages of the non-invertible random projection are (Fig. 2): 

• Generate m random vectors from user key. 
• Apply the Gram-Schmidt orthogonalization algorithm on the m random 

vectors to compute an orthogonal matrix A (AA = I). 
• Transform the original template  using the matrix :  =   

-  is the transformed template. 
• Apply quantization on the transformed template . 
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Fig. 2. The non-invertible random projection 

The generation of projection matrices using Gram-Schmidt orthogonalization algo-
rithm is time consuming, but there are less expensive methods which do not require 
this algorithm. For example, Achlioptas [14] has proposed a new approach  
which yields significant computational savings during the computation of the matrix 

 and the projection . Testing this algorithm is one of our objectives in the future 
work.  

In the other hand, the Gram-Schmidt orthogonalization algorithm returns a set of or-
thogonal vectors if and only if the input vectors are linearly independent. Therefore, the 
generation of random vectors from the used key will be relatively limited by this re-
quirement. This has motivated us to use the chaotic behavior of logistic map to generate 
linearly independent vectors that will be used to construct the projection matrices. 

3.2 Logistic Map 

Logistic map is a sequence whose recurrence is not linear. Its recurrence relation is:   = 1  

According to the values of  , we can observe a chaotic behavior in the 
val 3.5699456 , 4 . Thus, logistic map is very sensitive to initial conditions. According 
to this feature, logistic map was used in several applications, such as the protection of 
data content. For example, random sequences of the chaotic zone can be used to crypto-
graphically secure the transmission channels in several telecommunications systems. 

In our work, we use logistic map to generate multiple random vectors. These vec-
tors will be stored in a 4D matrix, called spiral cube. Spiral cube will be used to con-
struct the projection matrices. The construction of cubic spiral depends on the size of 
the original template. Suppose that the feature vector contains  values, the cube will 
consist of  spiral cells (3D matrix), each cell being of size  (  is the nearest 
integer greater than or equal to √ ) and each cell corresponds to a specific value of  . 
Therefore, each cell contains an  box, and each box contains a vector generat-
ed using the values  in the interval 3.5699456 , 4  (Fig. 3). 

 



240 C. Moujahdi et al. 

 

Fig. 3. Spiral cube construction 

3.3 Proposed Approach 

We propose a non-linear mechanism of random projection. Our objective is to build a 
non-invertible method for biometric template protection that meets all the require-
ments of security and performance with no need for a user’s key. It should be noted 
that the proposed approach is applicable to any biometric system that uses feature 
vectors for classification. 

During enrollment, after the extraction of the features from the training templates, 
(i.e., we assume that the training database contains x templates of size , each identity 
is presented by y templates, assuming z identities: = ). Our approach and the 
mechanism of protection start with the following steps: 

• For each training template ,  we calculate : 
 = |max min |                                1  

 

-  is the nearest integer greater than or equal to √ . 
 

• Then, we calculate the quantized vector  of the template : 
 

= 1                                      T = min                                   T = max|T min |                             1,        1,          2  

 

-  calculates the nearest integer greater than or equal to . 
 

• At the end of the previous step, we have x quantized vectors. For each identi-
ty, we keep a single quantized vector (randomly chosen among the y vec-
tors). Finally, we obtain a matrix  which contains z quantized vectors. We 
call it the map cube. 

• We construct the projection matrices for each identity using the spiral cube 
and the map cube (Fig. 4). Assuming that we calculate the projection matrix 
of identity 1 (first vector of the map cube), the first value of the quantified 
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vector (size ) of this identity corresponds to the first cell in the spiral cube, 
and so on for the other values. For example, if the first value is 3, we extract 
the vector number 3 of the first cell of the spiral cube. Finally, we obtain  
vectors and we apply the Gram Schmidt algorithm to construct the projection 
matrix of the identity 1. The principle is similar for the other identities. 

• Finally, we store the protected templates, spiral cube and cube map in the 
system database (storage of spiral cube and cube map is public). 

 

Fig. 4. Mechanism of projection matrix construction  

During authentication, after the extraction of the features from the test template, the 
protected system works as follows: 

• We apply quantization on the template test which is similar to that applied on 
the training templates during enrollment stage (equations 1 and 2). 

• We use a KNN classifier to find the nearest vector in the map cube to the 
quantized test template.  

• The closest vector is used to find the projection matrix corresponding to the 
test vector (Fig. 4). 

• The protected template is compared directly with the protected training tem-
plates; the comparison will be carried out according to the type of classifier 
used by the system. 

3.4 Analysis Study 

The proposed technique meets the requirements of revocability, diversity and securi-
ty. Knowing that multiple acquisitions of the same biometric trait do not yield an 
identical set of features, the dynamics of our approach allow us to create different 
templates for the same identity in the presence of these variations. In addition, we can 
protect a compromised template by changing partially the map cube. We change, 
specifically, the quantized vector corresponding to the identity of the compromised 
template, either by redoing the quantization or by changing partially this quantized 
vector. Thus, the revocability and diversity are assured.  It should be noted that the 
change of the spiral cube, or the order of cells in the cube, require to redo the training 
task again for all templates in the database; this is a weak point in our approach which 
we plan to address in our future work. 

The security analysis of existing methods is mainly based on the complexity of 
brute force attacks which assume that biometric data are uniform. We assume that the 
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size of the original template is . We analyze the scenario where the adversary has 
access to the protected template and the spiral cube. To find the original template we 
need to find the used projection matrix. In this scenario, we have  (  is 
the nearest integer greater than or equal to √ ) possible projection matrices. For ex-
ample, if =100 the number of possible matrices is 100  which provides high ro-
bustness against brute force attacks. Let us assume now that the opponent has access 
to the protected template, the spiral cube and the map cube (all public data). If he/she 
does not know the role of the map cube, the number of possibilities is similar to the 
previous scenario. Otherwise, if he/she knows the role of a map cube, the number of 
possibilities is  (i.e.,  is the number of identities), since he/she does not 
know that the projection vectors are stored spirally in the cube and there is no evi-
dence in the database or public data to determine the storage manner. We have found 
that even in the worst case scenario where the adversary has all the public data and 
the template protected, the security is enough to be robust to attacks.  

In practice, however, an adversary can exploit the non-uniform structure of data to 
launch an attack that may require far fewer attempts to reach the security of the sys-
tem. A rigorous analysis of security of these methods, like [17], is necessary, and will 
be the objective of future work. 

4 Experimental Results 

In this Section, we present our experimental results using the YALE and UMIST face 
databases (Fig. 5). The YALE face database consists of 165 face images of 15 distinct 
persons. Images are characterized by variations in facial expressions and lighting 
conditions. The UMIST face database consists of 550 face images of 20 distinct per-
sons. Faces in the database cover a wide range of poses from profile (90°) to frontal 
(0°) views.  

 

Fig. 5. Examples from UMIST database (top) and YALE database (down) 

The biometric system used in our experimentation is based on an efficient feature 
extraction method LST [15] followed by a multi-class dimensionality reduction ap-
proach SVDA [16] for feature selection, and a KNN classifier for classification [18]. 
For the YALE database, each person is presented with five images. Thus, the training 
database contains 75 templates while the test database contains 90 images. For the 
UMIST database, each person is presented with six images and the leave-one-out  
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approach is used for testing on 120 training images [18]. According to the leave-one-
out approach, the algorithms are run N times. In each round, N-1 samples are used for 
training and the remaining sample is used for testing. If the test sample is correctly 
predicted, the test accuracy of the round is 100%, otherwise it is 0%. The overall test 
accuracy is the mean accuracy of all the N predictions. Figure 6 shows a comparison 
between the unprotected system and the protected system using the two databases. 

 

Fig. 6. Comparison of performance between protected systems and unprotected systems   

In the case of the YALE database, the performance of the unprotected system is very 
high because the feature extraction (i.e., LST) and selection (i.e., SVDA) techniques are 
very efficient. On the other hand, the variation in facial expressions and lighting condi-
tions do not degrade the performance significantly. In the case of the protected system, 
we can notice a small improvement compared to the unprotected system.  

In the case of the UMIST database, the performance of the unprotected system is 
average because each person is presented with six images (one image per view class). 
Knowing the principle of the leave-one-out, in each test round, the view class of the 
test image is not present in the training database, which presents a very complex test 
situation. Knowing also that the major challenge in designing a template protection 
approach is the presence of intra-subject variations (the multi-view in our case), we 
believe that the observed decrease in performance by 3.34% is quite acceptable 

Our results show the ability of our technique to increase the performance of pro-
tected system in ideal test conditions and to preserve it in non-ideal test conditions. 

5 Conclusions and Perspectives 

In this paper, we proposed a new approach for biometric template protection. We used 
the logistic map vector to generate the vectors of projection. We have stored these 
vectors in a spiral cube, which is used to generate the matrix of protections and de-
pends on the template to be protected. Our approach meets revocability, diversity and 
security, required in an ideal method for template protection. In addition, it does not 
only preserve recognition performance but increases it; due to using a dynamic pro-
jection matrix for each identity. Thus, it manages better the intra-subject variations. In 
future work, we will test other biometric modalities such as fingerprints. As for the 
security analysis, we plan to use the analytical equations presented in [17].  
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Abstract. In this paper, we present a new approach for face recognition
that is robust against both poorly defined and poorly aligned training and
testing data even with few training samples. Working in the conventional
feature space yielded by the Fisher’s Linear Discriminant analysis, it uses
a recent algorithm for sparse representation, namely k-LiMapS, as gen-
eral classification criterion. Such a technique performs a local �0 pseudo-
norm minimization by iterating suitable parametric nonlinear mappings.
Thanks to its particular search strategy, it is very fast and able to discrim-
inate among separated classes lying in the low-dimension Fisherspace. Ex-
periments are carried out on the FRGC version 2.0 database showing good
classification capability even when compared with the state-of-the-art �1
norm-based sparse representation classifier (SRC).

1 Introduction

The face recognition problem has been widely studied in several fields, involv-
ing biological researchers, psychologists, and computer scientists. This interest
is motivated by the still big disparity between the performances achieved by
existing automatic face recognition systems (FRSs) [1,2] and human ability in
solving this task. FRSs can be classified in local-based or holistic. The first ex-
tract local features either on the whole face [3] or in correspondence to peculiar
fiducial points [4]. By construction such methods are more robust to variations
caused by either illumination or pose changes. Their main disadvantages are the
computational cost and the fact that they require a certain image resolution and
quality, which cannot be guaranteed in real world applications. The holistic ap-
proaches are more suitable in case of low quality images considering they do not
require to design and extract explicit features. The most popular are Eigenface
[5], Fisherface [6] and Laplacianface [7]. More recently a new approach [8] based
on the sparse representation theory [9,10] has been proposed, proving its effec-
tiveness. This method aims to recognize a test image as a sparse representation of
the training set, assuming that each object covers a certain subspace. The main
disadvantage of this method, and of all the holistic approaches in general, is that
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it requires a very precise (quasi-perfect) alignment of all the images both in the
training and in the test sets: even small errors affect heavily the performances
[11]. Besides, they require to have numerous images per subject for training and
it is computationally expensive. All these characteristics are not conceivable for
real world applications.

The misalignment problem has been tackled in [12,13], showing a robustness
increment of these systems.

In this paper we propose a completely automatic and fast FRS based on the
sparse representation (SR) method. Both the training and the test sets are pre-
processed with the off-the-shelf face detector presented in [14] plus the eyes and
mouth locator presented in [15]. The obtained face sub-images are projected in
the Fisher space and then sparsity is accomplished applying the recently pro-
posed algorithm k-LiMapS [16]. Such method is based on suitable Lipschitzian
type mappings providing an easy and fast iterative schema which leads to cap-
ture sparsity in the face subspace spanned by the training set.

We tested out method on the FRGC version 2.0 database [17], and compared
it with the SRC method. These experiments prove that, despite the system is
completely automatic, it is robust with respect to mis-alignments and variations
in expression or illumination.

2 Sparse Recovery by k-LiMapS

In this section, we first briefly recall the general sparse recovery (or sparse rep-
resentation, SR) framework, then we detail our proposed k-LiMapS algorithm.

2.1 Sparse Recovery

The mathematical problem statement of SR consists in finding the sparsest repre-
sentation of a vector x ∈ IRn given an overcomplete dictionary Φ = [φ1, . . . , φm]
assumed to be a collection of m > n atoms or vectors in Rn. A sparse represen-
tation for x can be expressed as a linear combination of atoms, i.e., x =

∑
i αiφi,

or equivalently in matricial form

Φα = x, (1)

and is measured in terms of �0-norm ‖ α ‖0, simply representing the number of
non-zero elements in α. More generally, it is not sensible to assume that the
available data x obeys precise equality (1) with a sparse representation ‖ α ‖0 =
k � n. A more plausible scenario assumes sparse approximate representation
in which there is an ideal noiseless signal x (admitting a sparse representation)
corrupted by noise, leading to the model x = Φα + ε, in which error or noise
ε ∈ Rn gives rise, for instances, to measurements or estimates. Adopting this
noisy setting, the general goal of finding the sparsest decomposition of the signal
x can be rephrased as the constrained minimization problem in �2-norm

min
α∈Rm

‖ x − Φα ‖2 subject to ‖ α ‖0 ≤ k. (P0)
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The optimization problem (P0) is generally NP-hard. Therefore the objective
becomes to find computationally efficient algorithms that can approximately
solve (P0), keeping the purpose of recovering as sparse as possible coefficient
vectors α.

2.2 k-LiMapS Algorithm

To promote sparsest solutions to the underdetermined inhomogeneous system (1)
we proposed the k-LiMapS algorithm (k-Coefficients Lipschitzian Map-
pings for Sparsity) [16]. For a desired sparsity level k > 0 fixed a priori,
the method iterates a parametric family of nonlinear mappings along the affine
space associated to the system favoring sparse near-feasible solutions. To recover
in turn admissible solutions, an alternating stage envisages the use of an ortho-
gonal projector onto the feasible space. The process yields a Cauchy sequence in
the Hilbert space �m

2 for which limit point exists regardless of the initial guess.
At the end of the process, depending on whether the signal under exam x admits
or not a k-sparse representation, an hard thresholding operation is applied to
solution α ∈ IRm so that ‖ α ‖0 = k.

More specifically, let F = {Fλ : Rm → Rm | λ ∈ R+} the one-parameter
family of nonlinear mappings promoting sparsity via near-feasible points defined
by

Fλ(x) = x �
(

1 − e−λ|x|
)

, (2)

where � denotes the Hadamard product. The orthogonal projector aimed to map
every point falling in the range of (2) into the nearest point in the affine space
AΦ,x = {α ∈ Rm : Φα = x}, supposed not empty, is the usual projector P = I −
Φ†Φ, where I is the identity operator and Φ† = (ΦT Φ)−1ΦT the Moore-Penrose
pseudo-inverse of the (assumed) full-rank matrix Φ. Moreover, the point ν = Φ†x
represents the closed-form least-squares solution of system (1), frequently used
as starting point of the trajectory iteratively generated.

As a consequence, by composing mapping (2) and projector P , we are given
with the new mapping Gλ : Rm → AΦ,x, defined as

Gλ(α) = P Fλ(α) + ν

= α − P α � e−λ|α|, (3)

whose iterations will help in finding sparse solutions of the system. In fact, the
search is accomplished by the sequence of successive approximations inductively
defined by {

α0 = α ∈ Rm

αn = αn−1 − P αn−1 � e−λn|αn−1|, n ≥ 1 (4)

where the sequence of positive parameters {λn}n≥1 is suitably defined as follows.
In order to meet the severe constraint of choosing k coefficients not null and
discarding the remaining m − k, by denoting with α̂n the absolute values of αn

rearranged in descending order and α̂N (k+1) its (k+1)-th element, the sequence
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of parameters {λn} is adaptively assumed to be λn = 1/α̂n(k + 1). In this way
the algorithm preserves the k most significant coefficients annihilating little by
little the remaining m − k.

The overall algorithmic schema explained above is summarized by the pseudo-
code in Algorithm 1.

Algorithm 1. k-LiMapS
Require: Projector P = I − Φ†Φ, sparsity level k, initial guess ν = Φ†x

1: α ← ν

2: while [ ||P α � e−λ|α||| > ε ] do
3: σ ← sort (|α|) <descending order coefficients>
4: λ ← 1/σk <sparsity ratio update>

5: α ← α − P α � e−λ|α| <orthogonal projection>

6: end while
7: αj ← 0 ∀ j s.t. |αj | ≤ σk <thresholding>

Ensure: an approx. solution of s = Φα s.t. ‖ α ‖0 ≤ k

Regarding the convergence analysis, it can be stated that the sequence of
iterates {αn}n≥0 in k-LiMapS converges to a fixed point of (3), by locally min-
imizing problem (P0).

3 Face Recognition via k-LiMapS

Here we show that k-LiMapS can be used in a FRS, enforcing the belief that
sparsest representation is naturally discriminative. Our algorithm achieves small
classification error by selecting the most representative subset of atoms belonging
to the same target subject, while rejecting all other possible but less compact
representations. To achieve good performances both in time and in represen-
tation quality, we choose to work into the feature space yielded by the LDA
transform, briefly sketched in the next sub-section.

3.1 LDA Subspace Analysis and Image Embeddings

In a typical setting for face recognition, we face the problem of correctly de-
termining to which class belongs a given test image among c distinct classes or
subjects. Arranging data in a matrix structure, the training samples from the i-th
class are represented as column vectors of the matrix Ai = [x1, . . . , xni ] ∈ IRn×ni .
The training set collecting all subjects is then obtained by stacking all matrices
Ai into matrix A = [A1, . . . , Ac].

In order to explore the feature structure of Ai, one of the most popular dis-
criminative tool is the so called Linear Discriminant Analysis (LDA) [6] or Fish-
erfaces. Defining the between-class scatter matrix SB and the within-class scatter
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matrix SW for the training set A as in [6], LDA searches for the project axes on
which the data points of different classes are far from each other while requiring
data points of the same class to be close to each other. Such a projection is
chosen to maximize the Fisher Discriminant Criterion, i.e.,

WOPT = arg max
W

|W T SBW |
|W T SW W | .

The main drawback of LDA is related to the potential singularities of the ma-
trix SW because the dimension of the sample space is typically larger than the
number of samples in the training set. To overcame this problem, the Fisherfaces
method foresees a Principal Components Analysis (PCA) [5] stage in order to
project the original data on a lower dimensional space where the within-class
scatter matrix may be nonsingular. Formally, the complete transform is given
by

W T
LDA = W T

OPTW T
PCA, (5)

where the space is reduced to the dimension c − 1, which is in general much
smaller than n.

3.2 FRS Based on k-LiMapS

Our FRS requires to construct a dictionary Φ on the basis of the training images
(k images per subject). At first all the training samples corresponding to the c
subjects to recognize are collected in a matrix A (as described in subsection 3.1).
Then, applying the LDA projection in (5), the dictionary Φ = WLDA A is created,
being each atom a (c − 1)-dimensional vector. Successively, in the classification
stage, given a test image x, we calculate the projected sample y = WLDA x and
then we perform k-LiMapS to find sparse vector α such that Φα ≈ y.

In the purpose of solving the membership i of the test image x, we look for
the linear span (i.e., LDA subspace) of the training samples associated with
the subject i that better approximates the feature vector y. In other words, by
denoting with α̂i the coefficient vector whose only nonzero entries are the ones
in α associated to class i, we classify y minimizing its residual with the linear
combination Φα̂i, i.e., applying the following rule:

j = min
i∈[1,..,c]

‖y − Φα̂i‖.

The class assigned to x will be the j so found.

4 Experimental Results

We tested the proposed technique on the FRGC version 2.0 database [17]. The
dataset reports images of 466 people acquired in several sessions (from 1 to
22, varying from person to person), over two periods (Fall 2003 and Spring
2004). A session consists of six images: four controlled and two uncontrolled, both
acquired with either neutral or smiling face expression. Controlled images are
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Table 1. The face recognition rate (%) on the FRGC 2.0 controlled, varying the cardi-
nality. In brackets we report the number of features which brought to such percentage.

# Subj 50 100 150 200 239
k = 3 97.6 (100) 96.4 (180) 95.6 (200) 94.9 (340) 93.9 (360)
k = 4 98.4 (100) 98.3 (200) 97.0 (250) 96.9 (390) 95.4 (490)
k = 5 98.8 (160) 98.2 (230) 98.2 (280) 97.2 (340) 97.2 (390)

acquired in frontal pose, with homogeneous illumination, while the uncontrolled
ones represent smaller faces, often blurred and acquired in several illumination
conditions. For our experiments we considered only the subjects with at least
three sessions per period. This brought us to 239 subjects.

All the experiments have been carried out on images automatically localized
with the face detector proposed in [14] followed by the eyes and mouth locator
presented in [15]. No human intervention is required. The misalignment we deal
with is exemplified in Fig. 1.

Fig. 1. Examples of automatic cropping on uncontrolled images of two subjects

Furthermore the number of images in the training set has been deliberately
kept low (k varying between 3 and 5) even if the database would allow a richer
subject representation. This has been done in order to emulate real world set-
tings. The results we report have been obtained mediating over 20 experiments;
at each iteration, k images are randomly selecting for training and the remaining
are used to construct the test set. Comparisons have been carried out with the
state-of-the-art SRC [8], with a feature space dimension equal to 100, which is
a good compromise between the performances and the computational costs.

We set up several experiments1: first, we explored the system scalability: con-
sidering only the controlled images of people with neutral expressions, we tested
the system performances incrementing the subjects cardinality. As shown in Ta-
ble 1, the decrease of performances is more important for small values of k.

Second, we investigated how the expression variation influences the perfor-
mances. In the first two columns of Table 2 we report the results obtained by
both our algorithm and the SRC, varying k and the pool of images: either neu-
tral or neutral and smiling. In all these experiments we considered 239 subjects.
As we can see, the expression variation causes a loss of less than one percentage
point for both our method and the SRC, showing a desirable invariance to the
expressions.
1 Matlab code of k-LiMapS used in the tests is available on the website

http://dalab.dsi.unimi.it/software/klimaps-face-recognition.tgz.
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As last case, we explored the system behavior on uncontrolled images report-
ing the results in the last column of Table 2. This is the more realistic and
challenging scenario, where the subjects are non-collaborative and the acquisi-
tion conditions non-optimal. In this case the performances are poorer, reflecting
the challenge of the task. The low quality of these images affects the recognition
percentage in two ways: first the face locator is less precise, resulting in more
mis-aligned faces (see Fig. 1). Second, the feature extractor itself has to deal
with less discriminative information deleted by blurring, and even misleading
information caused by shadows or glasses. What we highlight however is the
large gap between the performance we achieve and the SRC ones. This confirms
that our method is more robust in presence of misalignment and unfavorable
conditions.

Table 2. The face recognition rate (%) on 239 subjects of the FRGC 2.0 controlled,
neutral versus neutral and smiling and FRGC 2.0 uncontrolled

Neutral Neutral and Smiling Uncontrolled

k-LiMapS SRC k-LiMapS SRC k-LiMapS SRC
k = 3 93.9 (360) 92.8 93.2 (380) 91.8 77.1 (390) 68.4
k = 4 95.4 (490) 95.3 94.6 (500) 94.7 82.8 (360) 74.7
k = 5 97.2 (390) 96.6 96.3 (460) 96.2 87.2 (380) 79.1

Finally, we make two general considerations. First, we remark that the feature
space dimension is not a critical parameter for our method: the reported perfor-
mances are achieved for a wide range of feature dimensions (±200 features from
the optimal); here we report the best one to give an idea of the corresponding
order of magnitude. Second, to hint at computational time, it turns out that
in relation to the largest feature spaces considered in the experiments (equal to
1000), k-LiMapS processes a test image in about 0.05 seconds, making it a very
fast heuristic for face recognition.

5 Conclusions
In this work, we outline a new approach for face recognition based on the
paradigm of sparsity recovery. We have experimentally shown that it produces
well separated classes in low-dimensional subspaces (e.g., Fisherspace) exhibiting
good performances also in case of misalignments and large variations in lighting
and facial expressions. In particular it should be stressed that such a technique
results particularly suitable for realistic world applications where one has to deal
with not only uncontrolled conditions but also very few examples available for
training purpose. Future work suggests to face up to more challenging problems
like recognition of noisy or partially occluded images as well as to show the in-
dependence of any database. This would prove the applicability of our method
in a wide variety of real world applications of FRSs.
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Abstract. Human face recognition is one of the most popular biometric 
approaches. In last decade 3D face recognition attracted much attention. In this 
paper, we present an automatic face recognition algorithm and demonstrate its 
performance on the Bosphorus 3D face database. A novel Dynamic mask is 
used to segment automatically the regions of face which are less sensitive to 
expressions. We applied a multilayer perceptron (MLP) to compute maskable 
region (MR). MR shows which percentage of face image pixels must be masked 
to produce the expression insensitive binary mask for 3D faces. We applied a 
modified nearest neighbor classifier for identification. We only used one neutral 
frontal face of each subject as gallery images and tested our algorithm with 
emotional expression images. The identification rate obtained is 85.36 percent 
in non-neutral expression.  

Keywords: Biometrics, 3D Face Recognition, Facial Expression. 

1 Introduction 

Face recognition is a great challenge for computer vision and is one of the most 
attractive biometric approaches. In last decade, great advantages occurred in face 
recognition, but the corresponding methods are not robust and reliable enough. [1] 

The performance of face recognition systems can be affected by five key factors: 1) 
Illumination variations; 2) Pose changes; 3) Expression variation; 4) Time delay;   5) 
Occlusions. [1] 

Recent researches on 2D and 3D face recognition systems show that 3D face 
recognition is more robust to illumination variations and pose changes. [2] 

Chua et al [3] used iterative closest point (ICP) for 3D face recognition and they 
applied a Gaussian distribution to separate the rigid and non-rigid parts of the face. 
Zhong et al [4] used 3D depth images. Xu et al [10] applied the principal component 
analysis (PCA) to construct the 3D eigenfaces and used a nearest neighbor classifier 
to recognition. Queirolo et al [5] applied the simulated annealing (SA) for registration 
with surface interpenetration measure (SIM) as similarity measure. They combined 
SIM values of four different face regions: circular and elliptical areas around the nose, 
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forehead, and the entire face region to achieve recognition. Xu et al [6] applied Gabor 
wavelet filter on the depth and intensity images; they used linear discriminate analysis 
(LDA) and adaboost learning to extract the features. Mian et al [7] used the spherical 
face representation (SFR) and scale-invariant feature transform (SIFT) to reduce the 
number of candidate faces. Since the eye–forehead and nose regions are less sensitive 
to expressions, they used a modified ICP on these regions to achieve recognition. 

In this paper, we propose an automatic 3D face recognition system robust  
to expression variations. (see fig. 1) we applied a multilayer perceptron (MLP) to 
compute the maskable region (MR) for each probe image. This value is used to 
produce a dynamic mask which separates the least sensitive region of 3D face Image 
for recognition. 

The rest of this paper is organized as follows. Section 2 introduces the 
preprocessing procedure including 3D face denoising and normalization which are 
very important to robust face recognition. Section 3 describes the proposed Artificial 
Neural Network dynamic mask structures. Section 4 reports our experimental result. 
Finally, in section 5, a conclusion summarizes this paper. 

2 Preprocessing  

Since most of acquired 3D face samples are noisy and without alignment, a 
preprocessing approach is needed. Preprocessing includes three steps.  

At the first step, 3D face images must be denoised, three Gaussian filters are 
applied to remove the spikes and reduce the noises. These filters smooth the data with 
different variations. But smoothing may cause to lose some sharp details of images, so 
it is a trade-off between the denoising and keeping the important information of 
images.  

At the second step, the region of interest (ROI) in the face is selected. For this 
purpose, we detect the nose tip at first. The point with highest z value in the middle of 
face region is selected as approximate nose tip. Then spherical region around the nose 
tip is cropped form the denoising data. 

At the last step, the 3D faces have been aligned to a standard posture by ICP 
algorithm [8]. ICP is used to align the forehead and nose regions of a 3D face (see fig. 
2b), which is less sensitive to facial expression, with a reference image (see fig. 2a). 
The reference image is a mean image of the neutral 3D faces of database. Finally the 
aligned face is normalized to a 160x135 depth image (see fig. 2c). The block diagram 
of the preprocesing procedure is shown in fig. 3. 

3 3D Face Recognition Using Dynamic Mask 

The algorithm starts by finding the maskable region (MR) for each probe image. An 
Artificial Neural Network (ANN) is applied to calculate a list of MRs for each gallery 
images. The minimum size MR in the list is selected as desired MR. An MR shows 
which percentage of face image pixels must be omitted by making a binary mask. 
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Fig. 1. Block diagram of our recognition algorithm. The dashed line separates the online and 
offline phases. 

3.1 Artificial Neural Network (ANN) 

A Multilayer perceptron (MLP) is applied to compute MR. The MLP is a feed 
forward ANN which comprises of multiple layers of nodes. Each node is fully 
connected to nodes of the previous and next layers. The nodes in the same layer do 
not connect together. The nodes are called neurons and each of them has a nonlinear 
activation function. Hyperbolic tangent and logistic function are the most well-known 
activation functions which are sigmoid, and described by: = tanh . (1) 

= 11 . (2) 

where the former ranges from -1 to 1 and the latter ranges from 0 to 1. 
Back propagation (BP) method is used to train an MLP. BP is a kind of supervised 

learning algorithm. In this algorithm, weights of the nodes are updated by back 
propagating the errors between desired and actual outputs. 
 
 
 
 
 

Offline processing 

Online processing 

Training 

Database 

MLP 

Preprocessing 

Diff-Image Statistics 
Features

Preprocessing 

Dynamic 
Mask 

Diff-Image 

Statistics 
Features

Recognition 

Gallery 

Training 
Samples 

Probe 



256 S. Salahshoor and K. Faez 

 
(a)       (b)                  (c) 

Fig. 2. (a) Reference image (mean face). (b) Forehead region which is used to align the 
expression faces. (c) A normalized depth image. 

We used a simple three layers, which has 11 nodes in the input layer, nine neurons 
in the hidden layer and only one node in the output layer. Inputs are statistical features 
of the Differential-Image which is described by: = | |. (3) 

where  | | denotes the absolute number of ’s. Then we reshaped this  matrix 
to a  Differential-vector and sorted it into ascending order. 

 

 

Fig. 3. Block diagram of the preprocessing Procedure 

 
The statistical inputs are minimum, maximum, median, 1st and 3rd quartile and 9th 

decile of Differential-vector. The others Inputs are:  

a) arithmetic mean: = ∑ . (4) 

b) interquartile mean: = ∑ . (5) 

where  is an ascend vector. 
c) Geometric mean: = ∏ . (6) 
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d) harmonic mean: = ∑ . (7) 

and  e) the standard deviation: = ∑ . (8) 

3.2 Dynamic Mask 

Differential-Images (Eq. 3) are used to make binary masks for each pair of probe-
gallery faces. These masks separate the regions of face which are the least affected by 
facial expression. A dynamic threshold for each pair of probe-gallery faces is selected 
to make the dynamic mask. = 1 . (9) 

where   denotes the dynamic threshold,  is a vector corresponding to 
the facial regions of differential- image, which is sorted into ascending order.  
denotes the length of  and  is the maskable region. 

In order to make a dynamic mask, the pixels of differential-image whose 
magnitudes are less than the threshold are set to 1 and other pixels are set to zero. 
Some examples of dynamic mask are shown in fig. 4. 

3.3 Classification 

The classification is performed using a modified nearest neighbor algorithm (NN).  
NN computes the distances from a probe face to all gallery faces. The number of 
pixels equal to one in the dynamic masks, might be different for each pair of probe-
gallery images; however, MRs are unique for each probe images. This can affect the 
accuracy of our algorithm, so we applied a modified mean squared error (MMSE) to 
measure the distance which is described by: 
 = ∑ ∑ , , , . (9) 

 
where  is a probe and  is a gallery face and the mask is a dynamic mask which is 
made for this pair of probe-gallery faces and all of them are  matrices.  is the 
number of pixels in dynamic mask which are equal to unity. 
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(a) 

(f) (e) (d) (c) (b) 

  
(k) (j) (i) (h) (g) 

Fig. 4. some examples of dynamic mask. (a) neutral expression. (b, g) happy expressions. (c, h) 
the differential Images. (d, i) dynamic masks (IP=0.1). (e, j) dynamic masks (IP=0.2). (f, k) 
dynamic masks (IP=0.3). first row (b-f) and (a) are belonging to the same person.  

4 Experimental Result and Discussions 

We tested our 3D face recognition method on the emotional expression faces of 
Bosphorus database [9]. 

4.1 Bosphorus 3D Face Database 

Bosphorus 3D face database comprises 4666, 3D faces (shape and texture). It consists 
of 105 subjects (61 men and 44 women) in various expressions, pose and occlusion.  

Bosphorus database comprises two set of expressions, the first set consists of the 
expressions which are known as action units (AUs) [10] and the second set comprise 
emotional  expressions, which are anger, disgust, fear, happiness, sadness, and 
surprise, but all subjects do not have all the emotional expressions. In table 1, the 
frequency of each emotional expression in the database is given; also fig. 5 shows 
some 3D faces of Bosphorus database. 

Table 1. Frequency of each of emotional expressions in Bosphorus database 

anger disgust fear happiness sadness surprise 
71 69 70 105 66 70 

4.2 Identification Result 

In the experiments, the neutral expression face is used as the single gallery of 
a person, and the emotional expression faces are used as probes. 

At offline processing approach, the best ignored rates (MR) for some samples of 
database are calculated, and then these samples are used to train the Neural Network. 
Since the Maskable Region range from 0 to 1, the logistic function (Eq.2) is used as 
activation function of MLP neurons. We used this trained MLP to make the dynamic 
mask at online processing. 
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Fig. 5. Some samples of Bosphorus 3D face database 

We compare our proposed dynamic mask with three different face regions: circular 
and elliptical areas around the nose and the entire face, and applied some fundamental 
methods such as, 3D eigenfaces [11], and Gabor features for this comparison. Gabor 
filters of five scales and eight orientations were used to extract the Gabor features, 
and the PCA was applied to reduce the dimensionality of the feature space. In table 2, 
the comparing results are given. It shows that the proposed method achieve an 
average accuracy of 85.36 percent and the recognition range for different expressions 
range from 74.29 to 95.43 percent. 

Table 2. Comparing rank-one identification rates of the proposed method with other methods 

 Circular areas 
around the nose 

Elliptical  areas 
around the nose 

Entire face 

3D  
eigenface 

[11] 

Gabor 
+ PCA 

3D  
eigenface 

[11] 

Gabor 
+ PCA 

3D  
eigenface 

[11] 

Gabor 
+ PCA 

The 
proposed 
method 

anger 80.28 71.83 81.69 70.42 83.10 36.62 87.32 
disgust 68.12 63.77 78.26 57.97 34.78 26.09 78.26 

fear 80 72.86 72.86 68.57 35.71 32.87 92.86 
happiness 58.10 75.24 54.29 59.05 12.38 23.81 74.29 
sadness 84.85 83.33 81.82 80.30 84.85 53.03 95.45 
surprise 82.86 75.71 64.29 71.43 24.28 32.86 91.43 
overall 74.28 73.84 70.73 67.18 43.02 33.26 85.36 

5 Conclusions 

In this paper, we proposed a new 3D face recognition system uses an expression 
insensitive dynamic mask for identification. In this new proposed method, a MLP is 
applied to estimate the Maskable Region (MR) which is used to make the dynamic 
mask. This mask separates the less sensitive region of face, and finally a modified 
nearest neighbor classification algorithm is used to recognition. Experiments on the 
Bosphorus 3D face database show that our method is more effective than the region 
based method. On the Bosphorus database with one neutral face per individual in the 
gallery, the proposed method achieved the rank-one identification rate of 85.36 
percent. 
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Abstract. Multimodal biometric systems consolidate or fuse informa-
tion from multiple biometric sources. They have been developed to
overcome several limitations of each individual biometric system, such as
sensitivity to noise, intra class invariability, data quality, non-universality
and other factors. In this paper, we propose a general framework of
multibiometric identification system based on fusion at matching score
level using fuzzy set theory. The motivation for using fuzzy set theory is
that it offers methods suited to treat (modeling, fusion,...) and take into
account the information inherently uncertain and ambiguous. We note
that our fusion system is based on face and iris modalities. Experimental
results exhibit that the proposed method performance bring obvious im-
provement compared to unimodal biometric identification methods and
classical combination approaches at score level fusion.

Keywords: Multimodal biometrics, identification, score level fusion,
fuzzy set theory.

1 Introduction

Biometrics is the science of establishing human identity based on their physical
or behavioral characteristics [1]. Biometric systems can operate in two modes
[2]: verification and identification. In the verification mode, the system validates
a query biometric by comparing only the captured biometric data with the bio-
metric template of a specific identity stored in the database. There is one-to-one
comparison in this case. In the identification mode, the user’s biometric input is
compared with the templates of all the persons enrolled in the database. There-
fore, the system conducts a one-to-many comparisons to establish individual’s
identity (closed-set) or fails if the input is not enrolled in the database (open-set).
The identification task is significantly more challenging than verification [3].
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Biometric systems based on a single biometric trait suffer from limitations
such as sensitivity to noise, data quality, non-universality and spoof attacks [4].
Multimodal biometric systems which combine multiple sources of biometric infor-
mation have been developed in order to overcome those problems and to achieve
better recognition performance [5]. The technique implementation of this kind
of systems requires the use of information fusion theory. There are three main
fusion strategies [6]: fusion at the feature extraction level, matching score level
and decision level.

In our work, we focused on biometric fusion at score level because it offers
the best trade-off in terms of the information content and the ease in fusion [5].
Unlike most studies that have been used in this fusion level and examined for the
verification mode [7], we aim, in this paper, to introduce a general framework for
the closed-set identification based on fuzzy set theory [8] where each biometric
matcher output will be modeled as a fuzzy set.

The rest of this paper is organized as follow. In section 2, we introduce the
proposed system, then we describe the multimodal biometric system used in our
work in section 3. The experimental results are discussed in section 4. Finally
some conclusions end this paper.

2 Fuzzy Set Theory and Multibiometric Identification
System

2.1 Fuzzy Set Theory

Fuzzy set theory was introduced by Zadeh in 1965 as a means of representing
and manipulating imprecise or uncertain information [8]. It plays a significant
role in many complex systems because of their capability to model the vagueness
and ambiguity data. A fuzzy set F is a subset of the universe of discourse U ,
represented as:

F = { (x, μF (x)), x ∈ U},
where μF (.) is a membership function which gives to each x ∈ U a degree of
belongingness from [0, 1]. When μF (.) takes a value only in {0, 1}, F reduces to
a crisp set and μF (.) represents the characteristic function of the set F .

Measure of fuzziness is an intrinsic property that estimates the average am-
biguity in a fuzzy set. In the literature, several definitions have been proposed.
In general, a measure of fuzziness is a function

h : F(U) −→ R+,

where F(U) denotes the set of all fuzzy subsets of U . This function is required
to satisfy the following conditions [9]:

1. ∀F ⊂ U , if h(μF ) = 0 then F is a crisp set in U .

2. h(μF ) assumes a unique maximum if ∀x ⊂ U, μF (x) = 0.5.
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3. ∀(μF , μF ′) ∈ U2, f(μF ) ≥ f(μF ′) if F ′ is ”crisper” than F ,

i.e., ∀x ∈ U

{
μG(x) ≥ μF (x) if μF (x) ≥ 0.5

μG(x) ≤ μF (x) if μF (x) ≤ 0.5

4. ∀F ⊂ U, h(μF ) = h(μF̄ ) where F̄ is the complement of F .

For each fuzzy set F , this function assigns a nonnegative real number h(F )
that expresses the degree to which the boundary of F is not sharp. De Luca
and Termini [9] borrowed the concept of Shannon’s [10] information theoretic
entropy to define a fuzzy entropy satisfying the above properties. This fuzzy
entropy is given by:

HDTE(μF ) = K

n∑
i=1

S(μF (xi)), (1)

where S(x) = −x log(x) − (1 − x) log(1 − x) and K is a normalizing constant.
Many other measures of fuzziness have been suggested, with similar properties,
but fuzzy entropy is still one of the most interesting and important measures of
fuzziness in a fuzzy set.

2.2 Score Fusion in Multibiometric Identification System

When a biometric system operates in the closed-set identification, the output
of the system is always a non-empty candidate list. Therefore, our goal is to
determine the true identity of the given query.

Let M denote the number of biometric modalities in the multibiometric sys-
tem and N be the number of users enrolled in the system. Each of these users has
his own reference model. To simplify the notation, we assume that there is only
a single reference model associated with each user for each biometric modality.
A way to work at the score level is the use a score matrix which containing
the match scores output by each biometric matchers. Let snm denote the generic
match score output by the mth biometric matcher for nth user in the database,
m = 1, 2, · · · ,M ; n = 1, 2, · · · , N . For a given query, we can get a M ×N score
matrix S defined as:

S =

⎛⎜⎝ s11 · · · sN1
...

. . .
...

s1M · · · sNM

⎞⎟⎠ =

⎛⎜⎝ S1

...
SM

⎞⎟⎠ ,

where Sm = {s1m, s2m, · · · , sNm}, for m = 1, 2, · · · ,M .
At the score level fusion, a normalization step is generally necessary before the

match scores from different matchers can be combined, because the matching
scores output by various modalities are heterogeneous. In general, the normalized
score is obtained by using a normalization function that maps Sm to S̄m defined
as:

μ : Sm −→ S̄m ⊂ [0, 1]
snm �−→ μ(snm)

,
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where Sm is the set of all the raw output values of the corresponding matcher m
and S̄m is the set of normalized matching scores of the matcher m. Therefore,
the normalized score matrix S̄ is defined as:

S̄ = (μ(snm))M×N = (S̄1, S̄2, · · · , S̄M )	.

If we replace the normalization function by the membership function using the
fuzzy set theory, we can consider the set S̄m = {μ(s1m), μ(s2m), · · · , μ(sNm)} as a
fuzzy set in Sm, and we can write it in the following way:

S̄m = {(snm, μSm(snm)), snm ∈ Sm},
where μSm(snm) ∈ [0, 1] is the grade of the membership function of snm in S̄m.
Therefore, for a given query, the output of each biometric matcher is then mod-
eled as a fuzzy set. In other words, the outcome of the system can be viewed
as the fusion of the different membership functions provided by the different
biometric matchers. In this study each biometric matcher m is represented by
piecewise-linear membership function defined as:

μSm(snm) =

⎧⎪⎪⎨⎪⎪⎩
1 if snm < α1,

(α2 − snm)/(α2 − α1) if α1 < snm < α2

0 if snm > α2,

,

where α1 and α2 are the minimum value of the impostor and the maximum value
of the genuine score distributions, respectively.

2.3 Proposed Fusion Approach

All matching scores provided by a biometric matcher is represented as a fuzzy
set. We assume that when a biometric matcher provides a reliable result, this
set will be close to a binary set. On the contrary, when the biometric matcher
is unreliable no opportunity should be significantly higher than the others. In
term of fuzziness degree, the set constructed with a reliable biometric matcher
will have a low degree contrary to a set constructed with an unreliable biometric
matcher. Based on measure of fuzziness we define the weights

wi =

m∑
k=0,k 
=i

HDTE(μSk
)

(m− 1)

m∑
k=0

HDTE(μSk
)

(2)

where HDTE(μSk
) is the fuzziness degree of biometric matcher k defined in (1),

and m is the number of biometric modalities. When a source has a low fuzziness
degree, wi is close to 1 and it only slightly affects corresponding fuzzy set.

For every person (enrolled in the database) submits a biometric query samples,
m fuzzy sets are computed, one for each modality. Then each fuzzy set will be
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weighted by wi defined in (2). This set of fuzzy sets constitutes the input for the
fusion process:

D = {w1S̄1, w2S̄2, · · · , wM S̄M}.
Based on fuzzy set theory, the query should be assigned to the identity In0 if

n0 = arg
N

max
n=1

M⋃
m=1

{wmμSm},

where

M⋃
m=1

{wmμSm} =
M

max
m=1

{wmμSm}.

3 Multimodal Biometric System

In this paper, the face and iris biometric traits are selected to construct multi-
modal biometric system, because face recognition is most natural and acceptable
in identity authentication whereas iris recognition is one of the most accurate
biometrics.

3.1 Face Recognition

Among various face recognition algorithms, the most popular are appearance
based approaches. Here we use the Steerable Pyramid (S-P) wavelet trans-
form [11]. The first task in face recognition is an initial alignment, all images
are aligned with respect to the manually detected eye coordinates, scaled and
histogram equalized. After this stage, each sample face image preprocessed is
described by a subset of band filtered images containing steerable pyramid coef-
ficients which characterize the face textures. We divide the S-P sub-bands into
small sub-blocks, from which we extract compact and meaningful feature vectors
using simple statistical measures. For recognition, the city-block distance is used
to measure the dissimilarity of different feature vectors.

3.2 Iris Recognition

Iris recognition is receiving increased attention due to its high reliability [12].
The iris recognition system employed in this paper is mainly based on the open
source code provided by Libor Masek [13]. The human iris is an annular region
between the black pupil and the white sclera. The first stage of iris recognition
is to isolate the boundaries between the pupil and iris region and between sclera
and iris region using a method that based on canny edge detection and circular
Hough Transform [14]. The iris region not only contains the region of interest,
but also some unuseful parts such as eyelid, eyelash and pupil. The eyelashes
and eyelids occlude the upper and lower parts of the iris region are marked so
that they will not be taken into account in the comparison stage. A noise mask
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was generated to record the position of the occluded region. After localizing the
region of interest, the Rubber Sheet Model [12] is used for unwrapped the iris
to a rectangular region with prefixed size where the iris texture is analyzed.
Then, a template representing iris pattern information is created using a 1D
log-Gabor wavelets. The created templates were compared using the Hamming
distance [12].

4 Experimental Results

To evaluate the robustness and the performance of our approach, we used a
multimodal database containing face and iris samples. Considering the indepen-
dence between two biometric traits, our database is constructed by concatenating
FERET face database [15] and CASIA iris database (version 1) [16]. Finally, The
obtained virtual multimodal database contains 756 records corresponding to 108
subjects (7 records for each subject), and each record represents a face sample
and an iris sample.

In the following experiments, the whole database is divided randomly into two
data sets, 128 records to construct the training data and the remaining records
are used for testing. The training dataset was used to get the distributions of the
unimodal matching scores in order to estimate the parameters of the fuzzy mem-
bership function. For the testing dataset, we use it to evaluate the performance of
multimodal system. In the closed-set identification system the cumulative match
characteristic (CMC) is widely used as an accuracy performance measure. The
CMC shows the ratio of correct identification versus the matching rank.

The goal of the multimodal biometric is to increase precision and enhance
reliability than unimodal biometrics. In order to demonstrate the effectiveness
of our proposed method, figure 1 shows the CMC curves of the individual face
and iris matchers and for the proposed method. These results clearly show that
our multimodal system provides a significantly better rate than the individual
monomodal system.

The second experiment consist to evaluate our fusion system with different
score fusion methods such as sum, product, min and max rules. The recognition
accuracy with min-max normalization are presented in table 1. According to
table 1, we note that the proposed method outperforms the sum rule, which is
considered to be one of the best combination approaches at score level fusion [5].

Table 1. Recognition accuracy: proposed method vs. combination approaches

Sum rule Product rule Max rule Min rule Proposed method

96.76% 96.30% 92.13% 91.67% 97.69%
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Fig. 1. Cumulative Match Characteristic (CMC) curves: proposed method vs.
unimodal systems

5 Conclusion

In this paper, we proposed a general framework of multibiometric identifica-
tion system based on fusion at matching score level using fuzzy set theory. In
this approach, the output of each biometric matcher is modeled as a fuzzy set,
and the corresponding degree of fuzziness estimates the reliability of the infor-
mation provided by each biometric matcher. Then, the results are aggregated
with a fuzzy combination rule. In order to prove the efficiency of our fusion ap-
proach, we have used a virtual multimodal database which integrates face and
iris biometric modalities. Experimental results exhibit that our fusion approach
achieves better performance than the best unimodal system and the classical
combination approaches at score level fusion. However, the system needs to be
tested on a large database.
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Abstract. The use of biometric systems is becoming an important solution to 
replace traditional authentication. However, biometric systems are vulnerable to 
attacks. When biometric data is compromised, unlike a password, it can’t be 
changed. Therefore, the security of biometrics models is essential in designing 
an authentication system. To achieve this protection of biometric models, two 
categories of approaches are proposed in the literature, namely, methods based 
on transformation of characteristics and biometric cryptosystems. For the first 
type of approaches, a study is made to assess the security of biometric systems. 
In biometric cryptosystems the realized works are hampered by the lack of 
formal security analysis. Hence the purpose of this paper is to propose standard 
criteria for a formal security analysis of biometric cryptosystems. The proposed 
measures take into account the specific effect of key binding cryptosystems. 
The security analysis is illustrated by experiments on the techniques of Fuzzy 
Commitment and Fuzzy Vault which we use in this work for the protection of 
biometric face recognition system. Our analysis indicates that both techniques 
are vulnerable to intrusion and binding attacks because of the ease of obtaining 
the user's model using the elements known to the attacker.  

Keywords: Security analysis, Biometric cryptosystems, Performance 
evaluation, Models transformation. 

1 Introduction 

Today, the need for security systems is becoming a necessity in the world. To better 
meet this need, biometrics is presented as a real alternative to passwords and other 
identifiers. It ensures that the user is who he claims to be, thereby reducing the risk of 
theft, loss or forgetfulness. However, biometric systems are not protected against 
attacks and a template stored in a database can be stolen by an attacker for an 
illegitimate access. This would mean that legitimate users should not be able to use 
the compromised model to authenticate [1]. To overcome this problem, one idea 
would be to secure biometric authentication scheme. 
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In the literature there are two types of methods to protect biometric templates: 
Methods based on the transformation of biometric features and biometric 
cryptosystems [2]. The first type of methods consists on applying a transform function 
on the biometric characteristics to build a model that will be stored in the database 
(enrollment phase). During authentication, the same function is applied to the 
biometric characteristics of the query template to obtain a model that is then 
compared to the stored reference model to allow or deny the access [2]. Biometric 
cryptosystems use a secret key to wrap the biometric characteristics and generate an 
auxiliary data that will be stored in the database (enrollment phase). In the 
authentication phase the secret key must be extracted from the biometric 
characteristics of the query and the auxiliary data stored [3]. 

However, these biometric technologies include several components that have 
weaknesses and limitations such as high cost, risk of tampering and poor 
performance. To this end a performance evaluation is a necessity for comparing 
different systems. In the case of characteristics transformation methods, a study is 
made by Nagar et al. [4] for the security evaluation of biometrics systems. Although 
cryptosystems are used in the real world (e.g. smart cards) [5], their practical 
applicability is hampered by the lack of a formal security analysis. Thus, the objective 
of this work is to propose a set of standard criteria to evaluate the overall security of 
biometric cryptosystems. 

In the rest of this article, biometric cryptosystems are described in Section 2, and 
then in Section 3 the analysis of the security of cryptosystems is detailed. In Section 
4, experimental results illustrate how the proposed measures can be used to evaluate 
biometric cryptosystems. Conclusion and perspectives are drawn in Section 5. 

2 Biometric Cryptosystems 

Biometric cryptosystems are techniques that aim to integrate the benefits of using a 
secret key (encryption) and biometric features in a security system [6] [7]. A several 
approaches developed in the field of biometric cryptosystems are based on two modes 
of generation of the secret key. Thus, we can distinguish between two types of 
cryptosystems along the two modes (1) Key binding biometric cryptosystems [5]: 
where the biometric template is linked with a secret key in a single entity to build an 
auxiliary data. This data reveal no information on the key or the biometric template 
and (2) Key generation biometric cryptosystems [8]: where the key is derived directly 
from the biometric data. Authentication is successful if the key is retrieved. 

In the literature there are two main approaches to perform key binding biometric 
cryptosystems: Fuzzy Commitment and Fuzzy Vault [9]. The first approach, proposed 
by Juels and Wattenberg [10], consists on using biometric features and secret key to 
generate a helper data. The pair that contains the helper data and the secret key 
encrypted is then stored in the database. In the authentication phase the key must be 
regenerated from the helper data stored in the database and biometric features of the 
query template. The second approach, proposed by Juels and Sudan [11], aims to 
generate a polynomial p from a secret code and biometric characteristic and then add 
false points to construct a Vault V that will be stored in the database. During 
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authentication it must find the secret code from the Vault stored and the biometric 
features of the query in order to succeed the access. 

However, these biometric cryptosystems include several components that have 
gaps and limitations such as the high cost, risk of falsification and poor performance. 
To this end, a performance evaluation is a prerequisite for comparison between 
different biometric systems. To ensure the security and protection against the risks 
associated with these systems, the security analysis of biometric cryptosystems 
consists of measuring these risks according to the probability or frequency of their 
appearance and their possible effects. Nagar and al [4] have made a study for security 
analysis of biometric systems. In the case of biometric cryptosystems the studies are 
made specifically for each approach; there is no formal analysis to analyze the 
security of all biometric cryptosystems. In next section we propose a set of 
generalized criteria to evaluate the overall security of biometric cryptosystems. 

3 Security Analysis of Biometrics Cryptosystems 

The security analysis plays an important role to evaluate the performance of biometric 
systems; it can test several components such as the ease of the system, the security … 
etc. To analyze the security of biometric cryptosystems, we focused on vulnerability 
to intrusion attacks and binding attacks. The term “Intrusion” is the access to a 
biometric system by submitting fake authentication data for the system. “Binding” 
attacks involve the mapping of multiple biometric models generated from different 
encryption parameters to find the original model. To cope with these attacks, it is 
important to analyze the probability of their success in a cryptosystem. 

To describe the security measures of biometric cryptosystems, we used the 
following notation: XU and XU' represent the model of the user and biometric 
characteristics of the request for the same user, XA the biometric characteristics of the 
attacker, H is the auxiliary data, KU and KU' are two different keys of the user and KA 
is the key of the attacker. DO (respectively DE) is a function of distance between the 
original models (respectively auxiliary data in encrypted domain). The user will be 
accepted by the system if the distance between the model and biometric 
characteristics of the query is below a threshold ε. 

We have proposed criteria for (1) measure of the usability of the system, (2) 
measure of the security for intrusion threats evaluation and (3) measure of the security 
for binding threats evaluation. 

3.1 Measure of the Usability of a System 

Measuring the usability of a system is made in terms of False Rejection Rate “FRR”. 
The FRR is the percentage of the users rejected by the system out of the total number 
of users in the database [12]. Therefore we distinguish two cases; before encryption 
and after encryption. 

The False Rejection Rate of the biometric system in Original domain i.e. before the 
encryption, “FRRO” is expressed by the probability that the distance between the 
biometric characteristics of the user XU and the biometric characteristics of the request 
XU’ is greater than or equal to the threshold ε. 
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 FRRO (ε)=P ( DO ( XU , XU’) ≥ ε) (1) 

The False Rejection Rate of the biometric system after the application of encryption, 
i.e. False Reject Rate in encrypted domain, “FRRE” is expressed by the probability that 
the distance between the helper data of the user and the helper data of the request is 
greater than or equal to the threshold ε as given by the following equation: 

FRRE(ε) = P (DE (HU (XU, KU), HU ( XU’, KU)) ≥ ε) (2) 

3.2 Measure of the Security of Intrusion Threats 

The measure of the security of intrusion threats is defined as the probability of a 
successful attack, assuming that the model stored in the database and encryption 
parameters are available to the attacker attempting to usurp the identity of a trusted 
user. The probability of successful intrusion threats is given by the False Acceptance 
Rate “FAR”. The FAR gives the percentage of accepted attackers among the number 
of attackers who come to the system [12]. We have proposed criteria for both cases; 
before encryption and after the encryption. 

False Acceptance Rate of original biometric system before encryption “FARO” is 
given by the probability that the distance between the biometric characteristics of the 
user XU and the biometric characteristics of the attacker XA is lower than the threshold 
ε  as it is illustrated in the following equation: 

FARO(ε)=P(DO(XU, XA ) < ε) (3) 

For the case after encryption, the attacker is required to submit biometric 
characteristics with a set of encryption parameters for authentication. Therefore, there 
are two possibilities; the case where the parameters are ‘Unknown’ to the attacker and 
the case where the parameters are ‘known’ to the attacker. Suppose that the attacker 
doesn’t know the encryption parameters for the specific user. We calculate in this 
case the False Acceptance Rate with Unknown encryption parameters “FARUP” given 
by the following equation which expresses the probability that the distance between 
the helper data of the user and the helper data of the attacker generated by its own key 
KA is lower than the threshold ε. 

FARUP(ε)=P (DE (HU(XU,KU), HA( XA ,KA) < ε) (4) 

If the attacker knows the encryption parameters of the user, the False Acceptance 
Rate with Known encryption parameters “FARKP” is defined by the probability that 
the distance between the helper data of the user and the helper data of the attacker 
generated by the same key of the user KU is lower than the threshold ε, as indicated in 
the following equation: 

FARKP(ε)=P (DE ( HU ( XU , KU), HA (XA , KU) )< ε) (5) 

In addition to the False Acceptance Rate, we considered other probabilities of 
intrusion after encryption where the stored model and the encryption parameters are 
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available to the attacker to gain an illegitimate access to a ‘Different’ biometric system 
which uses the same biometric characteristics. Suppose that the attacker knows also 
the encryption parameters of the second system. In this case, he will try to retrieve the 
biometric model using the model encrypted and the encryption parameters of the 
second system. The probability of success of such attack is called the Cryptosystem 
Intrusion Rate of Different  system with known Parameters “CIRDKP” and is defined 
by the Equation 7 that expresses the probability that the distance between the helper 
data of the user stored in the second system HU

S2 and the helper data of the attacker 
HA (generated by the feature X’U  estimated using the two keys of the user ( the key of 
the first system and the key of the second system) and the helper data of the user 
stored in the first system) is lower than the threshold ε: 

CIRDKP(ε) = P( DE ( HU 
S2(XU,KU), HA  (X’U,K’U) ) < ε) (6) 

If the attacker knows the helper data and the encryption parameters of the user in the 
first system without knowing the encryption parameters of the second system, the 
attack performed in this case is called the Cryptosystem Intrusion Rate of Different 
system with Unknown Parameters ‘CIRDUP’. The success of this attack can be 
expressed by the probability that the distance between the helper data of the user 
stored in the second system HU

S2 and the helper data of the attacker HA (generated by 
the feature X’U, estimated using the key of the user in the first system and both helper 
data of the user stored in the first and the second systems, and his key KA) is lower 
than the threshold ε as specified by 

CIRD UP(ε)=P( DE ( HU
S2(XU,KU), HA(X’U,KA))<ε) (7) 

3.3 Measure of the Security of Binding Threats 

The measure of the security for the evaluation of binding attacks is defined as the 
probability of a successful attack to link different models of the same biometric trait 
of the user and different parameters encryption. Suppose that the two sets of 
encryption parameters are known to the attacker. The Cross Rate in the Encrypted 
fields “CRE” can be defined by the probability that the distance between the helper 
data of the user in the first system HU

S1and the helper data of the user in the second 
system HU

S2 is lower than the threshold (ε equation 8): 

CRE(ε)=P( DE ( HU
S2(XU,KU), (HU

S1(XU’,K’U)<ε)                              (8) 

Besides these attacks, we assume the case where the attacker will attempt to combine 
the helper data of the trusted user and his own helper data HA (generated from his 
biometric data and his own key KA) which we named the Combination Attack; ‘CA’. 
To illustrate this scenario we consider the following criterion which consists of the 
probability that the distance between the result of combination and the helper data of 
the user is lower than the threshold ε. 

CA(ε)=P( DE ( HU(XU,KU), (HU(X’U,KU)+ HA(XA,KA))<ε) (9) 
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We also proposed another criterion, Combination Attack in a ‘different’ system 
“CAdiff”, fin which we assume that the attacker has the encryption parameters and the 
helper data of the user in the first system and tries to have access to a second system. 
We expressed this criterion by the probability that the distance between the helper 
data of the user stored in the first system HU

S1 and the result of combination (of the 
helper data of the user in the first system and the helper data of the attacker generated 
by the key of the user K’U

 ) is lower than the threshold ε by 

CAdiff(ε)=P( DE ( HU
S2(XU,KU

 ), (HU
S1(X’U,K’U

 )+ HA(XA,K’U
 
 ) ) < ε ) (10) 

4 Experiments 

In order to evaluate the proposed security analysis framework of biometric 
cryptosystems, we considered the example of biometric systems based on face 
recognition. Thus, we need two biometric systems using two different methods for 
extracting features of the face images and a technique to protect the authentication 
scheme. 

4.1 Experimental Settings 

At first we created two biometric systems, the first biometric system is based on 
“Laplacian Smoothing Transform, LST” [13] method used for feature extraction 
followed by “Linear Discriminant Analysis, LDA” [14]. The second biometric system 
[15] uses LST for feature extraction followed by Support Vector-Discriminant Analysis 
(SVDA) technique [16] for dimensionality reduction. We evaluated the performance of 
biometric systems using the YALE face database [17] separated into training and test 
subsets. Then we calculated the Hamming distance between the user of the test and the 
reference for matching. In a second step we used the Key binding biometric 
cryptosystems (Fuzzy Commitment and Fuzzy Vault) to secure the two biometric 
systems. We used Reed Solomon error correcting code that allows recovering the data 
even in the case of error transmission [18]. The hash function SHA-1 [19] has been 
used in this work to encrypt the secret key in Fuzzy Commitment scheme. In a third 
step we applied the criteria proposed in Section 3 to analyze the security of these 
systems. 

To evaluate the performance of biometric systems, there are several important 
components to test such as the system reliability and performance. We measured the 
performance of biometric systems using a false acceptance rate set correspondence 
with a false rejection rate. To view the performances of biometric systems when the 
threshold varies, we used the ROC (Receiver Operating Characteristics) [20] curves 
representing the FAR from 1-FRR. The “ROCorig”( FARo from 1-FRRo) curve present 
the original system i.e. before encryption, the system after encryption in case the 
attacker knows the encryption parameters and the case where the attacker does not 
know the encryption parameters is presented by “ROCUnknown”( FARUP from 1-FRRE). 
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4.2 Security Analysis Results of Fuzzy Commitment Technique  

Figure 1 (a) shows the different ROC curves of the first system. We notice 
performance degradation compared to the original model in case the encryption 
parameters are unknown and increased degradation in the case that the attacker knows 
the encryption parameters as indicated by the curve ROC known. As it is shown,  
the original system ROCorig is better than the system after encryption, in case where the 
attacker has just his biometric traits and attempts to gain illegitimate access to the 
system as expressed in ROC Unknown curve, we notice that the system accepts up to 47% 
of the attackers and in the case where the attacker knows also the encryption 
parameters of the system we notice less performance compared to the previous 
scenario (as indicated by the ROC known curve).  

In the second system represented by Figure 1 (b), we note that there is always a 
degradation of performance compared to the original model in the case of intrusion 
with unknown parameters as shown by the ROCUnknown curve, and the degradation of 
the performance increases if the attacker knows the encryption parameters as it is 
indicated by the curve ROC known.  ROCorig curve shows also that the original system is 
better than the system after encryption; we note that the system accepts a maximum of 
11.36% of the attackers in the case of unknown parameters (ROCUnknown).  

 

Fig. 1. ROCorig, ROCUnknown, ROCknown curve of the first system (a) and the second system (b) 

As comparison of the two systems, the second system is more efficient than the 
first; this performance can be explained by the use of the SVDA method which gives 
better results than LDA [14]. 

For intrusion attacks we also evaluated the measures of the criteria, CIRDKP, CRE 
and CIRDUP. 
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Fig. 2. CIRDKP, CRE, CIRDUP curves of Fuzzy Commitment 

Figure 2 (a) shows the representation of CIRDKP for different thresholds. This 
figure shows the possibility of success of the attacker to access a ‘different’ system 
that uses the same biometric traits of the user. We note that the probability of success 
of the attacker is changed if the threshold is less than or equal to 80, due to the intra-
class variation between the user and the attacker. This variation prevents the attacker 
to gain 100% access to the system. As it is shown in the curve, the minimum 
probability that an attacker can access to the system is equal to 86%. So even with the 
intra-class variation, the probability that an attacker succeeds to access the system 
remains high. For a threshold above 80, the value of CIRDKP increases up to 100% 
which means more vulnerability of the system. The probability of success of such 
attack is higher if the attacker knows the helper data stored in the database of the first 
system and the encryption parameters on both systems. The attacker tries to generate a 
helper data HU

’ (XU, KU) from the data of the first system HU
S1 (XU, KU) and the two 

code words cU
S1 and cU

S2 of the two systems as given by the following equation. 

HU
’ (XU, KU)=( HU

S1 (XU, KU) + cU
S1) - cU

S2 =  XU- cU
S2 (11) 

We can conclude that the method of Fuzzy Commitment is vulnerable to intrusion 
attacks. If the attacker knows the encryption parameters and the model stored in the 
system (represented by CIRS) then the probability that he may have access to the 
system is of 100%. 
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In the case where the attacker wants to access to another system that uses the same 
biometric features and has the helper data of the first system and the encryption 
parameters of the first and second systems (represented by CIRDKP), protection with 
Fuzzy Commitment is not guaranteed against this type of attacks. Only the intra-class 
variation can decrease the access probability of the attacker, but from a certain 
threshold the attacker can access with a probability of 100%. 

The Figure 2 (b) shows the CIRD with Unknown Parameters. We note that the 
attacker cannot access to the system if the threshold is below 17; the rate of intrusion 
increases with variation according to thresholds and equal to 100% when the threshold is 
greater than 140. 

Figure 2 (c) shows the representation of ‘Cross Rate in Encrypted domain’ CRE 
according to thresholds. For threshold values less than or equal to 38, the cross rate is 
equal to 86.36%. For other values of the threshold (above 38) the success rate of this 
attack is increased to 100%. In this type of attacks, the rate of vulnerability is due to 
the knowledge of two helper data by the attacker, which makes easy the connection in 
encrypted domains by just matching the different helper data. The vulnerability of 
Fuzzy Commitment according to the proposed scenario can be explained by the ease 
of obtaining the original model from the elements known by the attacker namely the 
helper data and the encryption parameters. 

In ‘Combination Attack’ CA as shown in Figure 3 (a), the attacker and the user use 
the same model to authenticate. The acceptance rate of the attacker may be 0% for 
certain thresholds such as the range of thresholds [0, 20]. The rate of access to the 
system by the attacker is increased with variation because he uses the same record as 
the user. The maximum value of the vulnerability of the system is reached in the 119 
threshold for a rate of attack equal 25%. 

 

Fig. 3. CA, CAdiff curves of Fuzzy Commitment 

In the case of ‘Combination Attack in Different system’ illustrated by Figure 3(b), the 
attacker has a helper data generated by these biometric data and the encryption 
parameters of the user, then he makes a combination with the auxiliary data of the user 
and tries to attack a second system that uses the same biometric trait of the user. We 
notice that the attacker does not have access to the system for thresholds below 199, after  
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this threshold the value of vulnerability is increased to 100% because the attacker uses 
the key of the user. Fuzzy Commitment is more vulnerable to this attack, where several 
helper data generated from the same biometric trait can be adapted by the attacker to 
extract the original biometric model, and thus the ability of the revocation is affected. 

4.3 Security Analysis Results of Fuzzy Vault Technique 

After applying the proposed criteria on the method of “Fuzzy commitment”, we 
analyzed the security of the second method i.e. “Fuzzy Vault” using same criteria. 

Figure 4 shows the ROC curves before encryption ROCorig, after encryption 
ROCUnknown curve and ROCKnown where the attacker knows the encryption parameters. 
We notice a less performance than the original system ROCorig and degradation of 
performances if the attacker knows the encryption parameters. In case where the 
attacker does not have the encryption parameters, the possibility to be accepted is 
varied. If the encryption parameters are known to the attacker, the possibility of 
acceptance is 100% (ROCknown) while the acceptance in case of unknown parameters 
ROCUnknown is less than 100%. This vulnerability is due to the knowledge of the 
polynomial p by the attacker where the possibility of having an illegitimate access to 
the system of 100%. 

 

Fig. 4. ROCorig, ROCUnknown, ROCknown curves of Fuzzy Vault 

Figure 5 (a) shows the ‘Cryptosystem Intrusion Rate in a Different system with 
Known Parametrs’ CIRDKP. In this scenario, the system is vulnerable after the 
threshold 3070 because the attacker knows the polynomial p1 and p2 of two biometric 
systems and also knows the Vault V1 stored in the first system. He has all the elements 
allowing to find the model XU used to estimate the Vault V2 of the second system and 
hence has an illegitimate access to the system using the Equations 12 and 13. 

X’U = Racine (VU
S1- FP) = Racine (Projection (p1, XU)) (12) 

V’U
S2= Projection (p2, X’U) + FP’ (13) 

The attacker is rejected by the system up to the threshold 3070 due to the intra-class 
variation and the false points as well. 
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Fig. 5. CIRDKP, CIRDUP, CRE curves of Fuzzy Vault 

Figure 5 (b) shows the ‘Cryptosystem Intrusion Rate in a ‘Different’ system with 
Unknown parameters’ CIRDUP. We note an increase in vulnerability of the system 
after the threshold 140. This vulnerability is due to the knowledge of two Vaults of the 
two systems (the first system and the second system) and the encryption parameters of 
the first system, the attacker tries to find the original model using known elements 
according to Equations 14. 

X’U = Racine (VU
S1 – FP’A) = Racine (Projection (p1, XU

S1)) = Racine (VU
S2 – FP’A) (14) 

Figure 5 (c) shows the ‘Cross Rate in Encrypted domain’ CRE according to the 
thresholds. For threshold values less than or equal to 0.3, the attacker cannot link the 
two Vaults (the cross rate is 0%). This result can be explained by the false point that 
can make a difference between the two Vaults. For other threshold values (greater than 
0.3) the success rate of this attack is increased to 100% because the attacker knows the 
two polynomials and also the two Vaults. Then to make the correspondence in 
encrypted domain, the attacker can simply match the two Vaults following thresholds 
higher than 0.3. 

We note that the method of Fuzzy Vault is vulnerable to attack from a certain 
threshold depending on the proposed scenarios; this vulnerability is due to the 
possibility of obtaining the original model from the information known to the attacker 
i.e. encryption parameters and stored Vault in the database. 
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Fig. 6. CA ‘combination Attack’ and CAdiff   ‘combination Attack in different system’ curve of 
the Fuzzy Vault 

In CA attack (Figure 6 (a)), the attacker adds his Vault VA generated with his key 
KA to the Vault of the user VU

S1 stored in the first system S1 (Equation 15) which can 
disrupt the system after certain thresholds. We notice that the attacker can access to 
the system after the threshold 550 and then the value of this attack increases 
according to the threshold up to 100 after the threshold 600. 

VA
S1= VA(KA) + VU

S1(KU
S1) (15) 

In CAdiff attack (Figure 6 (b)), the attacker adds the Vault of the user VU
S1 to his Vault 

VA generated with the key of the user KU
S1 to attack a second system (Equation 16). 

The attacker can access the system after the threshold 585. The vulnerability of the 
attack increases up to 100% if the threshold exceeds 600. 

VA
S2=VA(KU

S1) + VU
S1 (KU

S1) (16) 

In combination attack, the attacker has difficulty of access to the same system as 
illustrated by CA curve. This difficulty can be higher in case of attack in a second 
system that uses the same biometric features of the user knowing the key to the first 
system as shown in CAdiff. 

5 Conclusion 

Biometric cryptosystems are developed to protect the biometric models; however no 
study is conducted in this domain for a formal security analysis. In this paper, we have 
proposed different measures to assess the security strength of key binding biometric 
cryptosystems. We applied these criteria for the protection of a biometric facial 
recognition system. The emphasis here was on the security analysis, which was tested 
on Fuzzy Commitment and Fuzzy Vault techniques showing the interest of the proposed 
measures. Our analysis shows that both methods are vulnerable to ‘intrusion’ and 
‘binding’ attacks especially if the attacker knows the encryption parameters in 
intrusion attacks and the helper data along with the encryption parameters in the cross 
attacks. Our experiments expressed that the method of Fuzzy Commitment is more  
vulnerable to proposed scenarios than Fuzzy Vault. This vulnerability can be explained 
by the ease of obtaining the original model from the auxiliary data and the encryption 
parameters. The proposed criteria allow evaluating the robustness of the biometric 
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cryptosystems (as shown for both techniques Fuzzy Commitment and Fuzzy Vault) 
and also make the difference between security and usability. 

The experimental field in the future will be extended to include different parameters 
for the protection of biometric systems. As a future work, we plan to offer other attack 
scenarios. 
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Abstract. In this paper, we propose a new method based on texture
analysis for the early diagnosis of bone disease such as osteoporosis. Our
proposed method is based on a combination of four methods. First, bone
X-ray images are enhanced using the algorithm of Retinex. Then, the
enhanced images are analyzed using the fully anisotropic Morlet wavelet.
This step is followed by the quantification of the anisotropy of the images
using the Rényi entropy. Finally, the Rényi entropies are used as entries
for a neural network. Applied on two different populations composed of
osteoporotic (OP) patients and control (CT) subjects, a classification
rate of 95% is achieved which provides a good discrimination between
OP patients and CT subjects.

1 Introduction

Osteoporosis is considered as a major public health issue [1] due to an increase
frequency of fractures of the hip, spine, and wrist. Osteoporosis is character-
ized by a severe degradation of the bone mass and an alteration of the bone
microarchitecture. This problem is currently affecting more than 200 million
people worldwide. Epidemiological studies provide a very significant increase in
the number of osteoporotic fractures in the coming years [2]. Osteoporosis is
clinically assessed by using BMD (Bone Mass Density). Despite the effectiveness
of this technique, it does not give information about the microarchitecture of
the bone tissue. If BMD is combined to an independent technique that describes
the microarchitecture, this might enable a better and precise diagnosis [3] for
the prediction of fracture risk. Obviously, it has to be non invasive for the pa-
tient, not expensive, reproducible and efficient. The calcaneus (the bone of the
heel) is subject to forces of compression and tension produced by the gravity of
the human being, making it very suitable for the characterization of the bone
mircroarchitecture (Fig.1). For a normal subject, the compression and tensile
trabeculae are uniformly distributed . For an osteoporotic subject, the tensile
trabeculae may disappear making the structure anisotropic. The modifications

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 290–297, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(a) (b)

Fig. 1. (a) A typical radiography of the calcaneus with the Region Of Interest (ROI).
(b) 256 × 256 extracted ROI.

of the organization of the trabeculae and their thickness can help evaluating the
damage of the bone.

Several studies have attempted to evaluate osteoporosis to characterize the
anisotropy of textured images. Sevestre et al. [4] developed a morphological study
to establish a skeleton of the trabecular bone microarchitecture. Despite their
quite interesting results, the tool is very complex to produce.

Many methods of texture analysis have been proposed over the last three
decades [5,6]. These methods are evaluated over natural and textured surfaces
which are quite distinctive for the human vision system. The texture present in
osteoporotic and healthy bone radiographs, however, are visually close to each
other, making the discrimination task very challenging. Other methods using
fractal analysis for bone texture have been explored [7,8,9]. These methods gave
interesting results but are still under investigation for an efficient characteri-
zation of bone texture organization. More recently, some of the authors of the
present study [10] proposed a new descriptor called 1D LBP (One Dimensional
Local Binary Pattern) for bone texture characterization. Results of this study
demonstrated the importance of preprocessing the data to improve the classi-
fication rates to distinguish between CT and OP subjects. In the same way,
Pramudito et al. [11] combines the coefficients of the wavelet and the fractal di-
mension to identify the disease. Their method offers a new perspective to analyze
such kind of images.

In thiswork,wepropose amethodwhich enables characterizing the anisotropyof
an image using the entropy of Rényi and a fully anisotropic Morlets. The Rényi en-
tropy has shown its effectiveness especially to quantify the anisotropy [12]. The use
of a fully anisotropic Morlet enables settling the problem of non-uniform changes.

This paper is organized as follows. Section 2, describes the methods used to char-
acterize trabecular bone data on radiographs. Section 3 presents the experimental
results obtained on two different populations composed of osteoporotic patients
and control subjects. Finally, some concluding remarks are discussed in section 4.
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2 Methods and Materials

Our goal is to study the effect of preprocessing the data of bone radiograph
images for the diagnosis of osteoporosis. Different methods are considered. First,
images are enhanced. Then, the fully anisotropic Morlet wavelet is used to an-
alyze the images. After computing the two-dimensional histogram, the features
of the Rényi entropy are used to distinguish between the two populations(OP
and CT). Fig. 2 shows our studied Cases.

������

�	
�	����

������

0

1000

2000

3000

4000

5000

6000

7000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

��

����������

���

����������

����

������

0

1000

2000

3000

4000

5000

6000

7000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

��


���������

���

����������

Fig. 2. Global chart of the proposed method

2.1 Preprocessing

To process the different data, first, we have used the Retinex algorithm intro-
duced by Land et al. [13]. This method improves the contrast of the images using
the reflection of light. There exist several versions of this algorithm and we have
used the one defined by Funt et al. [14]. To keep the significant information of the
trabecular bone patterns, a quantization over fewer gray levels was performed.
Only 8 gray levels were kept to provide better and more easily exploitable images
that are better suited for bone texture characterization. Figure 3 shows a sample
of an enhanced and quantized image of a bone X-ray image.

(a) (b) (c)

Fig. 3. (a) Original image of a calcaneus radiograph,(b) filtered image by the Retinex
algorithm (c) and quantized image over 8 gray levels
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2.2 A Fully-Anisotropic Morlet Wavelet

The Morlet wavelet, was formulated by Goupillaud et al. [15]. Then, Antoine et
al.[16] proposed anisotropic Morlet which is given by:

ψ(x) = eik0·xe−1/2(x.AT Ax) (1)

where k0 = (0, k0) ≥ 5.5 is a wave vector and A = diag(L, 1) is an anisotropic
matrix, ”diag” denotes the diagonal matrix and L is the ratio of anisotropy. Ku-
mar et al.[17] have controlled the orientation by defining k0 = (k0cosθ, k0sinθ)
where θ is the parameter of orientation. The combination of the methods pro-
posed by Kumar et al.[17] and Antoine et al.[16] produces an anisotropic and
directional wavelet. This wavelet is not fully anisotropic. To solve this problem,
Roseanna et al. [18] proposed a fully anisotropic Morlet where both the ellipti-
cal envelope and the wave vector are rotated through an angle defined by the
orientation parameter θ. This wavelet is given by:

ψ(x, θ) = eik0.Cxe−1/2(Cx.AT ACx) (2)

with k0=(0, k0), k0 � 5.5,A = diag(L, 1) and C is a linear transformation defined
by:

C =
[

cosθ sinθ
−sinθ cosθ

]
(3)

So, the Wavelet coefficients are given by the following convolution:

Wψf (b, a, θ) =
√

L

a

∫ ∞

−∞
f (x)ψ

(x − b
a

, θ
)
dx =

√
L

a
f (b) ∗ ψ(−b/a, θ) (4)

The exploitation of the fully anisotropic Morlet, enabled us solving the prob-
lem of orientation which is caused by the non-uniform changes. Fig. 4 shows a
representative example of subband of an image from the database in different
orientations.
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Fig. 4. A representative example of a sub-band for a Xray bone image in different
orientations with L = 0.2 and a = 4
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2.3 2D Histogram of Fully-Anisotropic Morlet Wavelet

To characterize the Morlet coefficients we use a two-dimensional (2D) histogram
proposed by Sahoo et al. [19]. To Compute the 2D histogram for each sub-band,
we proceed as follows. First, we calculate the average of the neighborhood for
each coefficient. Let g(x, y) be the average value of the neighborhood for the
coefficient f(x, y). Thus for a 3 × 3 neighborhood g(x, y) is calculated as:

g(x, y) =
⌊1
9

1∑
a=−1

1∑
b=−1

f(x + a, y + b)
⌋

(5)

where�A�denotes the integer part of A. The average value is used for the con-
struction of the normalized 2D histogram as:

Hist2D(k, l) =
Prob(g(x, y) = k ∩ f(x, y) = l)

Number of Pixel
(6)

Note that (
∑N

i=1

∑M
j=1 Hist2D = 1) where (M, N) is the size of the 2D his-

togram. The 2D histogram is used to compute the entropy as explained in the
next section.

2.4 Rényi Entropy for 2D Histogram

The Rényi entropy [20] is widely used for the description of anisotropic textures.
The Rényi entropy results from the generalization of the Entropy of Shannon. It
is an efficient tool which has shown good performances [12]. The Rényi entropy,
Hα, of order α (α ≥ 0, α �= 1) is defined as:

Hα(X) =
1

1 − α
log (

n∑
i=1

pα
i ) (7)

where pi represents the probability density of X = {x1 · · ·xn}. In the literature
and for most cases, the Rényi entropy refers to case α = 2. In our case, the Rényi
entropy was used as a feature for the description of each image. To this end, we
have used the 2D histogram and the Rényi entropy, Entro2D, as follows:

Entro2D =
1

1 − α
log (

N∑
i=1

M∑
j=1

Hist2Dα(x, y)) (8)

where Hist2D is the Histogram 2D of each subband and M is the maximum
gray level for the Histogram of sub-band and N is the maximum gray level for
the Histogram of average of the same sub-band.

3 Experimental Results

For this study, we considered a population composed of 77 postmenopausal
women suffering from osteoporotic vertebral crush fractures and control sub-
jects. Among these subjects, there were 38 control (CT) cases and 39 patients
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with osteoporotic (OP) fractures. As age has an influence on bone density and
on trabecular bone microarchitecture, the control cases were age-matched with
the vertebral crush fracture cases.

To realize calcaneus X-ray images a standardized procedure was followed. An
X-ray clinical equipment was used. Focal-calcaneus distance was set at 1 m.
The region of interest (ROI; Fig. 1a) was defined by a physician who marked
anatomical markers on the calcaneus images. This way, we ensure that the ROI
be acquired in the same area as well as in the same orientation from each bone
radiography, since the effect of the orientation on the analysis is part of this
study. This ROI of 2.7 × 2.7 cm2 was located in a region that contains only
trabecular bone. The pixel size was 105 μm.

The preprocessing as well as the orientation of analysis were evaluated. We
have also compared the results obtained using either the two-dimensional or the
one-dimensional histogram in the Rényi entropy.

Our method is based on a 4-step algorithm.First, the image content is enhanced.
Then, each image is analyzed using the fully anisotropic Morlet wavelet in dif-
ferent orientations. Follows, the computation of the 2D histogram on each sub-
band. Finally, the entropy from Rényi is estimated using each two-dimensional his-
togram. Namely, for the orientations, we used a range of θ = [−180,−135,−90,
−45, 0, 45, 90, 135, 180]. Thus, for each image, we choose 1 � N � 9 for this range
of orientations.

For the parameters of the Morlet wavelet, we chose L = 0.2 to take advantage
of fully-anisotropique anisotropy [18] . For the scale, we use a = 4. Since, the
purpose of this paper is take advantage for fully-anisotropic wavelet, the influence
of the scales will be considered in a future work.

As a classifier, we used the neural networks with N as the size of the input
vector with 30 nodes for the hidden layer and output. For the distribution of
the data, we used 50% for learning, 25% for the test and 25% for the validation.
Moreover, the Receiver Operating Characteristics curves (ROC) [21] were used
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Fig. 5. AUC values depending on Number of Orientation using the Rényi entropy: (a)
OP Class,(b) CT Class for 4 studied Case (Fig.2)
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to measure the influence of N on the rate of the classification. All the procedures
were executed 100 times and the mean value was retained as a representative
result.

Figure 5 shows the evolution of the Area Under Curve (AUC) of the ROC
curves while varying the parameter N. Each graph corresponds to one of the
proceeded data, raw or enhanced images using either the 1D or 2D histogram.
As can be seen on figure 5, the enhancement improves the classification rates.
The best classification rate is obtained for the enhanced image using the 2D
histogram. N = 4 gives a good classification rate and seems to be a good trade
off between efficiency and computation time.

4 Conclusion

In this work, we have proposed an original approach based on a fully-anisotropic
Morelet and Rényi entropy for texture characterization with an application
to bone X-ray images for the diagnosis of bone disease such as osteoporo-
sis. Our technique combining image preprocessing and the entropy shows that
it is possible to achieve better classification rates to distinguish between two
different populations composed of osteoporotic patients and control subjects.
The fully-anisotropic Morlet, helped us estimating non-uniform changes due to
anisotropy variations induced by osteoporosis. The Neural Network classifier and
the Receiver Operating Characteristics curves were used to distinguish between
osteoporotic and control subjects. Combining our technique to Bone Mineral
Density we can offer a new perspective for precise studies of bone disease such as
osteoporosis.
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20. Rényi, A.: On Measures Of Entropy And Information. In: Proc of the 4th Berkeley
Symp. on Math., Stat. and Prob, pp. 547–561 (1960)

21. Fawcett, T.: An introduction to roc analysis. Pattern Recogn. Lett. 27, 861–874
(2006)



Improving of Gesture Recognition

Using Multi-hypotheses Object Association

Sebastian Handrich, Ayoub Al-Hamadi, and Omer Rashid

Institute for Electronics, Signal Processing and Communications (IESK),
Otto-von-Guericke-University Magdeburg, Germany

{sebastian.handrich,ayoub.al-hamadi,omer.ahmad}@ovgu.de

Abstract. Gesture recognition plays an important role in Human Com-
puter Interaction (HCI) but in most HCI systems, the user is limited to
use only one hand or two hands under optimal conditions. Challenges
are for instance non-homogeneous backgrounds, hand-hand or hand-face
overlapping and brightness modifications. In this research, we have pro-
posed a novel approach that solves the ambiguities occurred due to the
hand overlapping robustly based on multi-hypotheses object association.
This multi-hypotheses object association builds the basis for the tracking
in which the hand trajectories are computed and this leads us to extract
the features. The gesture recognition phase takes the extracted features
and classifies them through Hidden Markov Model (HMM).

Keywords: hand tracking, multi hypotheses, HCI, gesture recognition.

1 Introduction

Multimodal human behavior analysis in modern human computer interaction
(HCI) systems is becoming increasingly important, and it is supposed to out-
perform the single modality analysis. Like other modalities, for instance facial
expression [1] and prosody, gestures play an important role, since they are very
intuitive and close to natural human-human interaction [2]. The analysis of ges-
tures in HCI systems requires a robust and realtime-capable hand tracking sys-
tem. In our work we provide such a system. A lot of work has been done on hand
tracking and gesture recogntion. An overview can be found in [3]. However, hand
tracking is due to the high number of freedoms, self occlusions and possible over-
lappings a difficult task. Many HCI applications are therefore limited to only one
hand [4] or require other contraints, e.g. that the hand is the most foreground
object [5], there are no overlappings [6] or that the user wears colored gloves
[7]. In [8] a system was proposed that can handle hand-hand-overlappings if the
appearance of both hands do not change during the overlapping. In [9] the au-
thors developed a multi hypotheses based tracking approach. Such an approach
provides the possibility to automaticly correct false tracking results, which is
important in a HCI environment.
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2 System Architecture

Figure 1 presents the architecture of the proposed approach which comprises
of two main modules namely 1) hand detection and tracking, and 2) feature
extraction and classification. Moreover, the hand detection and tracking problem
is divided in two phases. In the first phase, skin colored objects are segmented
and then clustered using 3D-data (i.e. image and depth information) of these
objects by utilizing the distance from the camera. Further, the location and
orientation of each object is re-estimated using Expectation Maximization (EM)
algorithm at each frame. The second step contains a multi-hypotheses based
tracking approach in which the hypotheses are generated based on the detected
objects and fitted to the model of human body. The features are extracted in
the second module which are derived from the hand trajectories and are then
classified using discrete Hidden-Markov models (DHMM).

Fig. 1. System structure for hand gesture recognition

2.1 Hand Detection and Tracking

In the proposed approach, the data is acquired from Bumblebee2 camera which
gives us 2D image and depth sequences. From these 2D images, the detection
of skin colored objects starts with the classification of pixels as skin and non-
skin pixels. For this purpose, a Gaussian mixture model (GMM) is trained using
YCrCb color space. Moreover, a pixel is classified as skin color if Y > 80 and its
probability p(x) is above a threshold p(skin) = 0.1. p(x) is determined as:

p(x) =

N∑
i=1

πi
e−0.5(x−μi)

TΣ−1
i (x−μi)

2π
√|Σi|

, (1)

where x = [Cr Cb]T represents the color value of the pixel, N = 4 is the number
of mixtures, and μi ,Σi are the mean and covariance of each mixture. The trained
parameters are shown in table 1. The skin color classification results in a mask
image Iskin. Every skin-colored region (blob) in Iskin is detected using a blob-
detection-algorithm. Since each blob Bi does not necessarily contain only one ob-
ject, we create a histogram of depth values within each region. Finally, the initial
number of objects and their positions are determined by peak-detection within
each blob (see Fig.2). Each skin colored object Ok is described by (μk, Σk),
with μk = [xk yk zk]

T as 3D object position and Σk as 3x3 covariance matrix
describing the spatial distribution of the 3D-points qi that are assigned to the
object (Fig. 3). Here, tracking means to re-estimate both μk and Σk in each
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Table 1. Trained parameters of the Gaussian mixture model for skin-detection. Sam-
ples were taken from a self created database with 8 different persons and 50 sample
images per person (400 samples in total). The lighting conditions have remained stable
due to the LED panels.

weight πi 0.46 0.16 0.14 0.24

mean μi

(
131.1 141.2

) (
100.1 178.2

) (
110.6 158.8

) (
106.7 166.7

)
covariance Σi

(
24.6 2.4
2.4 42.3

) (
10.3 −13.1
−13.1 30.6

) (
20.4 −33.6
−33.6 72.2

) (
17.0 −20.6
−20.6 40.2

)
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Fig. 2. Depth based object clustering: (a) Both hands share the same blob (B0), (b)
Depth-histogram of B0, (c) Hands were detected as two separate objects

frame and is done by EM-algorithm. In the E-step, we determine the probability
pk,j for each skin-colored 3D-point qj = [xj yj zj]

T that it belongs to object
Ok : p = N(μk, Σk). In the M-step, we then update μk and Σk of every object
according to pk,j . Moreover, to prevent the close objects to merge, only the Mk

3D-points with maximum probability of belonging to object Ok are used.

pk,j =
e−0.5(qj−μk)

TΣ−1
k (qj−μk)

2π
√|Σk|

(2)

μk =
1

|Mk|

∑Mk

j pk,j · qj∑Mk

j pk,j
, Σk =

1

|Mk|

∑Mk

j pk,j · (qj − μk)
2∑Mk

j pk,j
(3)

The E- and M-step are repeated until convergence. To avoid numerical instabil-
ities, the diagonal elements of Σk are set to σ2

k = max(σ2
k, 10

−4).
The second step in the proposed approach is the hand tracking. In this associ-

ation problem, user’s hands are identified from the observed objects Ok detected
at frame t. It is a difficult task for several reasons:

– Usually three objects are to be expected (head and hands). However, there
can be more objects, e.g. skin-colored clothes.

– There can be less than the three expected objects (e.g. hand is hidden).
– Hands are hard to distinguish after an overlap.
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(a) (b)

Fig. 3. Object tracking. (a) The user touches his head, but both are still separated
objects. (b) the error ellipsoids of Σk and the corresponding eigen-vectors.

To tackle these issues, our approach contains the following steps:

– Head detection, based on face recognition. It is used for hypotheses creation.
– Based on the list of observed objects {Ok}, create a list {Hi} of all possible

hypotheses about the position of the hands at each time step t.
– Each hypothesis Hi is measured with a scoring function Sp(Hi) which gives

the probability of estimated pose according to model of the human body.
– Determine how each hypothesis matches the predictions of the N best hy-

potheses Ĥj of the previous time step (SM (Hi, Ĥj)).
– Calculate the total score of all combinations and select the N best hypothe-

ses. Discard all other hypotheses. In our system N was limited to 50 for
computational reasons.

In HCI environments, where the user mostly faces the camera, it is unlikely
that both elbows cross. So, each hypothesis contains the following assumptions:
Hi = {xh, xlh, xrh, xle, xre}, where xh is the position of the head, determined by
the face detector, xlh, xrh are the assumed positions of both hands and xle, xre

are the estimated positions of the elbows. To estimate xle, xre, we assume that
the elbow is in the direction of the largest hand extension. This is not always
correct, however, sufficient for the validation of the hypotheses. So, for each skin-
colored object Ok = (μk, Σk), we calculate the normalized largest eigenvector
vk of Σk and assume that the elbow is at xe1,k1 = μk ± 0.3 · vk, with 0.3 the
estimated length of an underarm in meters. Figure 4 shows the generation of
hypotheses in which three skin colored objects are observed with one object
(H) recognized as head. This leads to a total of eight hypotheses. The next
step is to calculate the score for each hypothesis and to discard the impossible
hypotheses. So, first, we remove all the hypotheses where either the euclidian
distance between the head and a hand is above 1.2meters or the hands are far
behind the user(xhand.z− xh.z > 0.5m). The score Sp of the pose is determined
by assuming a ground position of both elbows relative to the head(zle/re =
xh + [±0.2 − 0.4 0.1]T ) and calculating:
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Fig. 4. Hand tracking: Based on the observed skin-colored objects, a list of all possible
hypotheses about the body pose is created

Sp = e−|xle−zle|/σe · e−|xre−zre|/σe . (4)

The parameter σe = 1 was chosen empirically. So, the pose is less likely to
be higher than the distances between the estimated and assumed elbow po-
sitions. In the final step, for each hypotheses Hi of the current timestep, the
score SM (Hi, Ĥj) is calculated which determines how well it matches N best

hypotheses Ĥj of the previous timestep. This score is based on the euclidian
distances between the predicted positions of the last hypothesis and the current
one. This prediction is done by assuming that the user is moving his head and
hands with the same velocities as in the previous timestep. So, the velocities are
the euclidian distances between each hypotheses Ĥj and its parent hypothesis

Hj . S(Hi, Ĥj) is given by:

SM (Hi, Ĥj) = 1− 1

dmax

5∑
k=1

wk · dk (5)

with weights wk = [0.3 0.25 0.25 0.1 0.1]T and dk the distances between the
prediction of Hj and Hi for all five hypothesis-elements, limited to dmax. So, the

total score S(Hi, Ĥj) is calculated as: S(Hi, Ĥj) = SM (Hi, Ĥj) · Sp(Hi) ∀i, j =
1 . . .M,N with M the number of valid hypotheses in the current timestep and
N the number of the best selected hypotheses of time step t− 1. Finally the hy-
potheses of {Hi} with the N highest scores are selected: Ĥ ← H(S = maxN (S)).

2.2 Feature Extraction and Classification

The features are extracted from the detected hand trajectories at each frame.
There are three features used in the proposed approach as:
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(a) (b) (c)

Fig. 5. Preprocessing: (a) A typical scene in the HCI environment. (b) Partially in-
complete 3D data of the scene. (c) Extracted skin-colored objects (head and hands).

– Cylindrical coordinates of both hands relative to the head: Fc = [h, r, φ]
– Velocities of the hands in m/s:Fv = [vx, vy, vz].
– Spatial orientation Fo = {diag(Σk)} of the hands. Herefore, we used the

diagonal elements of the covariance matrix Σk of objects, representing hands.

All the detected features are normalized to [−1 1] and are combined to one single
feature vector at every frame Ft. A complete gesture path is then described as a
temporal sequence of feature vectors: G = {Ft−0 . . . Ft−T }. Since, we use discrete
HMM for gesture classification, the feature vectors Ft are quantized to obtain
discrete symbols zt (vector quantization). It is done by using k-means clustering
algorithm. The cluster index is then used as input to the DHMM. We have
used a DHMM with LRB-architecture (left-right-banded) where Baum-Welch
algorithm is used for training and Viterbi algorithm for evaluation.

3 Experimental Results

We tested our tracking and gesture recognition system on some videos taken from
a database, which has been created at our university in the context of a research
project that focuses on the development of companion-technology. In Fig. 5(a),
a typical scene in an HCI environment is shown, in which the user is performing
a gesture in front of the system. Fig. 5(b) shows the corresponding 3D-data
captured with the Bumblebee2 stereo camera. Within the regions of user’s cloth,
3D-data is partially incomplete. In Fig.5(c), the results of skin-segmentation and
object-clustering are shown. Our proposed hand tracking system is tested on
app. 120,000 frames (ca. 90min) and provided very good results. One of the
complicated cases is to track hands when the user crosses arms after a previous
hand-hand-overlapping as shown in Fig. 6. The red (purple) circle represents
the currently best assumed position of the right (left) hand. Starting from an
initial position (t=0), there is a hand-hand contact (t=23). After that, the user
crosses his arms (t=26) and during these time steps, the assignment of the hands
was correct. However, a false assignment can occur during the hand-hand contact
when the positions of the elbows are incorrectly estimated (Fig.7, t=5). However,
due to the multi-hypotheses approach, the system is able to correct this false
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t=0 t=23 t=26
hypotheses about the position of the head (green),  right hand (red),  and left hand (purple)

trajectories of head and hands

estimated skeleton of the user

Fig. 6. Correct hand tracking in the case of hand-hand overlappings followed by a
crossing of both arms

(t=0) (t=5) (t=12)

Fig. 7. Correction of false hypotheses during hand-tracking. In time step t=5 the as-
sumed hand positions are incorrect (red/purple circles refer to left/right hand rather
than vice versa. This is corrected in time step t=12.

assumption, since they become very unlikely (t=12). Since the hand detection is
only based on skin-color, the system is only able to handle persons wearing long
sleeves. Here, additional work to seperate arms and hands has to be done. We
combined our tracking module with a basic gesture recognition system. In Fig.8,
row 1-3, time course of features (Section 2.2) for two consecutive gestures and
the corresponding cluster results (row 4) are shown. Best results are achieved
with K=5 clusters. Although, in Fig.8, the user performed an identical gesture
twice, the features and so the cluster results (t=0) (t=5) (t=12) differ. However,
this problem is handled by HMM. In the gesture recognition, HMM was trained
on a dataset (40 sequences) and tested on a different set (40 sequences, different
users). Best results are achieved with 5-state HMM, where 95% of all performed
gestures were correctly recognized. An exemplary sequence is shown in Fig. 9.



Gesture Recognition Using Multi-hypotheses Object Association 305

290 300 310 320 330 340 350 360 370 380 390
−0.5

0

0.5

 

 
v

x

v
y

v
z

290 300 310 320 330 340 350 360 370 380 390
−0.5

0

0.5

 

 
φ

290 300 310 320 330 340 350 360 370 380 390
0

0.5

1

 

 
σ

xx

σ
yy

σ
zz

290 300 310 320 330 340 350 360 370 380 390
0

2

4

 

 
id
cerr

Fig. 8. Features for gesture recognition. Row 1-3 show the time course of features
for two performed gestures. Bottom row: Result of k-Means algorithm used to obtain
discrete observation symbols as input for the HMM.
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Fig. 9. Gesture recognition. The lower line (black stars) shows points in time at which
the user performs a gesture (manually labeled). The upper line (red stars) shows the
result of the automatic gesture recognition. All performed gestures were recognized.

4 Conclusions

Multimodal human behavior analysis in HCI environments is becoming increas-
ingly important. Different modalities are involved in such analysis for instance
facial expression, gestures and prosody. A gesture recognition system requires a
robust hand tracking system. In our work, which is part of a HCI companion
system, we provided such a system, which is able of tracking hands in non-trivial
situations, for instance during hand-hand overlappings or hand-face-contacts. As
an application we combined our tracking module with a basic gesture recognition
system. The system was able to work in realtime (20 fps, 400 by 300px).
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Abstract. In this paper, we propose a new robust digital image watermarking 
scheme which integrates the Discrete Cosine Transform (DCT) and the Fast and 
Adaptive Bidimensional Empirical Mode Decomposition (FABEMD). The use 
of the FABEMD decomposition is motivated by the fact that FABEMD 
has better quality than any other decomposition technique in extracting 
intrinsic components known as Bidimensional Intrinsic Mode Functions 
(BIMFs) and residue. In the proposed approach, the watermark is embedded in 
the DCT coefficients of the residue, in order to achieve better performance in 
terms of perceptually invisibility and the robustness of the watermark. Experi-
mental results and comparison analysis demonstrate that our method has better 
performance than the traditional watermarking method operating in the DCT 
domain. 

Keywords: DCT, FABEMD, BIMFs, Watermarking. 

1 Introduction 

The fast development of the Internet in recent years has made it possible to easily 
create, copy, transmit, and distribute digital data. Consequently, this has led to a 
strong demand for reliable and secure copyright protection techniques for digital data. 
Digital watermarking has been proposed as valid solution for this problem.  

In order to be successful, the watermark should be invisible and robust to premedi-
tate any spontaneous modification of the image. It is very important to be robust 
against common image processing operations such as filtering, additive noise, resiz-
ing, cropping, and common image compression techniques.  

Watermarking techniques can be categorized in different ways. They can be classi-
fied based on 1) the type of watermark being used (the watermark can be a visually 
recognizable logo or a sequence of random numbers) or 2) domain where the water-
mark is applied (spacial domain or the frequency-domain). 
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The most popular approaches for the image watermarking are the frequency-
domain approaches. In these schemes, the image is being transformed via some  
common frequency transform and watermarking is achieved by altering the transform 
coefficients of the image. The transforms that are usually used are the DCT, DFT and 
the DWT. A question that raises in such approaches is the number and the position of 
the altered coefficients in the frequency representation of the image. Many different 
ideas have been presented, most of them originating from Cox’s  et  al. system [5].  

The method proposed by Cox’s et al. computes the N x N DCT coefficients for an 
N x N image. The watermark of length n is placed into the n highest magnitude coef-
ficients of the transform matrix. The motivation for choosing the higher value coeffi-
cients is that they represent the low frequency regions of an image, which contain 
most of the perceptually significant image information. Also, the human visual system 
attaches more resolution to the low frequency spectral components. Furthermore, it 
has been observed that common signal processing operations and distortions affect the 
perceptually insignificant regions of an image, which correspond to high-frequency 
components. So, the watermark has to be inserted in the low-frequency components.  

Further performance improvements in the Cox’s proposed method may be 
achieved by using the FABEMD decomposition. The use of FABEMD in Cox’s me-
thod and the embedding of the watermark in the DCT coefficients of the residue is 
supported by the fact that FABEMD has better quality than any other decomposition 
technique in extracting intrinsic components (BIMFs) which contain the different 
frequency parts of the image from high to low frequency (from BIMFs to residue).  

2 FABEMD (Fast and Adaptive Bidimensional Empirical Mode  
Decomposition) 

2.2 FABEMD Overview 

Empirical Mode Decomposition (EMD) is first developed by Huang et al. [1] and has 
shown to be a powerful tool for decomposing nonlinear and nonstationary signals. 
The concept of EMD is to decompose the signal into a set of zero mean functions 
called Intrinsic Mode Functions (IMF) and a residue. This decomposition technique 
has also been extended to analyze two-dimensional (2D) data/images, which is known 
as bidimensional EMD (BEMD). In EMD or BEMD, extraction of each IMF or BIMF 
requires several iterations. Hence, the extreme detection and interpolation at each 
iteration make the process complicated and time consuming. The situation is more 
difficult for the case of BEMD, which requires 2D scattered data interpolation at each 
iteration. For some images it may take hours or days for decomposition. 

To overcome these limitations of BEMD, a novel approach called Fast and Adap-
tive BEMD (FABEMD) was proposed recently by Bhuiyan et al. [2, 3]. It substitutes 
the 2D scattered data interpolation step of BEMD by a direct envelop estimation me-
thod and limits the number of iterations per BIMF to one. In this technique, spatial 
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domain sliding order-statistics filters, namely, MAX and MIN filters, are utilized to 
obtain the running maxima and running minima of the data. Application of smoothing 
operation to the running maxima and minima results in the desired upper and lower 
envelopes respectively. The size of the order-statistics filters is derived from the 
available information of maxima and minima maps. 

2.3 FABEMD Algorithm 

Figure 1 illustrates the different steps of the FABEMD. Let the original image be 
denoted as I, a BIMF as BIMFi, and the residue as R. In the decomposition process ith 
BIMF BIMFi is obtained from its source image Si, where Si is a residue image ob-
tained as Si=Si-1-BIMFi-1 and S1=I. It requires one or more iterations to obtain BIMFi, 
where the intermediate temporary state of BIMF in jth iteration can be denoted as FTj. 
With the definition of the variables, the steps of the FABEMD process can be summa-
rized as follows: 

 

Fig. 1. FABEMD algorithm 

Figure 2 shows an example of FABEMD decomposition. 
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Fig. 2. Result of the FABEMD decomposition of Lena image  

3 Proposed Approach  

3.2 Watermark Embedding 

The watermark X = x , x , … x  consists of a pseudo-random sequence of M 
length. 

To insert the watermark in the host image, the first step is to decompose the image 
into BIMFs and Residue, then calculated DCT, followed by introduced the watermark 
on the selected coefficients of the Residue.  

The watermark will be introduced from the L+1 coefficient to the M + L coeffi-
cient of the DCT coefficients range.  

These coefficients generate the vector T = tL … … … . tL M  and will be  
modified according to: t L = tL α|tL |x  .                              (1) 

where α is the watermark strength, which determine the invisibility of the watermark. 
These coefficients will be the elements of the vector  T = tL , tL … … tL M  

the modified coefficients. 
Finally, the vector T' is reinserted into the original DCT coefficients according 

with the original order, and with the IDCT it is obtained the watermarked Residue 
which will be added to BIMFs to produce the watermarked host image. 
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Therefore, the watermark embedding steps are represented in figure 3 followed by 
a detailed explanation. 

1.  Decompose image into BIMFs and residue. 
2.  Generate the watermark X which has to be inserted. 
3.  Calculate the DCT of the Residue. 
4.  Generate the coefficient vector T. 
5.  Modify the coefficient vector T according to the X values to obtain T'. 
6.  Swap the original coefficients (T) by the modified in the vector T'. 
7.  Calculate the IDCT of the Residue to obtain the watermarked residue.  
8.  Build the watermarked image by adding all BIMFs and the watermarked residue 

 

Fig. 3. Watermark embedding scheme 

3.3 Watermark Detection 

The first step to detect the watermark of a given image I* consists of calculating the 
DCT transform. The DCT coefficients of I* from L +1 to L + M  are selected to form 
the vector of marked coefficients and perhaps modified T  = tL , tL  , … … tL M  

To detect the mark it’s necessary to correlate the marked coefficients and perhaps 
modified T* with the watermark Y. The correlation formula to be used is defined by: z = YTM = M ∑ y   M tL  .                              (2) 

Where yi is the watermark to be verified and  tL   are the coefficients of the marked 
DCT and perhaps modified. 
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The DCT coefficients which are inside the vector T are always the coefficients 
which were obtained ignoring the first L elements and taking the next M elements, 
then the previous formula will be simplified as: z = YTM = M ∑ y   M t .                          (3) 

The correlation z can be used to determine whether a given mark is present or not, z is 
simply compared to a predefined threshold Tz[5], whereas z is computed for each of 
the watermarks and that with the largest correlation is assumed to be the one really 
present in the image. 

To detect the watermark into a  given image the following steps are shown in  
figure 4. 

 

Fig. 4. Watermark detection scheme 

4 Experimental Results 

In this section the results of our study are shown. Several experiments are done to 
evaluate the effectiveness of the presented watermarking algorithm. 

4.1 Invisibility of the Watermark 

In this section the invisibility of the watermark is evaluated.  
The PSNR is popularly used to measure the similarity between the original image 

and the watermarked image. While higher PSNR usually implies higher fidelity of the 
watermarked image. 

As can be seen in table1, for traditional method, we observe that if we fix the wa-
termarking parameters L and M, then smaller watermarking strength α Results in 
higher robustness of watermark process, while the unreasonably big watermarking 
strength α Results in the watermark perceptually visible in the watermarked image. 
Here the invisibility of the watermark is demonstrated to show the successful use of 
the FABEMD in the traditional scheme. 
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4.2 Robustness of the Method against Attacks 

To check if the proposed scheme is robust it has been implemented some attack func-
tions to compare the expected results with the obtained results. 

The mark will be specified by α = 0.2 and L =16000, M = 16000. Furthermore, to 
check the detection process behavior will be used a group of 100 watermarks, only 
one will be the correct (Only watermark number 40 is correct) while the others will be 
randomly generated.  

Table 1. Comparison between our method and Cox’s method 

 
 
 
 
 
 
 
 
 
 



314 N. Aherrahrou and H. Tairi 

  

Our method Traditional method 

M
ed

ia
n 

fi
lt

er
 

  

Threshold Response Threshold Response 
0.43 0.79 0.28 0.45 

JP
E

G
 c

om
pr

es
si

on
 

  
Threshold Response Threshold Response 

0.43 0.81 0.61 1.13 

G
au

ss
ia

n 
no

is
e 

 
Threshold Response Threshold Response 

0.43 0.80 0.85 1.40 

C
ro

pp
in

g 

 
Threshold Response Threshold Response 

0.43 0.86 0.46 0.91 

D
it

he
ri

ng
 d

is
to

rt
io

n 

 
Threshold Response Threshold Response 

0.43 0.75 0.52 0.89 

Fig. 5. Detector responses on 100 randomly generated watermarks, after 512X512 pixel Lena 
watermarked image been attacked with gaussian noise, dithering distortion, cropping , JPEG 
compression and median filter using  Cox’s method and the proposed method. Only watermark 
number 40 is correct 
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5 Conclusion 

We have presented a new robust digital image watermarking scheme based on joint 
FABEMD-DCT. Our scheme is shown to be resistant against several signal process-
ing techniques, including dithering distortion, median filtering, Gaussian noise, crop-
ping, and JPEG compression. Furthermore, we show that the implementation of the 
FABEMD algorithm leads to better performance in terms of invisibility of the water-
mark compared to traditional method. 
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Abstract. The increased use of multimedia applications pose more problems 
concerning the preservation of confidentiality and authenticity of the 
transmission of digital data. These data, in particular the images should be 
protected from tampering. The solution is the use of  fragile watermarking. 
Fragile watermarking can be modeled as a problem of communication of a 
signal over a noisy and hostile channel, where the attack takes place.   Indeed, 
the use of  error checking algorithms   appear natural. .  Cyclic redundancy 
check (CRC) code provides a simple, yet powerful, method for the detection of 
burst errors during digital data transmission and storage.  CRC  is one of the 
most versatile error checking algorithm used in various digital communication 
systems. In this paper, we propose a novel fragile watermarking scheme based 
CRC checksum and public key cryptosystem for RGB color image 
authentication.  

Keywords: Fragile watermarking, image authentication, Cyclic redundancy 
check (CRC), public key cryptosystem, RGB color image watermarking. 

1 Introduction 

Digital watermarking technology is the process of embedding information into digital 
data in such a way that it is imperceptible to a human observer but easily detected by 
computer algorithm. A digital watermark is a invisible information pattern that is  
embedded into a suitable component of the data source by using a specific  
computer algorithm. Digital watermarks are signals added to digital data (audio, 
video, or still images) that can be detected or extracted later to make an assertion 
about the data [1, 2, 3]. 

Digital watermarking schemes can be classified as either robust  or fragile  . 
Robust watermarking schemes can be used to authenticate ownership [4, 5], whereas 
fragile watermarking schemes are commonly used for image authentication to verify 
whether the received image was modified during transmission or not. One may hide 
the watermark imperceptibly in the image before transmission and detect it after 
receiving to make sure that the received image is original or corrupted. Many 
watermarking schemes for image authentication have been proposed  [6, 7, 8]. 

The watermarks used for the authentication must contain information which 
determines the integrity of the image. The watermark must invisible and fragile  
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(so, any modification in the watermarked image also in the signature   must be 
detected and it is very desirable that it can detect the corrupted region. 

In general, fragile watermarking schemes divide an original image into non-
overlapping blocks, embed a signature, and detect the modified location for every 
block.  Memon and Wong [6] proposed a method in which an image is divided into 
blocks and each block contains the hash value calculated from the MSB1’s of the 
pixels forming that block. Fridrich [7] also proposed that the authentication 
watermark should exclusive-OR (XOR)  the hash value of the block with more block 
information. Lin and al. [8] proposed a  fragile block-wise, and content-based 
watermarking for image authentication and recovery. In this scheme, the watermark 
of each block is an encrypted form of its signature, which includes the block location, 
a content-feature of another block, and a CRC checksum. While the CRC checksum is 
to authenticating the signature. With  block-based fragile watermarking we cannot 
detect exactly the modified pixels, but we can detect the corrupted block. 

Fragile watermarking schemes are classified into those using the public key 
cryptosystem [7,8] and those using the private key cryptosystem as the tool for 
making the signature [6].  

In this paper, we propose fragile watermarking based pixel detection approach 
using CRC and a public key cryptosystem. This approach is  proposed  to authenticate  
the RGB color image using the CRC checksum to detect the corrupted pixels. 

The proposed method is decomposed from four functions: the first one generate a 
generator polynomial PX with same size as the host image n × m , each element PX(i,j)   
is used to create the watermark W(i,j). The second function, use PX to generate the 
watermark W of size n × m, each element W(i,j) is a binary sequence of six bits. The 
watermark W(i,j) is the remainder of the division of  the  18 MSB bits of the three 
colored pixels R(i,j), G(i,j) and B(i,j) by PX (i,j).  After this step, the PX is encrypted 
using a secret key KS

 , and performing the RSA encryption algorithm. The fired 
function embed each two bits of W(i,j) in the  two LSB2 of the corresponding three 
colored pixels.  At the reception, the encrypted PX  is decrypted using a public key KP. 
The last function, extract the watermark (CRC checksum) from the two LSB of the 
three colored pixels. The extracted watermark is appended at the end of the 18 MSB 
of the colored pixels. Then, divide this new sequence by PX (i,j), if the remainder is 
zero then the pixel f(i,j) is  authentic  else it is corrupted. 

The remainder of this paper is organized as follows: Section 2 gives a brief 
description of the CRC principle. Our proposed scheme is presented in Section 3. In 
Section 4, the experimental results are described and analyzed. Finally, we draw the 
conclusions of our work in Section 5. 

2 Cyclic Redundancy Check 

Normally, for the error detection in digital communication systems, a certain number 
of check bits, often called a checksum, is computed on the message that needs to be 
transmitted. The computed checksum is then appended at the end of the message 

                                                           
1 Most Significant Bit. 
2 Least Significant Bit. 
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stream and is transmitted. At the receiving end, the message stream’s checksum is 
computed and compared with the transmitted checksum. If both are equal, then the 
message received is treated as error free. Cyclic Redundancy Code Check, or CRC 
works in a similar way, but it has greater capabilities for error detection than the 
conventional forms. CRC is one of the most versatile error checking technique used in 
various digital communication systems. Different CRC polynomials are employed for 
error detection. The size of CRC depends upon the polynomial chosen.  

The message to be transmitted is treated as a polynomial and divided by an 
irreducible polynomial known as the  generator polynomial. The degree of the 
generator polynomial should be less than that of the message polynomial. For a n + 1 
bits generator polynomial, the remainder will not be greater than n bits. The CRC 
checksum of the data is the binary equivalent of the remainder after the division. 

In general, an n-bit CRC is calculated by representing the data stream as a 
polynomial M(x), multiplying M(x) by xn  (where n is the degree of the polynomial 
PX), and dividing the result by PX.  The rest of the division is the CRC checksum 
which is appended to the polynomial M(x) and transmitted. The complete transmitted 
polynomial is then divided by the same PX  at the receiver end. If the result of this 
division has no remainder, there are no transmission errors [9]. 

3 Proposed Method 

The proposed method is decomposed from four algorithms: PX (generator polynomial) 
generation algorithm, W (watermark) generation algorithm, embedding and extraction 
algorithms. This method is modeled in Fig. 1. 
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Fig. 1. Proposed model 

The PX  generation algorithm create the matrix PX of degree d taking the size of the 
original host image f and d. This function is described as GeneratorP:  

PX = GeneratorP (f,d). (1) 
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The watermark generator algorithm generates a signature that contain the 
watermarking information, by taking the original host image f and a generator 
polynomial PX, that is described as a function GeneratorW: 

W=GeneratorW(f, PX). (2) 

The embedding algorithm takes the signature and the host image, and generates the 
watermarked image fw, that is described as a function E:  

fw= E(f, W). (3) 

The detection algorithm loads the watermarked, normal or corrupted image fw
* and 

PX, and calculate the measure ρ. The process can be described as function D : 

ρ =D(fw
*,   PX )  . 

if ρ=0 then the pixel is not corrupted,  else it is corrupted. 
(4) 

The generator polynomial PX must be encrypted using a secret key KS and performing 
the asymmetric key Encryption algorithm. At the reception,  the receptor must decrypt 
the  generator polynomial  Pcryp using the public key KP and performing the Decrypted 
algorithm. 

3.1 Generator Polynomial Generation Algorithm 

This algorithm allows to create a matrix PX of the same size of the host image f , each 
element  PX(i, j) of this matrix is a generator polynomial used to calculate the CRC 
checksum corresponding to the pixel  f(i,j). 

 
Input: 

- n × m: size of the host image f;  
- d:  the maximal degree of G(x), i.e., the maximal number of bits used to 
insert the watermark (in this case d=6 ).  

Output: 
PX: the generator polynomial matrix of size n × m. 
Steps: 

 
 for i=1 to n do 

for j=1 to m do 
- Randomly generate a binary sequence g of size d+1; 
- PX (i,j) is calculated as:  

PX (i,j)=g1 X
6   + g2 X

5  + g3 X
4+ g4 X

3+ g5X
2+ g6 X

1+ g7 X
0. (6) 

To encrypt and decrypt the PX, we propose to  use the RSA algorithm (named for its 
inventors, Ron Rivest, Adi Shamir, and Leonard Adleman). The RSA cryptosystem is 
the most widely-used public key cryptography algorithm. It can be used to encrypt a 
message without the need to exchange a secret key separately. The RSA algorithm 
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can be used for both public key encryption and digital signatures. Its security is based 
on the difficulty of factoring large integers [10, 11]. 

3.2 Watermark Generation Algorithm 

This algorithm generate  a watermark W of  size n × m, where each element is 
presented by 6 bits. The watermark is  generated depending on 18 MSB bits of the 
colored pixels (R, G and B). The following algorithm summarizes the way the 
watermark W is generated using the host image f and the generator polynomial PX. 

Input: 
 - f: RGB color host image of size n × m; 
 - PX: generator polynomial matrix of size n × m. 
Output: 
 - W : watermark of size n × m, each element W(i,j) is binary sequence  of 6 

bits W={ W1,W2,…,W6}. 
Steps: 
 - For each colored pixels R(i,j),  G(i,j) and B(i,j) do:  

1. Construct the message M by concatenating the 6 MSB bits of each pixel.  
2. Perform the CRC encoding to calculate the checksum: 

     - Calculate M'=M(x) × xd ; 
- The watermark W(i,j) is the remainder of division of M'  by PX (i,j). 

Fig. 2 illustrates the block diagram of the watermark generation algorithm. 

6 bits

XOR

  1     
W
   2

W W
3

W WW
4 5

6 bits6 bits

G(i,j) B(i,j)R(i,j)

6

W(i,j)

6 bits

XP (i,j)

 

Fig. 2. Block diagram of the watermark generation algorithm 
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3.3 Embedding Algorithm 

The following algorithm describes the way the watermark W is inserted in the host 
image f. 
 

Input: 
 - f: RGB color host image of size n × m; 
 - W : generated watermark of size n × m. 
Output: 
 - fw: watermarked image of size n × m. 
Steps: 
 - For each colored pixels R(i,j),  G(i,j) and B(i,j) do : 

1. Replace the two LSB bits of R(i,j) by W1(i,j) and W2(i,j); 
2. Replace the two LSB bits of G(i,j) by W3(i,j) and W4(i,j); 
3. Replace the two LSB bits of R(i,j) by W5(i,j) and W6(i,j). 

Fig. 3 presents the block diagram of the watermark embedding algorithm. 

   1W W   2

3

5W

R(i,j)

G(i,j)

B(i,j)

W(i,j)

W 4W

6W

 

Fig. 3. Block diagram of the embedding algorithm 

3.4 Detection Algorithm 

The following algorithm summarizes the way the watermark is extracted from 
watermarked image fw and P(x). 

Input: 
 - fw: RGB color watermarked received image of size n × m; 
 - PX:  generator polynomial matrix of size n × m. 
 
Output: 
 - ρ: decision parameter (confidentiality measure). 
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Steps: 
 - For each pixel Rw(i,j),  Gw (i,j) and Bw (i,j) do : 

1. Construct the message M’ by concatenating the 6 MSB bits of each 
pixel.   

2. Extract the watermark W from the  two LSB of each pixel. 
3. Perform the CRC decoding: 

- The watermark W is appended at the end of  M’; 
  - Calculate the remainder ρ of the devising of M’ by PX (i,j). 

          if ρ=0 then the watermarked pixel fw(i,j) is not corrupted
                 else fw(i, j) is   corrupted.  

Fig. 4 shows the block diagram of the detection algorithm. 
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Fig. 4. Block diagram of the detection algorithm 

4 Simulation and Experimental Results 

In this section, we mainly demonstrate the imperceptibility and the fragility of our 
watermarking method. The experimental results reported here have been separated 
into two parts: the first one is for testing the imperceptibility property and the other 
one is for evaluating the fragility to malicious manipulations. 

Imperceptibility Property 

In order to test the imperceptibility property of our watermarking method, several 
typical RGB color images with size 128×128 such as Baboon, Sailboat, Lena and 
house have been watermarked. These original host images with their watermarked 
images have, respectively, been shown in Fig. 5.  
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From these result images, we could see that the differences between the original 
images and their corresponding watermarked images are hard to be perceived by human 
eyes. 
 

          
 

          

Fig. 5. Host images with their corresponding watermarked images 

To concretely estimate the quality of our method, we employed the Peak Signal to 
Noise Ratio (PSNR) to evaluate the distortion of the watermarked images.  Table 2  
depicts the name of some of the experimental images and their PSNR values of RGB 
components. 

Table 1. Quality of the watermarked images 

Host image Baboon Sailboat Lena House 

PSNR 47.2633 47.2407 47.2578 47.4048 

 
It can be seen from the PSNR values that the distortion between the watermarked 

images and the original ones is imperceptible. One can also conclude that the 
watermarked images have a good quality when the block size increases. 

Fragility Property 

In order to evaluate the fragility to attacks, the CRC image is the matrix of the remainders 
of division of  each pixel f(i,j) by Px(i,j), if this image is black then the image is not 
corrupted, else it is corrupted. Fig. 6  presents the CRC images calculated from the 
watermarked images. 
 

          

Fig. 6. CRC images extracted respectively from Baboon, Sailboat, Lena and house 
watermarked images 
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To highlight the fragility of our method, we have also taken into account many  
kinds of image watermarking  attacks.  Table 2 shows the extracted CRC images after 
different typical and standard attacks. 

Table 2. Performances against several typical and standard attacks 

Attack CRC image Attack CRC image Attack CRC image 

 
Rotation 

Angle= 0.01°

 

 
Average filter 

3x3 

 
Salt & Pepper 

noise 
D=0.002  

 
Rotation 
Angle=1° 

 

 
Gaussian filter

3x3 

 
Gaussian noise 
M = 0.0, V = 

0.001  
 

Resize 
128 ==>256

 

Laplacian filter
Default 

parameters 

 
Winner filter 

3x3 

 
 

JPEG 
Q=90 

  

 
Median filter 

3x3 

 
Blurring 

radius = 0.1 

 

 
JPEG 
Q=30 

 

 
Sharpen filter 

1.0 

 
Blurring 

radius = 1.0 

 
 

 
Form Table 2, one can see that our watermark embedding method has strong 

fragile against many image attacks. 

5 Conclusion 

In this paper, we propose a fragile watermarking for RGB color images. The proposed 
method based pixel detection use CRC checksum and public key cryptosystem. The 
watermark is generated depending to the three colored pixels and  using the generator 
polynomial. The generated watermark is inserted in the 2 LSB of each corresponding 
colored pixels. At the detection,  the extracted watermark from the LSB of each 
colored pixels is appended at the end of the 18 MSB of the three colored pixels. This 
sequence is divided  by the corresponding generator polynomial, if the remainder is 
null, then the pixel is not corrupted. The generator polynomial is encrypted using 
RSA public key cryptosystem.  
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The simulation results show that the proposed system performs fairly well when it 
is required to detect all kind of alteration, indicating precisely its altered region. 
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Abstract. The maximum likelihood (ML) estimation approach for fractional 
Brownian motion (fBm) is explored in this communication. First, a ML based 
estimation of the H parameter is implemented on the signal itself. This approach 
on the signal itself can easily be applied on non-uniformly sampled data or 
directly useful in the case of incomplete data. Secondly, the method is extended 
to provide a ML prediction and a ML interpolation for fBm which could be of 
interest in many domains. Results also help to explain errors in other 
interpolating methods such as the midpoint displacement algorithm used to 
synthesize fBm data. 

1 Introduction 

Fractional Brownian motion (fBm) of H parameter in the range ]0 ; 1[ is defined as an 
extension of Brownian motion [1]. One of the main issues when dealing with such 
data is to estimate the H parameter [2-3]. Among the numerous methods to achieve 
such a goal, the maximum likelihood (ML) approach proposed by Lundahl et al. [4] is 
often used due to its asymptotical efficiency [5]. It is also efficient in noisy 
environments [6]. But the ML based estimation of the H parameter is performed on 
the fBm increments which may be a limiting factor in some cases. 

Here, we propose an ML estimate of the H parameter processed on the fBm itself. 
This allows direct extension of the method to include cases where there may be 
irregular sampling or incomplete data. Moreover, an ML based prediction and 
interpolation technique for a fBm signal easily result. 

This communication is organized as follow. In the next section, fBm is defined and 
its main properties are derived. Then, the ML based estimation of the H parameter is 
achieved and is tested on exact fBm data. Finally, ML interpolation and prediction are 
presented and a real data example illustrates the methods. 

2 FBm Properties 

Continuous fBm of H parameter in ]0 ; 1[, denoted BH(t), is defined as an extension of 
Brownian motion B(t) [1]:  
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Γ is the gamma function and when H=1/2, fBm reduces to Brownian motion. 
From now on, we will focus on properties of discrete processes denoted BH[i] 

where i is a discrete time index. With a starting value BH[0]=0, fBm is zero mean, 
Gaussian and second order non stationary as attested by its variance law deduced 
from (1): 

.i   [i])Var(B 2H2
H σ=                                               (2) 

Var is the variance operator, and σ2 is the variance of fBm for the time index i=1. 
From (2) the autocorrelation function of the process follows [1]:  

( ). |j -i| - |j| + |i|   
2

 =[j])[i]BE(B j] [i,r 2H2H2H
2

HHBH

σ=                   (3) 

E is the expectation operator. Using time-frequency tools, it was shown that the 
averaged power spectral density of fBm is proportional to ⏐ω⏐-1-2H [7]. When 
considering discrete signals, there always will be aliasing problems. 

fBm has no derivative, and thus its increments for a time lag m are of interest. 
They are named fractional Gaussian noises (fGn), denoted Gm, and defined as:  

m].[iB  [i]B  [i]G HHm −−=                                          (4) 

They are zero mean, Gaussian and stationary processes since their autocorrelation can 
be written as:  

( ). |m-k| + |k|2 - |m+k|  
2m

σ
 k])[i[i]GE(G= [k]r 2H2H2H

2H

2

mmGm
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Without lost of generality, the case m=1 will be considered in the following. fGn for 
m=1 will be noted G1 and its autocorrelation function derived from (5) becomes:  

( ). |1-k| + |k|2 - |1+k|  
2
σ

 = [k]r 2H2H2H
2

G1                              (6) 

The following remarks regarding this equation will be useful in section 4 to explain 
some results. 

For H=0.5, increments are uncorrelated and fGn is the white Gausssian noise 
process. For H<0.5, increments are negatively correlated. For H>0.5, they are 
positively correlated and the process is said to have long term memory since rGm[k] 
decays hyperbolically with the lag k. It should be noticed that for H≥1/2 the function 
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rG1[k] is always nonnegative. This sequence is also decreasing and convex, i. e. 
second differences are positive. Finally, for H<1/2, one gets rG1[k]<0 for any integer 
k≠0 [8]. 

3 ML H Parameter Estimation 

There exist a lot of estimators of the H parameter [2-3]. Among all of these, the ML is 
of interest because of its asymptotical efficiency [5]. A ML estimation of the H 
parameter is developed in [4] based on the fGn. Here, we propose to perform it 
directly on the fBm data. First, let us define fBm, the fBm vector composed of N 
samples. Since all the samples of fBm are jointly Gaussian distributed, their 
likelihood function LF parameterised by H and σ2 is: 
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 = )H ; ( 1-T
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N is the size of fBm and R is its N×N covariance matrix where each element [R]i,j 
depends on the autocorrelation function as [R]i,j=rBH[i,j] as defined in equation (3). 

The maximum of the log-likelihood function (LLF, the logarithm of equation 7) is 
to be found where constant terms are neglected: 

( ) .-Ln = H, ; LLF 2 fBmRfBmRfBm   -1T−σ
                  

(8) 

R is first decomposed as σ2R' and the derivative of the LLF with respect to σ2 is 
calculated. The value found by letting the derivative go to zero is inserted in the LLF 

and gives the final function to maximise with respect to H. The H estimator noted Ĥ  
is: 
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As fBm[0] is zero by convention, the first row and column of R' are all zeros and 
must not be considered, otherwise R' is singular. The Gauss-Jordan elimination 
algorithm is used to compute the inverse and determinant of R'. 

This ML based estimator is tested on synthetic signals. In 1D, there exist two 
methods theoretically exact to synthesis fractional Brownian motion. The first one is 
the method based on the Choleski decomposition of the covariance function [4]. It 
requires high computational resources due to its complexity of O(N2). The second one 
is the circulant embedding method (CEM) [9]. Since based on the fast Fourier 
transform (FFT) algorithm, its complexity is only O( Nlog N). CEM is used in our 
experimental tests. 100 signals of 100 samples each were synthesised for three typical 

H values: H=0.2, H=0.5, and finally H=0.8. Mean Ĥ values are compared to the true 
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H given during the synthesis of the reference signals. The standard deviations are also 
estimated. Results are shown in table 1. 

Table 1. Mean ± standard deviations (std) of the ML H estimators based on fBm in the first 
column. Computing are based on 100 synthetic signals of 100 samples each for H=0.2, 0.5 and 
0.8. Second column shows results when a block of 100 unknown samples (indexed from 50 to 
149) is added in the middle of each signal. 

 
True H a) Ĥ  

 
Mean ± std 

b) Ĥ  
missing data 
Mean ± std 

 
0.2 

 
0.197 ± 0.048 

 
0.205 ± 0.048 

 
0.5 

 
0.496 ± 0.060 

 
0.501 ± 0.059 

 
0.8 

 
0.796 ± 0.058 

 
0.797 ± 0.058 

 
The quality of this estimator can be studied. First, the bias of the estimates is low. 

A bilateral Student t test with a level of significance of 0.01 shows that these 
estimates are unbiased. In identical conditions, the bias could be as high as 0.3 for 
some other analysis methods [2]. The standard deviations of the estimates are close to 
the square root of the Cramer-Rao lower bound which is equal to 0.046, 0.059 and 
0.057 for respectively H = 0.2, 0.5 and 0.8 for 100 samples [6]. An unilateral 
hypothesis test with a significance level of 0.01 shows that the variances of the 
estimates are equal to the respective Cramer-Rao lower bounds. These results show 
that in this case, the ML approach is efficient for data length as short as 100 samples. 

This ML estimator can be easily used for non uniform sampling periods or when 
some samples are unknown. As an example, two blocks of 50 samples each are 
separated by 100 unknown samples for a fBm signal. The size of covariance matrix is 
100×100. Each element is computed using (3) where i and j are the position indexes 
of the known samples. Table 1 (b) shows the results. It can be noticed that the bias is 
still low and that the variance is nearly unchanged. Thus, an efficient ML estimate of 
the H parameter can be achieved for particular signals. Such cases arise when 
studying incomplete time series or for irregularly sampled 1D data. 

4 ML Prediction and Interpolation 

Two direct extensions of the above method can be derived, namely ML prediction and 
interpolation processed on the fBm signal itself. The prediction problem has been 
theoretically treated in [10] while the interpolation has not been considered. Here a 
practical study on true fBm data is carried out for prediction as well as for interpolation. 

There are now three parameters to estimate: H, σ2 and the value of the data to be 
found. The problem can be split into two parts: a ML H estimation is first carried out on 
the signal, then the value of the prediction or interpolation is computed with known H. 
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4.1 Prediction 

Let fBm[N+x] for x>0 be a sample to predict given the H parameter and the first N 
samples of the vector. The theoretical correlation r[i,N+x] between fBm[i] and 
fBm[N+x] with 1≤i≤N is deduced from (3) with j being replaced by N+x. The 
covariance matrix R of fBm is now an (N+1)×(N+1) square matrix. It is identical to the 
one for the ML H estimation problem except that there are a row and a column added 
after respectively the last row and column to take into account the correlation between 
fBm[i] and fBm[N+x]. R can be decomposed as previously in σ2 R'. The final function 
is maximised with respect to fBm[N+x]. This result can be seen as the mean prediction. 
The standard deviation easily follows based on the knowledge of the LLF. 

We have tested this method on the same synthetic signals as previously described. 
Five samples of a typical realisation for H = 0.2, 0.5 and 0.8 are represented as shown in 
figure 1. Ten regularly spaced predictions are estimated after the last sample. 

Remarks regarding equation (6) stated in section 2 are necessary to explain the 
results. For H=0.5, the ML mean estimate is equal to the last value of the signal. Indeed, 
as its increments are uncorrelated, the probability of an increase is equal to the 
probability of a decrease. For H=0.8, the ML estimate follows the trend of the past 
signal because increments are positively correlated. The shape looks similar to a 
polynomial prediction. For H=0.2, the estimate goes in the opposite direction because 
increments are negatively correlated. The standard deviation of the estimates follows a 
power law due to the fact that increments are zero mean with standard deviation 
proportional to the lag at the power H. This dependence on H is clearly seen in figure 1. 

 
Fig. 1. Mean predictions and interpolations for a typical realisation of fBm for H = 0.2, 0.5 and 
0.8. The standard deviations of the estimates are also represented. 
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4.2 Interpolation 

Given the H parameter and N samples of the observation, the value to estimate is now 

fBm[k+x] for 1≤k<N and for 0<x<1. The correlation between fBm[i] and fBm[k+x] 
is deduced from (3) with j being replaced by k+x. The covariance matrix R is a 

(N+1)×(N+1) square matrix with a row and a column added between respectively the 
k and k+1 rows and columns. The same scheme as for the prediction process is 
applied. Figure 1 shows the results of five interpolations regularly spaced between 
each of the last five samples of the data. 

For H=0.5, the ML mean interpolation is a linear interpolation. This can be 
explained from the prediction results. Indeed, interpolation can be seen as a weighted 
combination of a forward prediction (knowing the k first samples) and of a backward 
prediction (knowing the samples from the k+1 to the last one). Results for H=0.2 and 
H=0.8 can be identically explained. The standard deviations of the estimates are 
depending on H and on the distance from the nearest known sample. 

4.3 Discussion 

Prediction and interpolation for fractal signals can be applied to many real cases. One 
can mention financial domain to predict stock exchange or sub-pixel interpolation for 
fractal images. But, the above results enable a better understanding of conventional 
fBm synthesis techniques as the random midpoint displacement (MID) [11]. This 
iterative technique can be seen as a stochastic interpolation process. It consists in 
adding new points whose position along the horizontal axis is the middle of two 
adjacent points. The position on the vertical axis is given by a Gaussian random 
variable with mean equal to the average of the two adjacent points and with variance 
depending on H. It is known that it fails to provide true fBm signals when H≠0.5 [12]. 
Our results confirm this fact. For H=0.5, the mean ML position (a linear interpolation) 
is identical to the one given during the MID synthesis (an average). But, for other H 
values, it is not true. A solution to improve the MID synthesis method keeping the 
same scheme would be as follows: replace the random variable of the MID generating 
process by a new one with mean value and variance given by the ML interpolation for 
fBm as described above. 

5 Conclusion 

In this communication, we have presented ML approaches performed on the fBm 
signal itself. On reference fractal signals, it has been shown that the ML method gave 
efficient results. It also allows to measure the H aparameter even when data are 
missing or when irregular sampling is present. Two direct extensions were derived 
concerning ML prediction and interpolation for fBm signals which could be of 
interest in many real cases. Results can be analysed taking into account the behaviour 
of the process for the various H values that were studied. They also explain 
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approximations of fractal synthesis methods such as the midpoint displacement 
method. 

Future work will concern the synthesis of true 2D fBm images buy using the new 
interpolation that is presented here. In addition the prediction of 1D signal as for stock 
exchange data will be a new and interesting application. 

References 

1. Mandelbrot, B.B., Van Ness, J.W.: Fractional Brownian Motion, Fractional Noises and 
Applications. SIAM 10(4), 422–438 (1968) 

2. Gache, N., Flandrin, P., Garreau, D.: Fractal Dimension Estimators for Fractional 
Brownian Motion. In: Proceedings of the ICASSP, vol. 5, pp. 3557–3560 (1991) 

3. Jennane, R., Harba, R., Jacquet, G.: Quality of Synthesis and Analysis Methods for 
Fractional Brownian Motion. In: Proceedings of the IEEE Workshop on Digital Signal 
Processing, pp. 307–310 (1996) 

4. Lundahl, T., Ohley, W.J., Kay, S.M., Siffert, R.: Fractional Brownian Motion: A 
Maximum Likelihood Estimator and its Application to Image Texture. IEEE Transactions 
on Medical Imaging 5(3), 152–161 (1986) 

5. Dahlhaus, R.: Efficient parameter estimation for self-similar processes. The Annals of 
Statistics 17, 1749–1766 (1989) 

6. Hoeffer, S., Kumaresan, R., Pandit, M., Ohley, W.J.: Estimation of the Fractal Dimension 
of a Stochastic Fractal from Noise Corrupted Data. Archiv fuer Electronic und 
Übertragungstechnick 46(1), 13–21 (1992) 

7. Flandrin, P.: On the Spectrum of Fractional Brownian Motions. IEEE Trans. on Info. 
Theory 35, 197–199 (1989) 

8. Beran, J.: Statistics for Long-Memory Processes. Chapman & Hall (1994) 
9. Perrin, E., Harba, R., Jennane, R., Iribaren, I.: Fast and exact synthesis for 1D fractional 

Brownian motion and fractional Gaussian noises. IEEE Signal Processing Letters 9(11), 
382–384 (2002) 

10. Gripenberg, G., Norros, I.: On the prediction for fractional brownian motion. Journal of 
Applied Probabilities 33, 400–410 (1996) 

11. Peitgen, H.O., Saupe, D. (eds.): The Science of Fractal Images. Springer, New York 
(1988) 

12. Mandelbrot, B.B.: Comment on Computer Rendering of Fractal Stochastic Models. 
Communications of the ACM 25, 581–583 (1982) 



A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 333–342, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Gabor Filter-Based Texture Features to Archaeological 
Ceramic Materials Characterization 

Mohamed Abadi1, Majdi Khoudeir1, and Sylvie Marchand 2 

1 XLIM-SIC Department, UMR CNRS 6172, Chasseneuil-Futuroscope, France 
{abadi,khoudeir}@sic.sp2mi.univ-poitiers.fr 

2 Institut français d’archéologie orientale, Cairo, Egypt 
smarchand@ifao.egnet.net 

Abstract. This paper presents a self-learning system for automatic texture 
characterization and classification on ceramic pastes or fabrics and surfaces. 
The system uses Gabor filter as pre-processing methods with feature extraction 
possibilities. On these features it applies a linear discriminant analysis (LDA) 
and k-nearest neighbor classifiers (k-NN) with its best parameters. 
Experimental results of the recognition ceramic materials, deals on the field and 
in the laboratory, for different ceramic pastes and surfaces show a good 
accuracy and applicability of the process on this type of data.  

Keywords: Egyptian ceramic materials, ceramic fabrics and surface, texture 
characterization, feature extraction, classification algorithms. 

1 Introduction 

The history of archaeological Egyptian ceramics is an evolving discipline with new 
grid interpretations and pottery analysis, that archaeologists explore jointly taking two 
fundamental elements of ceramics study. 

• The first element is the cultural aspect of the pottery vessel (archaeological 
context, chronology, shape, coating, decor, manufacturing techniques, 
function, etc.) 

• The second element is the technical aspect of ceramic materials 
(characterization of the fabric: group designation for all the properties of the 
clay. The paste of the potter is a term for the plastic material from which the 
pots were made with the non plastic inclusions of mineral or organic origin [1]) 

The technical aspect constitutes a significant part of the pottery discovered at 
archaeological sites. It is considered as an identity card [1, 2, 3]. Now, the importance 
of material characterization to ceramics study is well established [1, 4]. The progress 
realized in this field during the last thirty years places the archaeological finds in 
several levels of analysis (production, consumption and distribution). For distribution 
levels, ceramic materials recognition is crucial because it shows the reconstruction of 
the traffic of archaeological objects in the inter-regional or international trading 
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routes, to allow us to distinguish between chronological and ethnic groups and to give 
some information on cultural relationships [5]. 

Traditionally, archaeologists examine the ceramic sherds on the field and thereafter 
in the laboratory [1, 5]. Generally, they use a binocular microscope to describe the 
fabric using a fresh break cut parallel to the vessel rim, and also the inner and outer 
surfaces of the sherd. This step represents the basis for any ceramic production 
classification to create groups of different fabrics [5, 6]. It is based on visual criteria 
(nature, size, shape, repartition of mineral and/or organic inclusions contained in the 
paste made by the potter, shaping methods, texture, color, methods of surface 
treatments, the firing of pottery). When it is necessary, the last levels for recording the 
properties of a pottery fabric are two main laboratory methods: the petrographic 
analysis (using thin sections) to identify the inclusions and chemical analysis to 
measure the chemical constituents of ceramic [2, 5]. Generally, these techniques are 
complementary and have two main goals: 

• Establish and validate the classifications obtained on visual criteria with the 
microscope 

• Characterize the ceramic fabric of the ceramic sherd in order to define the 
productions and to seek - where possible - the geographic origin 

In some cases, however, the field and laboratory methods can provide contradictory 
conclusions. They therefore remain complex to interpret and there are uncertainties 
because every characterization process is done manually, by different archaeologists 
and under varying environments [6, 7]. In this context, archaeologists need to use 
machine vision to archive their ceramic materials [8, 9]. In this paper, we propose a 
solution based on texture analysis. Firstly, the ceramic paste or fabric on fresh break 
sherd and surface textures are described by texture characterization methods and 
secondly, obtained feature vectors are used to compare textures using several 
classification algorithms to allow the classification of ceramic materials. 

2 Related Work 

Texture analysis is the process to characterize and to classify different textures from 
the given images. It is considered as a key problem in a large variety of pattern 
recognition application areas, such as object recognition [10], industrial inspection 
[11], wood species recognition [12], rock classification [13] and so on. This kind of 
process requires the identification of proper features that differentiate the textures in 
the image for classification and recognition. In the real world, the images are often 
not uniform (changes in orientation, scale or other visual appearance) [14] and the 
extracted features are assumed to be uniform within the regions containing the same 
textures [14]. Several methods have been proposed in literature. Surveys of existing 
and comparative texture analysis may be found in Refs. [14-17]. 

The most important part of the historical ceramic materials classification is to 
define invariant features characterizing ceramic paste and surface textures, and which 
make possible a distinction between different kinds of ceramic materials. This 
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application is similar to rock texture analysis [13] but is more difficult. Unlike rock 
textures, ceramic paste and surface texture analysis is quite demanding. They are non-
homogenous and not clear directional (when a vessel is shaped on a wheel, the 
inclusions like rod-shaped particules and straws follow the orientation and are parallel 
in the fresh break section to the rilling lines of the pot [1]). Also different granular 
size and other very small objects and straws can be integrated in some ceramic 
materials. [18-20] use texture analysis for quality control in ceramic tile production. 
Lindqvist and Akesson [21] present a literature review of image analysis applied to 
characterize rock structure and rock texture analysis. In Singh et al. [22], texture 
features for rock image classification are compared. The best performance was 
obtained by using co-occurrence matrices. Few research works on this few topic have 
been published. Smith et al. [23] use color and texture features based on well-known 
Scale Invariant Features Transform and we formulate a new feature based on total 
variation geometry for the reconstruction of archaeologically excavated ceramic 
fragments. Kampel and Sablatnig [7, 9] are developing an automated classification 
and reconstruction system for archaeological fragments based on shape and color 
information as a pre-classification process. 

3 Archaeological Site 

A set of macroscopic photographs made in IFAO laboratory by a device composed of : 

• Reflex photo Kodak DCS-14 N camera. 
• This camera is mounted on a Zeiss stemi 2000-C stereomicroscope. 
• Schott KL 1500 LCD cold light source at a temperature of 3200 K. 

They were obtained from ceramic materials classification of different fabrics 
representatives of Egyptian/local pottery production of three different sites. The 
samples cover a wide geographical area of Egypt (Marsa Matrouh, Abu Roach, 
different sites of Kharga oasis) and a large chronological period from the end of the 
Neolithic period (around 4800 BC) to the medieval period. The selected ceramic 
samples for this paper are derived from the Abu-Roach archaeological site which is 
located in Egypt in the Memphite area near the modern Cairo [24]. 

Abu-Roach, is an archaeological site1 which is mainly known for Old Kingdom 
period (around 2500 BC) to be the pyramid complex of the king Djedefrê. The 
samples choose are the more representative from the classification of fabrics pottery 
link to the repertoire of pottery of this period found during the excavations. The vast 
majority of pottery vessels served domestic purposes (storage, preparation and 
consumption of food) and other types served ritual purposes (miniatures). But the site 
continues to be occupied after this period until the medieval period [3]. Few sherds 
from New Kingdom pottery (around 1300 BC), beginning of Ptolemaic pottery 
(around IVe century BC), and beginning of the Arabic period in the VIIe century AD 
have been also selected for this paper. 

                                                           
1 http://www.ifao.egnet.net/archeologie/abou-roach/ 
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The ceramic paste used in the manufacture of these objects includes the Nile 
fabrics or alluvial paste, the marl fabrics or marl clays (calcareous), and mixed clays 
fabrics (combination of marl and alluvial clays), and the foreign fabrics (Palestinian 
fabrics, Nubian fabrics, etc.). For this paper only Egyptian pottery sherds are 
presented here and the majority of these pots are locally produced in the Memphite 
area. If the fabrics are important to characterize and identify the pottery production, 
the ceramic surface too. For the selected samples from Abu Roach presented in this 
paper we found two main treatments of the ceramic surfaces (slip or not slip, and not 
slip with diffuse surface). For the not slip pots, the surface could be diffuse and 
present variation of colors on the surface, all this depends on the firing process. 

4 Ceramic Pastes and Surfaces Characterization  

Archaeologists consider that visual inspection is an important part of ceramic 
materials examination. However, this step remains complex because the ceramic 
pastes used in different manufacturing processes are extremely diverse and have 
heterogeneous composition. Similarly, ceramic surfaces of objects are often non-
uniform. Thus automated visual inspection based on the machine vision system to 
ceramic materials classification requires the use of features and should describe the 
desired properties of ceramic pastes and surfaces. 

4.1 Ceramic Texture Characterization Based Gabor Filter 

In order to make an automated classification between different ceramic materials, 
some features have to be extracted, from ceramic pastes and surface textures. In this 
paper we try to apply a Gabor filters-based texture features. It has been successfully 
and widely applied to image processing, computer vision and pattern recognition [25, 
26]. Its use is motivated by various factors. The characteristics of the Gabor filter, 
especially the frequency and orientation representations, are similar to those of the 
human visual system [27]. The statistics of these micro-features in a given region are 
often used to characterize the underlying texture information. In addition to accurate 
time-frequency location, they also provide robustness against varying brightness and 
contrast of images. A circular 2D Gabor filter in the spatial domain has the following 
general form [28] 

, , , , = 12  

where = √ 1; u is the frequency of the sinusoidal wave; θ controls the orientation 
of the function and σ is the standard deviation of the Gaussian envelope. A filter bank 
of Gabor filters with various scales and rotations is created. In this work we have 
considered scales of 0, 2, 4, 6, 8, 10 and orientations of 0°, 45°, 90° and 135°. For 
each obtained response image we extract first three moments as features. 
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4.2 Ceramic Texture Classification 

In image classification, the objects which are characterized by a feature vectors 
should describe the visual appearance of the texture or other attributes as accurately as 
possible. Generally, the features extracted are overlapping in the feature space and 
this makes the classification challenging. In this work, the classification algorithms 
are a supervised approach and a non-parametric discriminant analysis. In order to 
classify new samples we need a training set representing each category of ceramic 
pastes and/or surfaces. After wards, the linear discriminant analysis [29, 30] and the 
k-nearest neighbour, classifier [31] are applied on training set to estimate the optimal 
models. Finally, the tests set are assigned using these models. The selection of these 
classifiers is due to their robustness with homogenous and non-homogenous feature 
distributions of the ceramic paste and surface textures. 

Linear Discriminant Analysis (LDA) 

The linear discriminant analysis [29, 30] finds a transform matrix W, such that = max  

where SB is the between-class scatter matrix and SW is the within-class scatter matrix, 
defined as 

=  

=  

In these expressions, Ni is the number of training samples in class i, c is the number of 
distinct classes, µi is the mean vector of samples belonging to class i and Xi represents 
the set of samples belonging to class i. 

k-Nearest Neighbour Classifier (k-NN) 

The k-NN classifier is very simple to understand and easy to implement. It is based on 
a distance function such as the Euclidean, City block, Cosine distance, Pearson's 
correlation or so on. These functions are computed for pairs of samples in N-
dimensional space (number of features). Each sample is classified according to the 
class memberships of its k nearest neighbours, as determined by the distance function. 
k-NN has the advantages of simple calculation and the ability to perform well on data 
sets that are not linearly separable, often giving better performance than more 
complex methods in many applications [31]. Given the training feature dataset X = 
{x1, x2, …, xn}, and a test feature vector x, we will find the distance function and the k 
nearest neighbors to the test feature vector, where each nearest neighbor has one vote 
for the class label c. The test label will base on the majority of the votes according 
cross validation accuracy (10-fold) to select the best parameters for k-nearest 
neighbor classifier. 



338 M. Abadi, M. Khoudeir, and S. Marchand  

5 Results 

In this paper, we experiment with the texture analysis process to classify Egyptian 
ceramic materials. These materials are described by images representing fresh break 
section of the sherd, inner and outer surface view (figure 1). 

 

Fig. 1. Images representing fresh break section of the sherd, inner and outer surface  
(Abu-Roach site: sample n°1762) 

In fact, the samples are manually classified by archeological experts based on the 
kind of ceramic fabrics and treatments of the surfaces. Table 1 shows the different 
categories and the sample's number in each category. Each sample is labeled by a 
value coded on three digits. All digits are ranging from 1 to 3). The First digits 
indicate the nature of samples (rupture, inner or outer view respectively 1, 2, 3). The 
second digits show the used characteristics (ceramic pastes or ceramic surface. The 
digit is 1 or 2 respectively. Finally, the third digits describe the nature of categories (1 
for marl clay or Slip surface, 2 for alluvial clays or diffuse/not slip surface and 3 for 
mixed-clays or not-slip surface). Table 2 represents an example of three labeled 
samples. In this example, we can easily observe that the samples 1790 and 1771 have 
the same ceramic paste and their ceramic surface is different.  

Table 1. Numbering of samples for different Abu-Roach ceramic categories 

 Categories Numbering of samples 

Ceramic pastes 
fabrics 

Marl (Ma) 

1769, 1785, 1788, 1800, 1764, 1765, 1767, 
1784 1791, 1795,   1798, 1777, 1796, 1797, 
1761, 1762, 1772, 1779, 1780, 1781, 1782, 
1783 

Alluvial (Al) 1763, 1790, 1774, 1775, 1776, 1778, 1787, 
1789, 1771, 1792, 1794, 1768, 1793, 1766 

Mixed-clay 
(Mi) 

1770, 1786, 1799, 1773 

Ceramic 
surfaces 

Slip (S) 

1761, 1762, 1763, 1764, 1765, 1766, 1767, 
1768, 1769, 1770, 1773, 1775, 1776, 1777, 
1787, 1790, 1793, 1794, 1795, 1798, 1799, 
1800 

Diffuse/not 
slip (D) 

1796, 1797 

Not-Slip (NS) 
1774, 1771, 1772, 1778, 1779, 1780, 1781, 
1782, 1783, 1784, 1785, 1786,1788, 1789, 
1791, 1792 
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Table 2.  Samples labeled according ceramic pastes and surfaces 

Samples Ceramic paste Ceramic surface 
1790 1-1-2 1-2-1 
1771 2-1-2 2-2-3 
1796 3-1-1 3-2-2 

 
Now, in each sample we have several images which represent both ceramic paste 

(fresh break section) and surfaces. Each image is labeled according to its belonging 
sample defined by archaeologist experts. Therefore, we have a database composed of 
599 images with resolution 4500×3000 pixels. From each of these images, we have 
extracted four representative sub-images of size 512×512 pixels. Thus a new database 
is formed and it contains 2396 sub-images. The sub-images are distinguished by their 
origin, ceramic pastes or surfaces properties and other archaeological criteria. Fig. 2 
shows an example of homogenous, non-homogenous and non-directionality textures. 

 

 

Fig. 2. Textures corresponding to the samples in table 2 

Once ceramic pastes and surfaces databases are defined, the Gabor filter-base 
texture features are computed in each sub-image. The obtained feature vectors are 
divided in training and test set using K-cross-validation method (K = 10). In order to 
obtain significant and correct statistical values, this operation is repeated 100 times. 
To study the effects of the feature extraction method on ceramic materials recognition 
by applying LDA and k-NN classifiers, we computed a better model for the training 
set. The influence of changing parameters can be assessed through examining the 
classification accuracy. The implementation of this procedure was performed in a 
batch mode. The best models or parameters retained are then used to predict the 
association of each pixel to adequate class. Accuracy assessment of four classification 
figures was performed by computing overall and category by category user’s  and 
producer’s (Figures 3) accuracy using the validation dataset [32].  In fact, for k-NN 
classifier, we choose 1; 2; ; 15   and we have used four different distance 
measures: Euclidean, City block, Cosine distance and Pearson's correlation to study 
the effect on classification accuracy. 

Figures 3 shows the performance of Gabor filter-based texture features to 
characterize ceramic pastes and surfaces separately. Regarding the overall 
classifications accuracies results (first tow bars), we can conclude that k-NN classifier 
have produced a best results and they show the quite similar overall accuracy  
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Fig. 3. Overall accuracy. By column: user's and producer’s accuracy. By row: ceramic pastes 
and surfaces 

between ceramic pastes and ceramic surfaces. Indeed, the best values obtained for 
LDA and k-NN are respectively (0.615±0.065 and 0.736±0.047) for ceramic pastes 
and (0.609±0.057 and 0.742±0.048) for ceramic surfaces. At Single category level, 
we observe a same results, k-NN classifier performed are better than LDA, 
specifically in user’s accuracy. In producer’s accuracy, the LDA return best results for 
mixed paste (Mi) and diffuse surface (D). For the classification of our complex data 
sets and when we choose good parameters, Gabor filter-based texture features and k-
NN classifier appear to be the best classifier and texture features options because they 
can be used with any data. When we compare the accuracy classifications between 
ceramic pastes and ceramic surface separately, we observe that accuracy is differing 
from one category to another. For example, see results returned by LDA in figure 3. 
The LAD returns a lower value of user’s accuracy (0.292±0.129) from diffuse 
ceramic surface (D). To improve final classification results and take advantage of 
each single category best classification through combination between ceramic pastes 
and surfaces results could be used to improve results. Therefore, the results have 
shown that machine vision based on image texture analysis for Egyptian ceramic 
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materials classification can constitute a cost-effective approach for a characterization, 
assessment and archiving archaeological finds. Due to the good recognition and the 
existing complementarities between ceramic pastes and surfaces, using Gabor filter-
based texture features and k-NN classifier should be confirmed by applying this 
process in other Egyptian archaeological sites. 

6 Conclusion 

In this paper, a texture analysis process based on Gabor filter-to texture feature 
extraction and classification algorithms (LDA, k-NN), to classify and analysis a non-
homogenous Egyptian archaeological ceramic textures were proposed. In general, this 
is a difficult classification task due to strong homogeneities within samples in the 
same category. In fact, to classify the Abu-roach archaeological database, the ceramic 
materials are characterized separately by their ceramic paste and surface textures. The 
results are shown that texture analysis yields promising accuracy. It leads to an 
effective process for Egyptian ceramic materials recognition. 
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Abstract. Over the years many approaches for texture analysis have
been proposed. Most of these methods use, directly or indirectly, the
spatial information to build the features. Although the spatial distribu-
tion of gray levels is a property a priori of the texture, some methods do
not use this propriety to characterize it. The problem is that this class of
methods has, generally, worst results than first one. Thus, in this work
we propose a new method to classify color textures that does not use any
type of spatial distribution information and still achieves high classifi-
cation rates, comparable, if not better, than traditional texture analysis
methods. The method is based on analysis of RGB color distribution
using volumetric fractal dimension.

1 Introduction

The identification of visual patterns in images or objects is a key process in
computer vision area. And, among the set of possible patterns, the texture is
one of the most useful for experiments of image classification and identification.

Although there is no precise definition of texture, this attribute is easily per-
ceived by humans being a rich source of visual information. However, while the
ability of a human to distinguish different textures is apparent, the automated de-
scription and recognition of these same patterns has proved to be quite complex.

Many methods of texture analysis have been proposed recently, most of these
methods use, directly or indirectly, the spatial distribution of gray levels to build
they features. In statistical approaches, the greatest number of methods uses
any information of the likelihood of neighboring pixel values (e.g. GLDM[18],
GLCM[4]). The geometrical-based methods have an desirable property in defin-
ing local spatial neighborhoods (e.g. Voronoi tessellation features [15]. In model-
based methods, such MRF[2], assume that the intensity at each pixel in the
image depends on the intensities of only the neighboring pixels. And in signal
processing methods, the frequency of an texture is determined by spatial distri-
bution of the pixels [13]).

Although the spatial distribution of gray levels is a property a priori of the
texture, some methods do not use this propriety to characterize it. First-order
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statistics, for example, measure the likelihood of observing a gray value at a ran-
domly chosen location in the image. First-order statistics can be computed from
the histogram of pixel intensities in the image. These depend only on individual
pixel values and not on the interaction or co-occurrence of neighboring pixel
values. The problem is that this class of methods are generally, not competitive
against the methods that use some spatial distribution information.

So, in this work, we propose a new method that does not use any type of
spatial distribution information to classify color textures. They are based on the
color distribution analysis over RGB color model. This analysis is made with
volumetric fractal dimension and posterior classification with LDA and Bayesian
classifier. The results are best than methods of same class and very competitive
against another methods with neighborhood relationship.

The rest of the paper is organized as follows. Section 2 presents the general
methodology for RGB color cube transform, the volumetric fractal dimension and
the classification procedure. Section 3 describes the experimental results and the
comparison with others methods, while conclusions are presented in Section 4.

2 Materials and Methods

2.1 RGB Color Cube Transform

The first step of the proposed method is mapping the existing colors of texture in
a cube represented by RGB coordinates (i.e. red, green and blue colors). Given
an texture image I(x, y), an cube C(r, g, b) (that have the r-axis representing
red values, g-axis as green values and b-axis as blue values), and the colors in I
defined by three components, the C(r, g, b) will be an function as follows:

C(r, g, b) =

{
1, if ∃ I(x, y) = (r, g, b)
0, otherwise

(1)

In proposed method we use each axis in the range 0 to 255, representing 8-bit per
channel. The basic idea of this transformation is summarize all existent colors in
texture and map that in a cube, as is done in 3D color histogram representation,
but without counting the number of image pixels in each bin. In Fig. 1 we show
3 different textures that represent this transformation. Note that the spacial
distribution of the colors is different for each class. In the next session we will
explore and quantify this propriety by use of volumetric fractal dimension.

2.2 Volumetric Fractal Dimension

Benoit Mandelbrot, in 1970s, introduced a new field of mathematics, named
Fractal Geometry. He said that complex objects are generated by the interaction
of simple rules and has non-integer dimension, which is related to its complexity.
Since then many methods have been developed to estimate the fractal dimension
of an given object, one of the most accurate is the Bouligand-Minkowski[14].



RGB Color Distribution Analysis Using Volumetric Fractal Dimension 345

Fig. 1. Textures examples (above) and your respective RGB cube transforms (below).
The main idea is summarize all existent colors in texture in a cube that represent RGB
coordinates.

Since then some works of texture analysis has been made with fractals [7]. Re-
cently [1] proposed a new texture descriptor based on fractals. In this, the texture
is mapped to a cube, and the descriptor explores the differences in influence area
of the 3D object formed. The same process will be used here to characterize the
spacial distribution of the colors in our RGB color cube transform.

Given our 3D cubeC(r, g, b), we can obtainV (r) through dilation of each point p
ofC using a sphere of radius r. This V (r) is the influence volume of the object for a
given radius r, and is very sensitive to structural changes of the object. As we have
different objects, with different structures in your RGB color cube transform, this
methodology is suitable to characterize it. The dilation curve expressed as volume
V (r) as a function of the dilation radius rmax is given by:

V (r) =
{
p ∈ R3|∃p′ ∈ S : |p− p′| ≤ r

}
(2)

In this method the arrangement of points in C alters the process of dilation. As
the value of r grows, the spheres produced by the different points of object begin
to interact. This interaction causes effects in V (r), thus each object produces an
characteristic growth of V (r) and this makes possible the use of the values of
V (r) as descriptors. Thus, the feature vector x is defined as the set of logarithm
of influence volumes V (r) calculated for all values of r ∈ E, where E is the set
of possible Euclidean distances for a radius rmax:

E =
{
1,
√
2,
√
3, . . . , rmax

}
(3)

x = [logV (1), logV (
√
2), . . . , logV (rmax)] (4)

The Fig. 2 exemplifies this process of dilation for different values of r. In order to
complete the estimation of Bouligand-Minkowski fractal dimension we need plot
the logV (r) versus log r. The value of inclination of the straight line obtained gives
us an estimative of the fractal dimension of the respective object (Equation 5).
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Fig. 2. Dilation process for two different textures. This allows an analysis of color
distribution by the volume calculated.

D = 3− lim
r→0

logV (r)

log (r)
(5)

The V (r) can be calculated by using some fast Exact Distance Transform (EDT)
algorithms [5, 9, 3]. A important characteristic is that only one parameter need
be chosen, the rmax.

2.3 Data Analysis

A widely type of techniques are used for data analysis in a supervised multiclass
classification task. Due the values of V (r) are naturally dependent and highly
correlated we opt by use the Linear Discriminant Analysis (LDA)+Bayesian clas-
sifier. This supervised task is performed under a 10-fold cross-validation scheme.

Linear Discriminant Analysis. Basically, LDA applies an geometric trans-
formation (rotations) to the feature space with the purpose of generating new
uncorrelated features based on linear combinations of the original ones, aiming
seek a projection that best separates the data. Given the matrix S, indicating
the total dispersion among the feature vectors, defined as:

S =

N∑
i=1

(xi − μ)(xi − μ)′ (6)

and the matrix Si indicating the dispersion of objects of Ci:

Si =
∑
i∈Ci

(xi − μi)(xi − μi)
′ (7)

we can define the intra-class variability Sintra (indicating the combined disper-
sion within each class) and interclass variability Sinter (indicating the dispersion
of the classes in terms of their centroids) as:

Sintra =

K∑
i=1

Si (8)
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Sinter =
K∑
i=1

Ni(μi − μ)(μi − μ)′ (9)

where K is the number of classes, N , the number of samples, Ni, the number
of objects in class i, Ci, the set of samples of class i, μ, the global average, and
μi, the average of objects in class i. For these measures of dispersion we have
necessarily:

S = Sintra + Sinter (10)

Thus, the i-th canonical discriminant function is given by:

Zi = ai1X1 + ai2X2 + · · ·+ aipXp (11)

where p is the number of features of the model and aij are the elements of the
eigenvector ai = (ai1, ai2, . . . , aip) of matrix C given by:

C = Sinter ∗ S−1
intra (12)

This formulation leads to a condition where there is no correlation between
Zi and Z1, Z2, . . . , within the classes. From p-original variables the p-principal
components can be obtained. However, in general, a reduction in the number of
variables to be assessed is desired, i.e., the information contained in the p-original
variables be replaced by the information contained in k(k < p) uncorrelated
principal components. Thus, the system of random variability of the original
vector with p-original variables is approximated by the variability of the random
vector containing the k-principal components.

Bayesian classifier. The Bayesian classifier is based on the Bayesian deci-
sion theory and combines class conditional probability densities (likelihood),
and prior probabilities (prior knowledge), to perform classification by assigning
each object to the class with the maximum a posteriori probability. For g groups,
the Bayes rule assigns an object to the group i when:

P (i|x) > P (j|x), for ∀j �= i (13)

In this case, assuming the hypotheses of independence, we have for the random
variables:

P (i|x) = P (i)
∏n

k=1 P (xk|i)∏n
k=1 P (xk)

(14)

where:

P (xk|i) = 1√
2πσ2

ik

e
(xi−μik)2

2σ2
ik (15)

being P (x|i) the probability of obtaining a particular set of features x, given
that the object belongs to the group i and P (i) is the a priori probability, i.e.
the probability of choosing the group i without known any feature of the object.
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2.4 Database

The experiments are performed over VisTex color textures database [17]. This
database is maintained by the Vision and Modeling group at the MITMedia Lab.
The full database contains images representative of real-world textures under
practical conditions (lighting, perspective, etc.). In this work the 54 images of
resolution 512× 512 were split into 16 non-overlapping sub-images of 128× 128.
These images are available on de Outex site as test suite Contrib TC 00006 [10].

3 Results and Discussion

In order to evaluate the quality of proposed method we set, based on work of
[1], the rmax = 20, totaling 335 successive dilations. Additionally we make a
uniform quantization of the image I using a color map with 65536 colors. The
source image I is quantized by matching colors with the nearest color in the
color map. This procedure aims decrease the number of color in source images.

The Table 1 shows the result for the proposed method in Vistex database. The
95.25% of accuracy demonstrates the high quality of the proposed method. This
results use all features between r = 5 and r = 20, totaling 313 logV (r) features.
We do not use the first’s radius because they not contain relevant features. It
is due the quantization used, that separates the possible colors points on RGB
color cube transform (i.e. the initial dilation of the points does not have any
interaction with other points due the distance). More studies about the ideal
quantization and ideal rmax parameter need be made in other databases. The
high accuracy obtained impedes this research here, since several parameters will
reach a high accuracy.

Obviously, this method needs be tested in more hard conditions, such dif-
ferent illuminations conditions and different acquisition devices. The RGB is a
device-dependent color model, i.e. different devices detect or reproduce a given
RGB value differently, since the color elements (such as phosphors or dyes) and
their response to the individual R, G, and B levels vary from manufacturer to
manufacturer, or even in the same device over time. Thus an RGB value does
not define the same color across devices.

However, if this approach does not work with these difficulties, many alterna-
tives to solve these problems are known. The use of color management systems
are an alternative, but not always available. Apply this same methodology over
other color spaces, such HSV, are another possibility.

3.1 Comparison with Methods That Do Not Use Spacial
Information

In order to evaluate the quality of proposed method against another approaches,
we compare it with 3 another methods of same class, i.e. who do not use infor-
mation about spatial distribution of pixels to build the features. They are:



RGB Color Distribution Analysis Using Volumetric Fractal Dimension 349

Table 1. Comparison between methods that do not use the spatial distribution of
gray levels as features

Method No. of descriptors No. of images correctly
classified

Sucess rate %

VFD RGB cube 313 823 95.25
Histogram ratio uncertain 484 56.02
Chromaticity 25 599 69.32
First-order 18 777 89.93

– Histogram ratio features [12]: this method utilizes an the 3-D xyY color
histogram of a given image to calculate the self-relative histogram ratio fea-
tures. The number of features varies from class to class since it depends on
how many common histogram bins exist among each class.

– Chromaticity moments [11]: The method uses the CIE xy chromaticity di-
agram of an image and a corresponding set of two-dimensional and three-
dimensional moments to characterize a given color texture. We used the
5T-type + 5D-type moments (CM55), totaling 25 features.

– First-order statistics of RGB channels [16]: Given the image, simple statistics
as mean, variance, skewness, kurtosis, energy and entropy are calculated of
each RGB channels, totaling 18 features.

The table 1 show the results. We can see the superior quality of the proposed
approach, since the closest result is the first-order method, with 89.93 of accu-
racy. Is important to say that the work of [12] show an accuracy of 96.36% in
Vistex database. However the confection of the database is another. He perform
the experiments in a set of 164 color textures images of size 128 × 128, where
he draws randomly from each image a subsample of 100× 100. This result in a
database where all samples of same class are very similar, unlike of de Vistex
database used here. Due this, very bad results are reached by this method. The
same problem occurs with [11] work.

3.2 Comparison with Methods That Use Spatial Information

The most methods of texture analysis use the spatial information directly (e.g.
GLCM) or indirectly (e.g. Gabor filters) to build they features. We will compare
our methodology with them too. The configuration used in these methods is
presented below.

– Gabor filters [6]: is, basically, a bi-dimensional Gaussian function modulated
with an oriented sinusoid. The convolution of the image with the family of
Gabor filters in different scales and rotations produce the features. We use
64 filters (8 rotations and 8 scale filters) with lower and upper frequency
equal to 0.01 and 0.4, respectively. The individual parameter of each filter is
defined by [8].



350 D. Casanova and O.M. Bruno

– Gray Level Co-occurrence Matrix (GLCM) [4]: they are the joint probability
distributions between pairs of pixels at a determined distance and direction.
For this comparison, distances of 1 and 2 pixels with angles of −45 ◦, −90 ◦,
45 ◦, 90 ◦ were used. Contrast, correlation, energy and homogeneity measures
are computed from resulting matrices, totalizing a set of 32 descriptors. A
non-symmetric version has been adopted in experiments.

The Table 2 shows the results. Despite the difference in methodologies, the
95.25%of accuracy, against 94.44% of Gabor filters and 92.47% of GLDM, is a
very impressive result for a method that use only color information to build their
characteristics. Moreover, since each method explores different texture charac-
teristics, the use of our approach in conjunction with traditional methods is quite
possible. The Gabor filters or GLDM, for example, uses the spatial distribution
of pixels to characterize the texture and, the proposed methodology explores,
basically, the color distribution, they are complementary information.

For all results (except histogram ratio that use classification scheme of [12]),
we use LDA analysis in a 10-fold cross-validation. We summarize the original
features into principal components that represent 99.99% of total variance ex-
plained. The new features, also called canonical features, are then used in the
Bayesian classifier. Thus, although our approach has the largest number of fea-
ture between all tested methods, the number of canonical features obtained after
dimensionality reduction with LDA is very similar.

Table 2. Comparison between proposed method and traditionally methods that use
spatial information

Method No. of descriptors No. of images correctly
classified

Sucess rate %

VFD RGB cube 313 823 95.25
GLCM 32 799 92.47

Gabor filter 64 816 94.44

4 Conclusion

A simple and efficient method for color texture classification has been presented.
The called RGB color cube transformmap the existing colors of texture in a cube,
and the volumetric fractal dimension uses these color distribution information
to build the features.

A comparison with several methods are performed and, although do not use
any type spatial information the proposed method achieves high classification
rates, comparable, if not better, with traditional texture analysis methods. Fur-
ther research will investigate the ideal quantization and the optimal rmax pa-
rameter, and will also examine the performance in other databases with different
illumination sources and acquisition devices.
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Abstract. In this paper we present a new image thresholding method based on a 
multiobjective Genetic Algorithm using the Pareto optimality approach. We 
aim to optimize multiple criteria in order to increase the segmentation quality. 
Thus, we’ve adapted the well-known Non Domination Sorting Genetic Algo-
rithm [1] for this purpose so that it takes into consideration the contribution of 
the objective functions in improving the reproduction step and then improving 
the optimal Pareto front of solutions. Our method was tested against NSGAII 
algorithm and has shown effectiveness and convergence speed.  

Keywords: Evolutionary approach, Genetic algorithms, Image segmentation, 
Image thresholding, Multiobjective optimization, Pareto optimization. 

1 Introduction 

Image segmentation has been approached from different ways of knowledge such as 
graph theory, statistics (multivariate analysis), artificial neural networks, fuzzy set 
theory and other areas. One of the most popular methods in this field is to perceive 
image segmentation as an optimization problem, where the best segmentation of a 
given image is achieved by optimizing one or more objective functions. In this sense, 
evolutionary algorithms have captivated since their apparition in 1995, the attention 
of the practitioners of optimization all over the world, due to their elevated degree of 
robustness, convergence speed and accuracy.  

Moreover, they’ve shown effectiveness in solving complicated optimization prob-
lems and overcame the well-known problem of being trapped in local optima for the 
classical approaches. 

To date, many attempts of applying evolutionary algorithms to find the “best” clus-
tering of an image have been achieved. However, most of them present the disadvan-
tage of being dependent on many parameters making their adaptation to different 
problems harder. This remains an important issue when it comes to apply the algo-
rithm to different datasets of images. 

To overcome this problem we propose a new algorithm based on an adapted  
version of the Non Sorted Genetic Algorithm II (NSGAII), using the multilevel  
thresholding extended from Otsu’s method and the Shannon Entropy as objective 
functions. 
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This work is organized as follows: in the next section we present the extension of 
the classical Otsu’s thresholding method to the multilevel thresholding. In the section 
3, we introduce a modified Shannon entropy measure. Then in the 4th section we 
present the formulation of image segmentation problem as a multiobjective optimiza-
tion problem. The non-dominated sorting Genetic Algorithm is then introduced in 
section 5. And finally we present our new method. 

2 Otsu’s Thresholding algorithm 

The Otsu's method aims to automatically segment an image into two classes based on 
the shape of image histogram[2]. The extension of this method to the multilevel thre-
sholding is given by the following equations: 

Let  t , … , tN    be the set of thresholds to evaluate. Finding the best set of thre-
sholds is performed by maximizing the inter-classes variance:   , … , =  , , … … . ,  , 1    …    (1) 

where max  is the maximum value in the range of the thresholds. 
and  =  ∑                              (2)         

is the inter-classes variance,  
with   and  are computed as follows:      

 =  ∑  ,  1,                           (3) 

and =  ∑  ,  1,                  (4)  

then  =  ∑ ω µN                              (5) 

This algorithm is wildly used, easy to implement and gives satisfactory results in terms 
of clustering quality. Its main disadvantage is the important computational time it needs 
for the execution. In fact, its exhaustive search involves  possible combina-
tions. This increases considerably with the number of classes in real life images. 

Thus, our method has been developed to overcome this problem by combining a 
modified Genetic algorithm based on NSGA II and the multi-level thresholding me-
thod shown above. 

3 Shannon Entropy  

3.1 Bi-level Thresholding 

Shannon entropy [3],[4] and [5] is a statistical criterion used to find the best threshold 
for segmenting an image into two classes and is defined as follows: 
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=  ∑   ∑                   (6) 

where  is the gray level,  is the frequency of  in the image,  is the prior prob-
ability of t and maxL is the highest gray level in the image. Maximizing this entropy 
gives the best threshold for the image segmentation into two classes. 

 = ArgMax  ,    1. . maxL                      (7) 

3.2 Multilevel Thresholding 

The Shannon entropy can be extended to multilevel thresholding as follows:  

 1, … , =   ∑ ∑  N                 (8) 

where     1     
and the best set of thresholds is obtained by maximizing this entropy: 

 , … , =  , … ,                    (9) 

4 Formulation of Image Segmentation Problem  
as a Multiobjective Optimization Problem: 

In a problem where there are many (possibly conflicting) objectives to be optimized, 
there is no accepted notion as optimal solution. Hence, comparing between solutions 
becomes difficult. Generally, the optimizing methods produce a set of solutions of 
equivalent quality. The “best” solution is therefore subjective and depends on the 
decision maker. 

The multi-objective optimization problem can be formally stated as: 
Find the vector = , , ,  which will satisfy the following properties: 
Optimizes the vector function , , , ,  
and satisfies the inequality and inequality constraints:  0,    = 1,2, ,                        (10)  

and  = 0,      = 1,2, ,                       (11) 

The constraints of equations (10) and (11) define the region Ω of admissible solutions 
and the vector  represents one of the optimal solutions in the set Ω.  

In general, the uniqueness of the optimal solution of a multi-objective optimization 
problem is not satisfied, and poorly defined. The concept of Pareto optimality is as an 
appropriate response to this case. 

For a minimization problem, the formal definition of the Pareto optimality can be 
given as follows: 

A decision vector  is said to be pareto optimal if and only if there is no other 
vector  that dominates . i.e there is no  such that : 
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1,2, ,                                              (12) 

and 1,2, ,                                (13) 

this property .     is written as:          

5 Non Domination Sorting Algorithm II (NSGAII) 

There are different approaches to solve multiobjective optimization problems such as 
aggregating, population based non-pareto and pareto based techniques. The NSGAII 
belongs to the last category. Its main advantages of this algorithm are convergence 
speed due to its non-domination sorting applied to the generations and the elitism. 

The pseudo code of the NSGAII is given as follows: 

Input : the image to be clustered and the number of clus-
ters.  
Output: Pareto Front of optimal solutions 
Initialization of the population  
Evaluation of the objective functions 
Non-dominated sort of the population  
Selection of the parents 
Crossover or mutation  
While not (stopping criteria is reached) 
Evaluation of the objective functions 
Merge (population and offspring) 
Fronts  Non dominated sort of the merged set 
Parents  ensemble vide ; FrontL  ensemble vide 
For each Front do the follow 
Compute and assign crowding distance to each individ-
ual in the ith Front   
 If (size(parents)+ size(Fronti))>size(population) 
 FrontLI; Break(); 
Else 
 Parents  merge(parents, Fronti); 
End 

End 
If(size(parents)<size(population)) 

  FrontL SortByRankAndDistance(FrontL); 
  For (P1 to size(population) – size(FrontL) 
   Parents  Pi 

  End 
End 
Selected  SelectParentsByRankAndDis-
tance(Parents,size(population)) 
Population  offspring 
Offspring  CrossoverOrMutation(Selected) 

End 
Return Children 
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6 The Proposed Multiobjective Method 

In order to reach a rapid and non-parametric algorithm, we adapted the NSGAII algo-
rithm at the following levels: 

6.1 Initialization 

Most of NSGA algorithms initialize the population randomly. They might have a set 
of individuals in the same range, which might lead to a non-well distributed popula-
tion and therefore affects the next iterations. i.e a threshold variable  is initialized as 1, , , where   is the highest level in the image. 

In our method, we specify a range for each decision variable depending of the 
number of clusters. i.e knowing that the number of clusters is N, we divide the range 1, ,  to N+1 equal intervals. Then, each decision variable  is initialized 
within the appropriate interval such as:   1, ,                    1, 1  

6.2 Selection  

In most of NSGA algorithms, the selection process chooses randomly from the sorted 
population, the parents susceptible of performing the reproduction process. It might 
lead to redundancy of the parent sets in the reproduction pool. 

For this reason, we’ve added a constraint which implies that the parents should be 
from different Pareto fronts, but having the best scores in terms of objective functions 
regarding other individuals from the same front. This can be written as follows: 

Choose  and  such as:       and           for each   
with               =  , ,                  (14) 
where     ,              1, ,  

6.3 Crossover 

Our third intervention was at the crossover step. In fact, the NSGA algorithms use the 
SBX (Simulated Binary Crossover)  [6]in the process of generating offspring chro-
mosome as described below:  =  1 2 1 1            (15)                             =  1 2 1 1             (16) 

Therefore, in order to take into consideration the weight of the parent’s objective 
functions in improving the Pareto solutions, we use the following equations: 
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 =  1 2 1 1 11                                                          (17) 

=  1 2 1 1 11                                                          (18) 

where  =    =                          (19) 

represents the contribution weights of objective functions for the first parent  
and                          =    =                   (20) 

are the contribution weights of objective functions for the second parent  
Noting also that  is the th objective function for the th individual. 

6.4 Mutation 

The NSGA uses a constant called the polynomial mutation spread factor that 
needs to be tuned. Usually it takes 20 as value. Thus, in order to overcome this para-
meter-dependence, we mutate the parent as described below:  

For each component  of the parent do  
Convert to the binary format. 
Randomly select the th bit to change. 
Mutate if as follows 
 If  = 0 then 
   = 1 
 Else 
   = 0 
Re-convert the component  to the original number for-
mat. 

7 Results and Discussion 

We’ve chosen a set of test images from the Berkeley Database [7] in order to evaluate 
and compare the performance of both NSGAII and the Adapted NSGAII algorithms. 
This choice is based on the nature of the images: the goat and elephant images present a 
weak contrast between the foreground objects and the background. In the opposite, the 
peppers and the water skier have an important contrast regarding the background image. 
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Table 1. Original images from Berkeley database 

Fig. 1. Goat image 

 

Fig. 2. Elephant image 

Fig. 3. Water skier image 

 

Fig. 4. Peppers image 

Table 2. Comparison of the number of input and output parameters in NSGAII and our 
proposed method 

Algorithm Input parameters Output 
NSGA II Image - Number of clusters 

Crossover spread factor 
Mutation spread factor 
Pool size - Tournament size 

Pareto front 

The adapted 
NSGA II 

Image 
Number of clusters 
Pool size 
Tournament size 

Pareto front 
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Table 3. Comparison between the Otsu’s variance, the modified Shanoon entropy and the CPU 
time in NSGAII and our proposed method 

Algorithm  Image  Number 
of clus-
ters 

Otsu’s Va-
riance 

Modified 
Shannon 
Entropy 

CPU time 
(in 
seconds) 

NSGAII Goat  3 2445.8986 -10.1730 6.4176 
Elephant  3 1337.7215 -8.9751 6.2460 
Peppers  6 3243.9823 -22.6925 8.8013 
Water skier 4 1224.2536 -16.4316 7.8684 

The adapted 
NSGAII 

Goat  3 2338.6183 -9.7920 1.9344 
Elephant  3 1424.8782 -10.3751 1.3884 
Peppers  6 3535.4301 -18.3782 2.9812 
Water skier 4 1312.6678 -13.0296 2.0280 

 
In table 2, we can see that the NSGA II requires more input parameters than the 

adapted version we proposed. Moreover, those parameters need tuning in order to be 
adjusted for different sets of images. 

In table 3, we present the mean values of the Otsu’s Variance, the modified Shannon 
entropy and the CPU execution time for each algorithm over 50 runs and 100 generation. 

The overall performance is close with better results for our algorithm for the pep-
pers and Water skier images which can be explained by the introduction of the objec-
tive function’s weights in the crossover process. 

In terms of execution time, our algorithms performs much better than the NSGAII, 
this might be owed to the elimination of the spread crossover and mutation factors 
which has led to less calculations and therefore required less computational time. 

Table 4. Results of image segmentation performed by NSGAII and Adapted NSGAII 

NSGAII results The Adapted NSGAII results 

Fig. 5. Segmented goat image using the 
NSGAII 

 

Fig. 6. Segmented goat image using the 
Adapted NSGAII 
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Table 4. (Continued) 

Fig. 7. Segmented elephant image using the 
NSGAII 

 

Fig. 8. Segmented elephant image using the 
Adapted NSGAII 

Fig. 9. Segmented peppers image using the 
NSGAII 

 

Fig. 10. Segmented peppers image using the 
Adapted NSGAII 

Fig. 11. Segmented water skier image using 
the NSGAII 

 

Fig. 12. Segmented water skier image using 
the Adapted NSGAII 
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Although the goat and elephant image present less contrast, the Adapted NSGAII 
performed well and gave a good segmentation result. 

Furthermore, the proposed adapted algorithm shows better performance for the im-
ages with important contrast compared to the segmentation results of the NSGAII. 
This is consistent in general with the Otsu’s variance and the modified Shannon en-
tropy results in table 2. 

8 Conclusion 

In this article, a new image segmentation based on multiobjective genetic algorithm 
has been proposed. The question has been formulated as a multiobjective optimization 
problem. 

The objective functions used were the Otsu’s variance and a modified Shannon en-
tropy measure, both extended to multilevel thresholding. 

The algorithm has been applied to several images presenting different characteris-
tics; the results were presented and compared to the NSGAII ones. 

The good performance of our method for different types of images at the level of 
objective functions, convergence speed and independence of parameter tuning; shows 
that it might be motivating to use this algorithm in the field of image segmentation.   
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Abstract. Vickers microindentation imagery is segmented using the
Chan-Vese level-set approach. In order to find a suitable initialization,
we propose to apply a Shape-Prior gradient descent approach to a sig-
nificantly resolution-reduced image. Subsequent local Hough transform
leads to a very high accuracy of the overall approach.

1 Introduction

The Vickers hardness test uses a pyramidal diamond as indenter which is applied
to a flat surface using a know force. The resulting indentation is captured using
a microscope (see Fig. 1 for example images) and the diagonals are measured to
determine the Vickers hardness of the material.

Fig. 1. Example images

There are several proposals for automated image segmentation of Vickers
indentations, among them techniques based on template matching [1,2] and ap-
plying a local Hough transform to predefined vertex candidate regions [3,4]. The
method introduced in [5] applies thresholding followed by a Hough transform.
Other suggested methods also binarize the image using thresholding [6,7].

As can be seen in the figure, the leftmost example exhibits perfect proper-
ties for segmentation, while other images suffer from noise and/or low contrast.
Therefore, Vickers indentation segmentation remains challenging. Active con-
tours have not been investigated with respect to Vickers images so far, although
the method is known to be an accurate state of the art segmentation tool. The
contribution of this work is the proposal of a dual-resolution active contours algo-
rithm (i.e. level-set approach) where the initial level set is found by a Shape-Prior
gradient descent algorithm applied to a resolution-reduced image.
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This paper is structured as follows. In Sect. 2 we review existing level-set al-
gorithms and discuss their limitations when being applied to indentation images.
In Sect. 3 we introduce a Shape-Prior gradient descent method, that produces
robust approximative segmentation results which serve as initialization for sub-
sequent level-set techniques. Unlike existing Shape-Prior approaches, we restrict
the evolution to the exact prior shape. In Sect. 4 we fuse the components into the
final algorithm: computation of an initial level set by applying the Shape-Prior
gradient descent to resolution-reduced images, indentation segmentation with
the highly accurate Chan-Vese region based level-set technique, and application
of a local Hough transform to vertex candidate regions to optimize the accuracy
of the corner detection. Section 5 compares the results to a template matching
based state of the art indentation segmentation [1] with respect to accuracy and
computational effort. Section 6 concludes this paper.

2 The Level-Set Approach

Active contours [8] are closed curves, which iteratively converge at object bound-
aries. The curve is forced by an energy criterion, which is based on the homo-
geneity of the contour on the one hand and on the image information on the
other hand.

In the level-set formulation [9] an explicit parametrization by frontier points
is circumvented by using an intrinsic formulation. The evolving contour is given
by its level set Γ :

Γ = {(x, y)|φ(x, y) = 0} . (1)

φ(x, y) is a function which is 1 inside, −1 outside of the region and exactly 0
at the frontier of the evolved shape. The evolution of the frontier happens by
moving the initial level set in normal direction to the contour with a specified
speed v. There exist various different ways of calculating the speed function v,
which influences the behavior of the evolving level set.

One quite common approach is based on the gradient information of the image
[10]. The speed v is adjusted in order to reduce occurrences of the contour
in image regions without image gradients. The edge based level-set algorithm
requires the propagation of edges to increase the capture range of single edge
pixels, otherwise, an exact initialization is required. Another problem is that
image gradients might be weak or blurred.

To bypass these issues, a region based approach has been introduced [11]. This
method is based on the assumption that the object’s surface and the surface
outside of the object are homogeneous as far as its gray value is concerned. The
following region based energy criterion has been introduced:

ECV =

∫
Γin

(I(v)− ¯Iin)
2dv +

∫
Γout

(I(v) − ¯Iout)
2dv + λ

∫
Γ

||∇φ(v)||dv . (2)

I is the image gray value, ¯Iin and ¯Iout are the average values inside and outside
of the contour, ∇ is the gradient operator and λ is the curvature weighting term.
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Intuitively, energy is low if the gray values inside the contour are equal, the gray
values outside the contour are equal and the contour is smooth.

Although the region based Chan-Vese approach is known to be less vulnerable
to a poor initialization, we have observed that final segmentation results are
accurate only in case of close initialization. Fig. 2 illustrates the dependence of
the level-set approach on the initialization. An inappropriate initialization (left
rectangle) causes a wrong segmentation (crosses).

Fig. 2. The influence of the initialization (right: appropriate initialization, left: inap-
propriate initialization)

An additional issue is computational cost, which is tremendous in case the
initialization is far away from the final contour. Having observed the importance
of an appropriate initialization, we introduce a corresponding strategy in the
following.

3 The Shape-Prior Gradient Descent Method

The approach is based on the fact, that the indentations approximately have a
square shape which serves as the prior shape. Whereas traditional active contours
and level-set methods evolve arbitrary curves, we consequently only evolve the
parameters of a strict square template, which is represented by the following four
parameters: x0 (horizontal translation), y0 (vertical translation), r0 (scaling) and
α (rotation).

The contour of the square is given by the points (x, y) with the distance
d = r0 to a center (x0, y0). d is calculated in the following way, to ensure that
the evolved contour has a square shape:

d = |(x− x0) · cos(α) + (y − y0) · sin(α)|+
|(x− x0) · sin(α)− (y − y0) · cos(α)| .

(3)

Of course, this algorithm will not be able to segment Vickers images perfectly,
as Vickers’ shape often cannot be described by a perfect square. However, this
is not our objective, but the found results can serve as good initialization for a
subsequent more accurate strategy.
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The regions in- and outside of the square are given by Γin and Γout:

Γin = {(x, y) : d < r0} . (4)

Γout = {(x, y) : d > r0} . (5)

As with the level-set approach, we define an energy criterion which is minimized
by gradient descent. Different energy functions (edge based, region based) have
been investigated. Tests showed that the following statistical criterion, which is
derived from the approach proposed in [12], is the best choice:

E = −
∫
Γin

log(pΓin(f(v)))dv −
∫
Γout

log(pΓout(f(v)))dv . (6)

f(v) is an arbitrary feature of the point v. The higher the dimensionality of
the feature vector f , the higher are the computational costs, as for each step
of the iterative gradient descent, the n dimensional probability densities pΓin

and pΓout have to be calculated. Moreover, a higher dimensionality causes the
empirical probability function (which is a matrix of n dimensions) to become
a sparse matrix, as the number of matrix elements is exponentially increasing
whereas the number of features stays the same. When the elements of the matrix
are sparse, the empirical distribution (gathered from the pixels inside or outside
the contour) cannot be utilized straightforward. Consequently, it is necessary
to estimate the real probability density function which is done by applying a
Gaussian Parcen window in different sizes.

Empirical tests showed, that the following feature vector produces the best
results:

f(v) = (I(v), ||∇I(v)||) . (7)

We compute pΓin and pΓout by applying a Gaussian Parcen window to the second
dimension (edge information) with variance σ = 2. For the first dimension (gray
value) the empirical density function is being used.

The evolved parameters are collected in the vectors si = (x0, y0, r0, α). The
vector s0 is the initialization. sn+1 is defined recursively:

sn+1 = sn + λ(∇E) . (8)

λ which usually is a multiplicative component, is called step size. To allow lambda
to act as a signum function (one pixel left, stay, one pixel right), which can
deal with numerical issues, it is more generally defined as function. We use the
following definition:

λ((x1, ..., xn)
T ) = (sign(x1), ..., sign(xn))

T . (9)

∇E = (
dE

dx
,
dE

dy
,
dE

dr
,
dE

dα
)T . (10)

e.g. the partial derivative of the x dimension is calculated as:

dE

dx
((x, y, r, α)T ) =

1

2
· [E((x+ 1, y, r, α)T )− E((x − 1, y, r, α)T )] . (11)
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Fig. 3. Directed
edge template
(thickness 1)

Although the introduced approach is already able to deal
with local minima caused by noise, we still have not
achieved a total invariance to the initialization s0. Lo-
cal minima still prevent from a proper localization of the
indentation in several cases. The balloon approach [13]
introduced for active contours, deals with this problem
by adding an energy term, forcing the contour to become
smaller or larger. Our approach allows to apply a kind
of balloon force in an easy but effective way: Instead of
calculating the radius r0 by gradient descent, r0 is simply
decreased by one in each iteration of the gradient descent.
If the contour starts outside the image boundaries, it nec-
essarily has to cross the object’s boundaries, when getting smaller and smaller.

Unlike unforced gradient descent, the proposed balloon-method does not stop
before r0 becomes zero (or a defined minimum). In a second step the history of
the gradient descent has to be analyzed, to get the best fitting vector sres from
a set of several local minima. In our case the best results are achieved when
using the vector si with the highest response (achieved by convolution) of the
image information to the template (parametrized by si) shown in Fig. 3 with a
thickness of 3 pixels.

4 Dual-Resolution Level-Set with Hough Postprocessing

Since the main aim of the Shape-Prior gradient descent is to provide a robust
initialization for subsequent more accurate techniques allowing for more adapted
contours, we apply the approach to downscaled versions of the original images.
This limits the computational demand of the initialization. The calculated re-
sults are upscaled and form an initial level set in the full resolution image.
Subsequently, the Chan-Vese level set approach with the given initialization is
conducted.

After applying the level set algorithm a decision must be made in order to
identify the corners of the indentation. Unfortunately, depending on the configu-
ration, indentations are not always segmented perfectly, but often incomplete or
ragged. Even small artefacts or cut corners considerably affect the accuracy of
the segmentation process if simply the topmost, the rightmost, the bottommost
and the leftmost pixels of the evolved level set are identified as the corners of
the indentations. Consequently, we apply the local Hough transform [3,4] as a
post-processing strategy which approximates lines in a defined distance from the
precalculated corner points of the level set technique. In the first step, the Hough
transform is computed separately for each corner in a surrounding region. In the
second step, the correct two lines of the Hough transform have to be selected.
The first chosen line is the line with the best Hough rating and the second one is
the line with the best Hough rating which is almost orthogonal to the first one.
The actual corner is assumed to be the intersection of the selected two Hough
lines.
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5 Experiments

For experimentation, 150 test images (1280x1024 pixels) acquired with EM-
COTest Durascan hardware were used. In order to compare the calculated re-
sults with the ground truth, these images were manually evaluated with respect
to the correct indentation vertex position by four experts independently. The
ground truth was determined by taking the mean of all four measurements. For
the first step of the dual-resolution approach, these images are downscaled by
factor 10 (averaged with a Lanczos filter). The local Hough transform is applied
in a circular area around the calculated vertex position with a radius of 60 pixels.

The results of the different strategies of the proposed dual-resolution algo-
rithm are shown in Fig. 4. For each deviation of the calculated vertex to the
ground truth in pixels as shown on the x-axis, the number of vertices with the
respective distance to the real points are shown on the y-axis (bars). The right-
most bar collects the outliers (vertices with distances ≥ 20 or ≥ 50 pixels) while
the line graph represents the relative cumulative distribution.
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(a) Shape-Prior approach
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(b) Dual-resolution algorithm without lo-
cal Hough transform
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(c) Dual-resolution algorithm
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(d) Comparison to template matching

Fig. 4. Accuracy of indentation segmentation

In Fig. 4a, the provisional results (i.e. initializations for the level-set method)
of the approximative Shape-Prior gradient descent approach are shown. Only
vertices with a deviation of at least 50 pixels in the original image (i.e. 5 pixels
in the downscaled image) are defined to be outliers. The number of outliers is
already quite low, but the accuracy can be considerably increased by applying
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the level-set segmentation method as shown in Fig. 4b. For example, the ratio
of vertices with a deviation of maximal 2 pixels can be increased from 21% to
53% (note that for these results, the extremal points of the segmented areas are
assumed to be the indentations’ vertices).

Figure 4c shows the final results achieved with the proposed dual-resolution
approach plus additional local Hough transform post-processing. The accuracy
is again considerably increased (e.g., 74% of the vertices have a deviation of
maximal 2 pixels as compared to 53% without the local Hough transform).

We also compare the performance of the proposed dual-resolution algorithm
with an alternative robust and accurate template matching approach as intro-
duced earlier [1]. Fig. 4d compares the cumulative distribution of the proposed
technique and the referenced template matching method. Especially the proba-
bility of a very exact segmentation of the indentation corner points (Euclidean
distances of 0 to 5 pixels) is considerably higher with the proposed method. The
number of outliers is the same.

Fig. 5. Approximative results after stage 1
(left) and final results (right)

In Fig. 5, example segmenta-
tion results of our proposed ap-
proach are shown.

Finally, we evaluate runtime
performance. Shape-Prior gradi-
ent descent and the Hough trans-
form are implemented in Java and
are not optimized for execution
speed. For the exact Chan-Vese
segmentation stage, the high per-
formance Ofeli C++ level-set li-
brary is used. In Table 1, average runtimes per image of the proposed method
and the template matching approach [1] (implemented in Java) are shown. The
tests were executed on a notebook with an Intel Core 2 Duo T5500 1.66 GHz
processor.

Table 1. Runtime comparison

Method avg. runtime per image

Total costs dual-resolution method 4.3 s

Proposed statistical Shape-Prior algorithm 2.2 s

Proposed region based level-set method 1.3 s

Local Hough transform 0.7 s

Referenced template matching [1] 3.1 s

We see that although composed of three distinct procedures, the proposed
technique is competitive to template matching in terms of runtime. Especially
in the first stage, we still see room for runtime optimizations.
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6 Conclusion

The introduced dual-resolution approach consisting of a robust gradient descent
localization method and an exact level-set segmentation method is highly com-
petitive. Especially, a very exact segmentation of high quality images can be
achieved.

Acknowledgment. This work has been partially supported by the Austrian Fed-
eralMinistry for Transport, Innovation and Technology (FFGBridge 2 project no.
822682).
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Matching Noisy Outline Contours Using a Descriptor 
Reduction Approach 
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Abstract. Shape Matching is an important area in computer vision researches. 
We propose in this paper a method to match two outline shapes. Assuming that 
shapes are stored in the database using their textual descriptors, an iterative 
process is used to reduce descriptors. After the reduction process, the textual 
descriptors can be compared in order to perform the matching process. The 
Textual smoothing is done by applying transformations and reductions of the 
textual descriptors of shapes to be matched.  

Keywords: Descriptors, matching, smoothing, reduction, Textual descriptors. 

1 Introduction 

Different representations of shapes have been proposed these last years and used in 
the recognition process. The most known representations are based onto 
appearance[1], outline contour [2, 3, 4, 5, 6, 7, 8], aspect-graph[9, 10], set of 
characteristic outline points [11], medial axis of silhouettes [12, 13],  shock graph[14, 
15], and shape axis trees (S-A-trees)[16]. A review of shape representation methods 
may be found in [17, 18]. In [19], authors propose a part-based method for silhouettes 
representation. Silhouettes are partitioned into parts, junction and disjunction lines. 
Each element is then geometrically described. The obtained description is written 
following an XML language noted XLWDOS (XML Language for Writing 
Descriptors of Outline Shapes). Since real images are noisy, there XLWDOS 
descriptors may be very different. This sensitiveness to noise does not facilitate their 
use in the matching and recognition processes.  A notion of multi-scale descriptors of 
silhouettes is introduced and applied to match silhouettes.  A Gaussian convolution of 
silhouettes is done in order to smooth outline shapes and eliminate noise depending 
on the value of the Gaussian scale. Also, noisy XLWDOS descriptors of silhouettes 
may be matched using a reduction technique that eliminates noisy elements from the 
descriptors. This paper is structured as follows: 

We present in the second section an overview of the part-based method for 
describing outline shapes. In the third section we show the sensitiveness to noise of 
XLWDOS descriptors. In the fourth section, we explain our strategy based on the 
matching of XLWDOS descriptors using the reduction technique. The proposed 
method is validated using real images and the obtained results are presented and 
discussed in the fifth section. 



 Matching Noisy Outline Contours Using a Descriptor Reduction Approach 371 

2 Silhouettes Description 

Concavity points for which direction of outer contour changes following top-bottom-
top or bottom-top-bottom are considered as partition points (see figure 1.a). A 
silhouette is partitioned at these points onto parts, junction and disjunction lines: 
either, two parts or more are joined with a third part through a junction line, or a part 
is joined with two parts or more through a disjunction line. This process applied to the 
left silhouette in figure 1. produces seven parts, two junction lines and one disjunction 
line. The silhouette descriptor is the grouping of descriptors of its elements. A part is 
defined by its two boundaries (left and right) which begin at the highest left point and 
terminate at their lowest points (see figure 1.b). Using the inflection points, these 
boundaries are segmented into a set of primitives (line, convex and concave contours) 
and described by the parameters: type (line, convex or concave curve), degree of 
concavity or convexity, angle of inclination and length. Junction and disjunction lines 
are decomposed onto segments. Each segment is described with three parameters: 
type, the reference numbers of parts where it appertains and its length.  Types of 
segment are: Junction if it is common for two parts, Free-High if it belongs only to 
the high part or Free-Low if it belongs to the low part. Applying this description to 
write the descriptor of part P2 of the shape in the left of figure 1, we obtain:   

P2 <P2><L>cv 6% 56 76 </L><R>cv 16% 107 77</R></P2> 

This descriptor is read as follow: The left boundary of part 2 is composed by a convex 
contour with 0.06 as degree of convexity, 56° of inclination and 76 pixels as length. 
The right boundary is composed by a convex contour with 0.16 as degree of 
convexity, 107° of inclination and 77 pixels as length. 

 

Fig. 1. Example of a silhouette, concave points, and parts 

The notion of composed part is defined as a set of two (or more) parts joined to 
another part using a junction (or a disjunction) line and written as follows:  
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Composed Part <CP> P1 P2 ….   Pn-1 <J> Junction line</J> Pn </CP>   / <CP> P1 <D> 
Disjunction line </D> P2 P3 ….  Pn </CP> 

Recursively, a composed part is considered as a part and may constitute (with other 
elements) other composed part. There are three composed parts in the XLWDOS 
descriptor of the left silhouette in figure 1: 

-   <CP>P2 P3 <J> JL1</J> P4 </CP>  
- <CP> P1  <CP>P2 P3 <J>JL1</J> P4</CP>  <J>JL2</J> P5   </CP> 
-  <CP>  <CP> P1   <CP>P2 P3 <J>JL1</J> P4</CP>  <J>JL2</J> P5 </CP>  <D> DJL1 

</D> P5 P6 </CP>. 

To write descriptors of silhouettes we use the following syntax: 

Silhouette<DXLWDOS><Name>Objectname></Name> Composed Part </DXLWDOS> 

(DXLWDOS means description according to XLWDOS description).  

Finally, the descriptor of the silhouette in figure 1 is:   

<DXLWDOS><Name>Silhouette 1></Name>  
<CP><CP><P1><L>r 32 10 cv 14% 88 102 r 90 10 </L><R> r 165 8 cv 6% 100 

120</R></P1> 
<CP><P2><L>cv 6% 56 76</L><R>cv 16% 107 77</R></P2> 
<P3><L> r 64 32</L><R>r 123 32</R></P3> <J>j P3 P4 36 w P4 2 j P2 P4 75</J> 
<P4><L> r 76 34 </L><R> r 63 34</R></P4></CP> <J>h P1 1 j P1 P5 48 w P5 2 j P4 P5 

103 h P4 1</J> 
<P5><L> r 98 41</L><R>cc 11% 88 41</R></P5></CP> <D>j P5 P6 42 h P5 17 j P5 P7 

87 w P7 1</D> 
<P6><L> r 105 19 </L><R>cc 6% 27 19</R></P6> 
<P7><L>cc 10% 127 53 cv 7% 165 11</L><R> r 115 38 cv 17% 48 26</R></P7></CP> 
</DXLWDOS> 

3 Sensitiveness to Noise of XLWDOS Descriptors  

XLWDOS descriptors are sensitive to noise which may produce additional parts, 
junction and disjunction lines. Noise may then change the global structure of 
XLWDOS descriptor, but in other cases it changes only the geometric description of 
its elements. Figure 2.b illustrates an example where noise produces in addition, two 
parts, one junction line, two other parts, and one disjunction line relatively to the 
shape 2.a. Also, noise may correspond to concave points that the change of position 
creates new parts and lines. The silhouette of figure 2.d illustrates an example where a 
concavity point change of position produces additional parts and lines relatively to the 
shape 2.c. Finally, the XLWDOS descriptors are robust to noise when it changes only 
the geometric description of contours; it’s the case of the silhouette 2.e. Depending on 
the direction of computation of the XLWDOS descriptor; noise may change the 
global structure of XLWDOS descriptors. 
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Fig. 2. Noisy outline shapes 

4 Matching Descriptors of Silhouettes 

A.    Matching descriptors in multi scale space    

As it is described above, XLWDOS descriptors are sensitive to noise. Therefore, it is 
necessary to take into account this noise in the matching process. In a previous work 
we have developed a method comparing silhouettes at different scales [20] to 
eliminate noise from outline shape applying a convolution with a Gaussian filter. We 
obtain for each value of σ a smoothed outline shape. We define the notion of multi-
scale XLWDOS descriptors as the set of descriptors computed using these smoothed 
outline shapes obtained at different scales (values of σ) from the initial outline shape. 
More the value of σ increases, more the XLWDOS descriptor contains less elements 
whose number becomes steady from a certain value of σ. [20]. In this present work, 
we will see that it is possible to found same results with textual transformation of 
descriptors without Gaussian Smoothing. 

B.      Reduction  method  

We define a noisy part, as a part whose length is 1, 2, 3 or n pixels. Each noisy part 
will be marked in the written descriptor using the two tags <N> </N>.  For example, 
the XML structure of XLWDOS descriptors of silhouette 2.a and 2.b are: 

<DXLWDOS><Name>Silhouette2a</Name> 
<CP><P1></P1><P2></P2><J></J><P3></P3></CP></DXLWDOS> 

 <DXLWDOS><Name>Silhouette2b</Name> 
<CP><CP><P1></P1><CP><P2></P2><N><P3></P3></N><J></J><P4></

P4></CP><J></J><P5></P5></CP> 
<D></D><N><P6></P6></N><CP><P7></P7><D></D><N><P8></P8></N

><N><P9><P9></N></CP></CP> 
</DXLWDOS> 

These two descriptors cannot be matched because they have different structures. 
Therefore, the problem is to verify if we can reduce the two descriptors in order to 
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maintain in their XML structures only their main parts. For this, we propose a 
reduction method that takes into account all possible positions of noisy parts in the 
XML structure. 

Also, the XML structure of XLWDOS descriptors of silhouettes 2.c and 2.d are: 

<DXLWDOS><Name>Silhouette2c</Name> 
<CP><CP><P1></P1><P2></P2><P3></P3><J></J><P4></P4></C

P> 
<D></D><P5></P5><P6></P6><P7></P7></C>  
</DXLWDOS> 
<DXLWDOS><Name>Silhouette2d</Name> 
<CP><CP><P1></P1><CP><P2></P2><P3></> 
 <J></J><N><P4></P4></N></CP> 

<J></J><P5></P5></CP> 
<D></D><P6></P6><CP><N><P7></P7></N> 

<D></D><P8></P8><P9></P9></CP></CP> 
</DXLWDOS> 

The principle of our reduction method is as follows: 
When the size of a part (Psi) is negligible in relation with sizes of main parts, the 

(Psi) will be considered as noisy and will be suppressed from the initial descriptor. 
The noisy part size is, therefore, less than a fixed threshold. 

Let be: 
<CP>Ps1 Ps2 ... Ps(i-1) Psi Ps(i+1)… Psn Ji Pm</CP>, a composed part 

according to XLWDOS Descriptor.  
The same descriptor, after removing the noisy part (Psi), becomes: 

<CP>Ps1 Ps2 ... P’s(i-1) Ps(i+1)… Psn J’i Pm</CP>. 

P’s(i-1) is generated from Ps(i-1)  where the description of left boundary of P’s(i-1) is 
the same than the left boundary of Ps(i-1). The right boundary of P’s(i-1), is the right 
boundary of Ps(i-1) for which we add the noisy part (Psi)  and the segments of 
separating lines adjacent to (Psi).  

The separating line descriptor will also be modified according to the new part 
obtained after the reduction process. Indeed all segments that were adjacent to (Psi), 
will be assigned to the new part P’s(i-1). 

The graphic illustration of this technique is given in Figure 3. 

 

Fig. 3. Elimination of a noisy part in the textual description 

This is a recursive process; it is applied to remove all noisy parts from the 
descriptor while parts sizes are less than the fixed threshold and while the two 
descriptors to be matched remain different during the reduction process. 
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Fig. 4. Examples of descriptors reduction 

For example, using the reduction method, the XML structure of XLWDOS 
descriptor of silhouette 2.d becomes: 

 <DXLWDOS><Name>Silhouette2d</Name> 
<CP><CP><P1></P1> <P'2></P'2><P'3></P'3><J></J><P5></P5></CP> 
<D></D><P6></P6> <P'8></P'8><P'9></P'9></CP> 
</DXLWDOS> 

Now, the XML structure of both descriptors (Silhouette2c and Silhouette2d) are 
similar, therefore the matching of their elements may be done. 

Other examples of transformations are given by graphic illustrations in Figure 4. 

5 Experimentation 

In figure 5, we show two images of the same object (cup). There are parts and junction 
lines in the descriptor of the first image which could not be matched with other parts 
and lines in the descriptor of the second image. 

After applying a convolution with a Gaussian filter for the two outline shapes, 
smoothed outlines shapes are obtained and the obtained XLWDOS descriptors of both 
two images become similar. 

The matching problem has also been solved using our reduction method. The 
approach is been applied for the two noisy XLWDOS descriptors and gave same 
results. Indeed, the first noisy descriptor computed (of the first image) has the 
following structure: 

<DXLWDOS><Name>Cup1</Name> 
<CP><CP><CP><CP><N><P1></P1></N><N> 
<P2></P2></N><J></J><P3></P3></CP><P4> 
</P4><J></J><P5></P5> 
</CP><N><P6></P6></N><J></J><P7></P7></CP> 
<D></D><CP><N><P8></P8></N><D></D> 

<N><P10></P10></N><N><P11><P11></N></CP><N>< 
P9></P9></N></CP> 

</DXLWDOS> 
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Fig. 5. For each image (a), the extracted outline shape of a cup (b), the result of applying 
XLWDOS description for outline shape (c) and  the smoothed outline shape with σ=10 (d) 

This descriptor is reduced as follows: 

<DXLWDOS><Name>Cup1</Name> 
<CP><P1∪P2∪P3></P1∪P2∪P3> 

<P4></P4><J></J><P5∪P6∪P7∪P8∪P10∪P11∪P9></P5∪P6∪P7∪P8∪P10∪P
11∪P9> </CP> 

</DXLWDOS> 

where: <P1∪P2∪P3></P1∪P2∪P3> designates the part obtained as the union of the three parts 
P1, P2 and P3. Therefore the obtained descriptor may be written: 

<DXLWDOS><Name>Cup1</Name> 
<CP><P’1></P’1><P4></P4><J></J><P’5></P’5></CP> </DXLWDOS> 

The second noisy descriptor computed (of the second image) has the following 
structure: 

<DXLWDOS><Name>Cup2</Name> 
<CP><CP> 

<CP><N><P1></P1></N><N><P2></P2></N><J></J><P3></P3></CP> 
<P4></P4><J></J><P5></P5></CP> 
<N><P6></P6></N><J></J><P7></P7></CP> 
</DXLWDOS> 
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This descriptor is reduced as follows: 

<DXLWDOS><Name>Cup2</Name> 
<CP><P1∪P2∪P3></P1∪P2∪P3> 
<P4></P4><J></J><P5∪P6∪P7></P5∪P6∪P7></CP> 
</DXLWDOS> 

Therefore the obtained descriptor may be written: 

<DXLWDOS><Name>Cup2</Name> 
<CP><P’’1></P’’1><P4></P4><J></J><P’’5></P’’5> </CP> 

</DXLWDOS> 

Now both the two images descriptors (of cup1 and cup2) can be matched and their 
similarity is obtained by comparing the elementary contours of the obtained parts. 

Two other examples of experiments are given in Figure 6, the same process is applied 
and similar results are obtained; the descriptors of smoothed shapes become similar. 

 

Fig. 6.   For each image (a), the extracted outline shape (b), the result of applying XLWDOS 
description for outline shape (c) and  the smoothed outline shape with σ=10 (d) 
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6 Conclusion 

In this paper we proposed an efficient method for silhouettes matching despite the 
presence of noise. We have seen the possibility to match noisy silhouettes using their 
descriptors.  

The proposed solution was illustrated by the writing of XLWDOS descriptors 
including the information of noisy parts. A reduction method has been developed in 
order to reduce their XML structures and let only main non-noisy parts.  

The conducted experiments show the usefulness of the proposed approach and 
demonstrate the possibility to use XLWDOS descriptors for real images applications. 
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Abstract. Multiple Sclerosis (MS) is an inflammatory and demyelization 
disease that causes the disorder of the central nervous system. Magnetic 
resonance imaging (MRI) becomes the most important means for a better 
understanding of the disease. A variety of methods to segment these lesions are 
available to make the lesions detection less fastidious. So, we use a robust 
algorithm on EM algorithm that proposes an original detection scheme for 
outliers. The results obtained are very satisfactory. 

Keywords: EM algorithm, Multiple sclerosis, Magnetic Resonance Imaging, 
Levels-Sets. 

1 Introduction 

Multiple sclerosis is in fact a disease of the central nervous system characterized by 
demyelization process located in the white matter resulting in the formation of 
plaques in relapsing multiple and successive occurring at irregular intervals whose 
duration is unpredictable. The cause of MS is still partially unknown. It would be 
rather a multifactorial disease involving primarily environmental and genetic factors. 
The symptoms are varied: poor balance and vision, abnormal fatigue, tremors, etc.. 
The major impact on knowledge of the disease and the diagnosis is magnetic 
resonance imaging (MRI). This also allows to monitors lesions (figure 1) over time. 
Faced with the increase in the amount of data for each patient, a processing system 
dedicated to medical image analysis of pathology must be adaptable to a changing 
camera settings and acquisition robust to a change the quality of images. To this end, 
there are several known methods: The method used to distinguish T1 brain tissue 
(white matter (MB), gray matter (GM), the cerebrospinal fluid (CSF)) and T2 
modality highlights the lesions and CSF. In this context, the segmentation of brain 
tissue is a preliminary step in the process of detection of lesions.  
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Fig. 1. MS lesions 

One approach proposed for the segmentation of MRI brain is the representation of 
brain structures (white matter (MB), Grey Matter (GM), cerebrospinal fluid (CSF)) as 
components of mixture distributions for modeling the intensity as a Gaussian mixture. 
This model allows the modeling of the image intensities by a number of parameters. 
The parameter estimation is performed by the estimator of maximum likelihood (ML) 
using optimization methods. This classical approach is based on the Expectation-
Maximization algorithm (EM) [1] and, unfortunately, is unsuitable for pathological 
cases characterized by atypical intensity in MRI lesions caused by MS. Changes are 
made to obtain the best detection results [2, 3.4]. 

Schroeter et al. [2] have also used a Gaussian mixture model but adding a uniform 
component model for the intensities of the lesions. While Van Leemput et al. [3] 
added a weighting that reflects the degree of "typicality" of each pixel. The data are 
atypical voxels (3D pixels) satisfying the following condition: their Mahalanobis 
distance from each component of mixture is greater than a predefined threshold. 
Dugas-Phocion et al. [4] introduced the calculation of the Mahalanobis distance 
directly in the iterations of the EM. But still, the results of these methods are still 
insufficient.  

Our goal is therefore to provide a method then the segmentation of lesions for a 
given time from 3D T2-weighted FLAIR.L proposed algorithm (EM) algorithm is 
robust against noise and can be applied to many weights and different acquisition 
times. Our first contribution is the modeling of the exact multi-dimensional problem 
(the intensities in the image) and the robust estimation of parameters of the blend 
components. The second stage of our work is the extraction of Multiple Sclerosis 
lesions in the preamble as "outliers" of the established model. Finally, the proposed 
improvement is the calculation of the Mahalanobis distance of each pixel from the 
component mixture, which makes this data atypical of the model, after applying the 
optimization with the EM algorithm. The segmentation of healthy tissue and damage 
is then obtained. 

The proposed processing chain is explained in Section 2. The following section 
presents the results and we conclude in Section 4. 

2 The Processing Chain 

MS lesions can be detected as voxels atypical ("Outliers") in relation to a statistical 
model (statistical atlas) brain images ‘Normal’. In this regard, work has been 
performed to obtain a probabilistic atlas is used to provide information on statistical 
parameters of each class of brain tissue. In addition, some researchers [4] propose 
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methods for obtaining a probabilistic atlas which gives the probability for each pixel 
to belong to a class segment.  Thus, we chose to initialize the statistical parameters 
with values close to the values of normal patients that the algorithm is applicable to 
all patient image as follows: Image acquisition, extraction of brain parenchyma, 
parameter initialization (values of normal patient), tissue segmentation by EM 
algorithm and lesion extraction. 

2.1  The Brain Extraction 

In brain MRI, there is the image of the entire head. However, our goal is to focus on 
the part of brain tissue. So we separate them from the fat, skin... We have therefore 
used the geometric deformable models (Level Sets). In our case, we applied the 
method of implicit active contours Caselles et al. [5] with a manual initialization to 
segment the brain. A Level-Set is the set of points having the same function, so it's an 
iso contour of a function (x, y, t), defined on the domain of the image. The principle a 
method of Level-Sets is to evolve a curve by updating a level-set function has fixed 
coordinates over time. This method is a method based on the contour: the gradient of 
the image is used to calculate the force function and the curve will be directed 
towards areas of high gradient.  The algorithm has one parameter which is the 
specific term of propagation c, whose role is to push the contour to be inward or 
outward. Processing takes an execution time for the important initial contour being 
married. This treatment also requires several iterations. 

2.2  The Segmentation Method: The Algorithm Expectation-Maximization (EM) 

The algorithm (Expectation-Maximization) we present in this part was presented by 
Wells [6] and further developed by Van Leemput in [7, 8], and more particularly 
relates to the segmentation of brain MRI images. The data of the algorithm are: X : The intensity of the images for each voxel i.  π : The a priori probability for each voxel i belonging to class k. 

The results are to seek: (μ  ∑ : Parameters of Gaussians associated with each class  ϒ : The posterior probability of belonging to class k. 

The a priori probability π  to belong to a class for each voxel k i can be available as 
an atlas or statistical probabilities. The different parameters can be estimated as 
follows : 

      μ = ∑ xiϒikNi=1∑ ϒikNi=1                                   (1) 

        ∑ = ∑ TϒikN ∑ ϒikNi=1                           (2) 
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If, however, the labelings are known, the parameters of classes are directly calculable 
from the labeling. The updating of posterior probabilities is done by the following 
formula: 

              ϒ = Gμk ∑k xi πik∑ πikGµl ∑l xikl=1                            (3) 

The intensity distribution of each class of tissue is approximated by a Gaussian G ( ,  
) average  and covariance matrix . And the reason for the use of mixtures of 

Gaussian modeling is the presence of different component in each voxel (idea 
proposed by Schroeter and Al) [9]. The probability distribution in a mixture model 
[10], X | θ is defined as a weighted sum of parametric functions K, whose set of 
parameters θ: | = , = | = = | = , = , = |  

 
Indeed, p (X| (Z=K, θ)) is a combination of K Gaussian parameters (µk, ∑k). In our 
model, the parameters are: = , , . . . , , , , . . . , , ∑ , ∑ , . . . , ∑  

The EM algorithm can estimate the parameters θ based on the data X. In this model 
(model mixture of Gaussian), the membership of each sample to a class k is 
represented by the hidden variable Z.L estimate would be easy with this information 
on data labelized. The posterior probability of obtaining a labeling Zi = k according to 
the parameters θk class k, and xi is given: ϒ = p Z = k|X = x , θ  

The ϒi
k  are labeling a posteriori data. The step of expectation  is done using Bayes 

law: ϒ = p Zi =k p X=xi|Zi =k,θkp X=xi,θk = Gµ K ,∑∑ Gµ K ,∑K             (4) 
The iteration of steps 2 and 3 ends when we reach the convergence criterion that is 
related to the change in the log-likelihood:             L X|θ L X|θ ε                          (5) 

• The space of intensities 

The joint histogram is a handy tool to see the space of currents: It represents the 
distribution of intensities based on grayscale and Gaussian distribution. 
Representation is possible: the idea is to isolate the "Outliers" by the CSF to put them 
in a class that decomposes the image into four classes instead of three. Histogram for 
the difference lies in the histograms (green) of the Gaussian distribution that become 
four (fig. 2). 
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• The images space 

The result of the algorithm is a mask that represents the posteriori labeling of voxels. 
The EM algorithm takes as input image to segment (stage supratentorial) and the 
number of classes. In case k = 3, the mask has a good classification of regions and MS 
lesions are well defined in a whole class (fig. 3). The ownership of the T2 FLAIR 
provides good contrast for the detection of lesions of Multiple Sclerosis because it 
distinguishes the cerebra-spinal plates: only take the white lesions (hyper signal). 
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Fig. 2. Histograms representing the distributions of the intensity in the image (Case 
classification into 4 classes (white matter, gray matter, CSF, "Outliers") 

   a)         b)         c) 

Fig. 3. Segmentation results by EM algorithm a) original image b) segmentation with 3 classes 
c) 4 classes 

• The space of statistical parameters 

Table 1 shows the statistical parameters by considering an EM algorithm for 4 
classes: 

Table 1. Statistical parameters for 4 classes 

 Mean  Variance  Probability 
Class1 14 38,7 0,16 
Class 2 108,2 156,7 0,42 
Class 3 93,26 1776,8 0,37 
Class 4 218,17 696 0,03 
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We have differentiated the CSF of "outliers" where each tissue represents a whole 
class. In this case to distinguish between the two classes, it should be noted  
that the class "outliers" is often a very significant variance compared to other classes. 
So the class concerned in this case is the third class. 

2.3  Extracting the Lesions: The Mahalanobis Distance 

Once the data model is established by MS, we then seek to extract the "Outliers" 
(atypical data). For each voxel i of the image, the Mahalanobis distance between the 
vector yi and each class k is: DM x = sqrt y  µ TΣ y µ  

DM is the "Mahalanobis distance" from the point x to the mean μ of the distribution. 
In the implementation algorithms, we sought to determine the distance of the voxels 
from the voxels belonging to the third class (which contains outliers) so we looked for 
the difference in values of the voxels relative to the mean and variance of third Class. 
Voxels representing the lesions are those values above the mean and variance of the 
third class. 

3 Experiments 

In case the number of classes is three (MB, MG, LCR + 'Outliers') detection is not 
complete (Fig. 4). Indeed, there is elimination of noise but also removal of some MS 
lesions. The execution time is of the order of seconds. The EM algorithm takes 16.72 
seconds, while the calculation of the Mahalanobis distance is 20.41 seconds. 

 

 
    (a) 

 
   (b) 

 
      (c) 

 
        (d) 

Fig. 4. Results of treatment (k = 3) original image b) parameters estimation c) 
determination of brain parenchyma mask d) lesion detection 

If we differentiate CSF and "outliers" we obtain more accurate results (Fig. 5). The 
execution time of the EM algorithm for four classes is higher 29.55 seconds, because 
of increasing of iterations number for parameter estimation. The time for calculating 
the Mahalanobis distance is almost identical 20.99 seconds. 

Our main objective is to obtain a better estimation of the parameters of classes, not 
just to get a good labeling for the detection of lesions. Our processing chain has been 
very acceptable detection of MS in a short execution time for k = 4 (Fig. 5).  
We managed to obtain clinical validation by a doctor, we have to validate our work 
by a quantitative assessment. 
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    a) 
 

          b) 
 

c) 
 

d) 

Fig. 5. Results of treatment (k = 4) Original image b) parameters estimation c) determination of 
brain parenchyma mask d) lesion detection 

3.1  Evaluation and Validation of Results 

Our algorithm is characterized by a very short execution time and the response is 
almost instantaneous. The evaluation parameters are: 

- Sensitivity (Se): if the area is detected a lesion, the probability of being detected as 
lesions. 

 - Specificity (Sp): If the detected area is healthy, it is likely detected as sound. 
- Positive predictive value (PPV): If the test is positive probability that the area is 

actually detected a lesion. 
- Negative predictive value (NPV): If the test is negative, the probability that the 

area detected is actually healthy. 
- TP(True Positive):detected as hyperintense pathological lesions. 
- TN(True Negative):non pathological hyperintensities detected as such. 
- FP(False Positive):non pathological hyperintensities(artifacts,noise..) detected as 

lesions. 
- FN(False Negative):hyperintense pathological ignored by the processing chain. 

 

Table 2. Quality assessment of a drug test 

 Lesion healthy quantifier 
positive test TP FP VPP

negative test FN TN VPN

quantifier Se Sp ---- 
 

The test is applied on subjects including sick or not lesion volume (column), it can be 
positive or negative (line). Good sensitivity is a sign that a large majority of lesions 
are detected as good damage-detection - while a good specificity suggests that few 
healthy areas are detected as injury - no false alarms. When: = VPVP FN       ;  = VNVN FP   ; = VPVP FP     ;  =     ; 

If the test is perfect, there will be no false positive or false negative. In practice, when 
a doctor sees the results of detection system, positive or negative, the question 
implies, what is the probability that the detected area is really an injury, knowing that 
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the review gave a positive (or negative ) ? What are the predictive values that 
correspond to the concerns of doctors, and they might seem evaluation parameters the 
most significant. But really, it is the specificity and sensitivity that are most often 
used to assess the additional tests. 

3.2  Quantitative Evaluation of Segmentation of MS Lesions 

We validated our processing chain on T2 FLAIR MRI images of 15 patients by 
Multiple Sclerosis. The results of the chain of detection vary from case to case. 
Several factors affect the detection of lesions: the type of lesions, the presence of flow 
artifacts (false positives) and the presence of "black holes" (false negatives). The 
result of detection chain of MS lesions is presented in Fig. 6 concerning the first 
patient. 

         (a)  

 

        (b) 

Fig. 6. Results of treatment of first patient original image b) lesion detection 

The results of detection of per ventricular lesions are acceptable in terms of 
sensitivity and specificity (Table 3). The majority of lesions detected are well except 
that the horns of the ventricles and the space between the two ventricles often suffer 
from artifacts in T2 FLAIR flow, causing false positives. 

Table 3. Evaluation of quality detection 

 Lesion healthy quantifier 
positive test 5 2 0.714
negative test 0 0 0
quantifier 1 0 ---- 

3.3  The ROC (Receiver Operating Characteristics) 

When a review provides the results of the continuous type, it determines the best 
detection limit among the pathological values. The ideal would be to obtain a 
sensitivity and specificity equal to 1. This is usually not possible, and we must try to 
obtain the highest values for these parameters, knowing that they vary in opposite 
directions. For a good choice, we make a graphical tool, the ROC curve (Fig. 7). It is 
the plot of the values of the sensitivity versus 1 Se - Sp Just then look for the point of 
the curve that is closest to the point coordinate (Se = 1; 1-Sp = 0). 
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Fig. 7.   ROC curve for 1'examen of 15 patients 

In this figure, the curve is a good diagnostic test for which we can simultaneously 
obtain high values of sensitivity and specificity. The threshold is the desired 
coordinates satisfying a maximum value of sensitivity and specificity (in the ideal 
case: 1, 1-Se = Sp = 0). Example of choice of an optimal threshold value with a ROC 
curve: a threshold value (sensitivity and specificity = 0.723 = 0.8) is obtained by 
finding the point on the curve farthest from the diagonal. The area under the curve 
associated with greater than 0.5 (≈ 0.75) so this is a test more or less perfect (a perfect 
test, the area under the curve is associated with 1). There are on average VP = 7.6 true 
positives and FP = 1.46 8.92 false positives among the lesions seen by physicians. 
Although the number of false positives is not important compared to true positives but 
there is always a degradation factor because in the clinical examination should 
distinguish the lesions in order to properly assess the influence of treatment over 
several flares. 

Table 4. Detection: Calculation of quantifiers 

 Labeled as 
lesions 

Labeled 
 as  healthy 

Quantifiers 

detected as lesions 7,6 1,46 Vpp (vox)=0,83 
Detected as healthy 1,32 ---- ----- 
Quantifiers Se (vox)=0,85   

 
In view of results, the segmentation system can be described as sensitive: Se = 

85% of lesions are detected. And we see that 27% (1-Vpp) lesions machines are false 
positives. For the detection of lesions of multiple sclerosis, we achieve good 
sensitivity. As part of a diagnostic aid, for example, a false negative lesion that is not 
detected by the chain, must be sought by the doctor, which costs a lot of time. On the 
other hand, a false positive can be corrected afterwards: a manual correction by an 
expert may be added or a priori by the introduction of a probabilistic atlas.  
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4 Conclusion 

This work is included in the development of approaches to help specialists to make 
accurate decisions in monitoring patients with lesions in the white matter. Our 
contribution is the development of a processing chain which aims to detect lesions as 
"Multiple Sclerosis". To achieve this, the segmentation of MRI brain is the essential 
step in the detection process. Thus, we proposed an efficient algorithm for 
segmentation of MRI T2-FLAIR based on EM algorithm. The convergence of such 
iterative scheme has been demonstrated. The initialization of parameters is done 
randomly; in order to improve our results we initialized them using a brain atlas 
flunked our data to rigidly. To improve the detection results of the processing chain, it 
is necessary to eliminate these false positives. In the literature, approaches are 
proposed to address this problem that are moving towards the introduction of a priori 
knowledge by using the statistical atlas, the integration of certain processes to 
improve the visual quality of the segmentation. We can think about different methods 
of segmentation such as hidden Markov chain prior to our detection to include 
constraints on the neighborhood. We can also think about separating the outliers by 
searching for a method to determine a threshold that can differentiate the "Outliers" in 
cerebrospinal fluid. 
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Abstract. Recent investigations illustrate that view-based methods, with pose 
normalization pre-processing get better performances in retrieving rigid models 
than other approaches and still the most popular and practical methods in the 
field of 3D shape retrieval [9,10,11,12]. In this paper we present an improve-
ment of the BF-SIFT method proposed by Ohbuchi et al [1]. This method is 
based on bag-of-features to integrate a set of features extracted from 2D views 
of the 3D objects using the SIFT (Scale Invariant Feature Transform [2]) algo-
rithm into a histogram using vector quantization which is based on a global  
visual codebook. In order to improve the retrieval performances, we propose to 
associate to each 3D object its local visual codebook instead of a unique global 
codebook. The experimental results obtained on the Princeton Shape Bench-
mark database [3] show that the proposed method performs better than the orig-
inal method. 

Keywords: 3D Content-based Shape Retrieval, bag-of-features, SIFT, vector 
quantization, codebook. 

1 Introduction 

Currently, there are an increasing number of 3D objects on the web, including large 
databases, thanks to recent digitizing and modeling technologies. The need of effi-
cient methods for 3D shape-content based retrieval, in order to ease navigation into 
related large databases, and also to structure, organize and manage this new multime-
dia type of data, has become an active topic in various research communities such as 
computer vision, computer graphics, mechanical CAD, and pattern recognition. 

One major challenge in 3D objects indexation is to design an efficient canonical 
characterization of the objects. In the literature, this characterization is referred to as a 
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descriptor or a signature. Since the descriptor serves as a key in the search process, it 
is a critical kernel with a strong influence on the searching performances (i.e. compu-
tational efficiency and relevance of the results). 

Various 3D shape description methods have been proposed in the literature. The 
reader may refer to a very good survey in [4] and a comparative study of 3D retrieval 
algorithms [5, 6, 7, 8]). Those algorithms can be clustered into two main families: 
2D/3D approaches and 3D/3D approaches. For 2D/3D approaches, the description 
model is obtained through different 2D projections of the 3D shape, whereas for the 
3D/3D approaches, the description model is obtained from the 3D information direct-
ly extracted from the 3D shape. Recent investigations illustrate that view-based me-
thods with pose normalization pre-processing get better performance in retrieving 
rigid models than other approaches and still the most popular and practical methods in 
the field of 3D shape retrieval [9, 10, 11, 12]. 

Our work presented in this paper is inspired by the BF-SIFT method (Ohbuchi et al 
[13]), which is based on a global codebook (visual dictionary) used to describe each 
3D objects in the database. We propose an improvement of the method by using local 
codebooks, since we think that using a unique global codebook badly influences the 
retrieval performance. On the Princeton Shape Benchmark (PSB) [3], that contains 
various shapes with more geometric details, experimental results show that our  
variant performs better and provides more accurate results. 

The rest of the paper is organized as follows. Section 2 presents a description of the 
BF-SIFT algorithm. In section 3, we present our variant of the BF-SIFT method.  
Experimental results are provided and analyzed in Section 4. Section 5 opens some 
perspectives and concludes the paper.  

2 The BF-SIFT Method 

The BF-SIFT (Bag-of-Features - Scale Invariant Feature Transform) method proposed 
by Ohbuchi et al [13] compares 3D shapes using thousands of local visual features per 
model. A 3D model is rendered into a set of depth images, and from each image, local 
visual features are extracted by using the Scale Invariant Feature Transform (SIFT) 
algorithm of Lowe [2]. To efficiently compare among a large set of local visual fea-
tures, the algorithm uses bag-of-features (BoF) approach in order to integrate, for 
each model, the local features into a vector of features. The BoF approach vector 
quantifies (or encodes) the SIFT features into a representative vector (or “visual 
word”), using a global codebook. The global codebook is generated with thousands of 
features extracted from a set of models in the retrieval database. In the following, we 
present an overview of the BF-SIFT algorithm: 

• Pose normalization (position and scale): The BF-SIFT performs pose normali-
zation only for position and scale, so that the model is rendered with an appro-
priate size in each of the multiple-view images. Pose normalization is not  
performed for rotation. 

• Multi-view rendering: in this step, a set of depth-buffer views of a 3D object are 
captured uniformly in all directions in order to catch up all symmetries. 
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• SIFT feature extraction: a 3D object can be approximately represented by a set 
of depth-buffers from which salient SIFT descriptors are extracted using the 
SIFT algorithm [2].  

• Vector quantization: each 3D model is associated with thousands of local fea-
tures. Each SIFT feature extracted from 3D models is quantified as a vector or 
visual word by using a global visual codebook. The vector quantification is to 
find frequencies of visual words (local features) generated from a model in the 
visual codebook which is learned, by using a clustering algorithm type (e.g. k-
means, kd-tree, ERC-tree, and Locality sensitive hashing).  

• Histogram generation: quantified local features or “visual words” are  
accumulated into a histogram with Nv bins (Nv is considered as the size of the 
codebook). The histogram becomes the feature vector of the corresponding 3D 
model. 

• Distance computation: Dissimilarity among pairs of feature vectors (the histo-
grams) is computed by using Kullback-Leibler Divergence (KLD). 
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j
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xyyxD
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Where x = (xi) and y = (yi) are the features vectors and Nv the dimension of the  
vectors. 

3 Proposed Improvements Based on Local Codebooks 

The construction of the visual codebook is one of the sensitive stages. Indeed, the 
descriptor of each object in the database will be calculated using the visual words in 
the codebook. For that, it is important to generate codebooks as representative as 
possible. 

We propose to construct a visual codebook for each 3D object in the database. In 
this case, the vector quantification is based on local codebooks instead of a unique 
global codebook as the BF-SIFT method. We associate each 3D object with its code-
book, which is learned from the features extracted from the 3D model. This is the 
fundamental difference between the two methods, but all other steps are similar. 

After the construction of the visual codebook of each 3D object in the 3D models 
database, we calculate the corresponding descriptors using the codebook of each ob-
ject its nearest neighbor in the codebook. This consists in finding the visual words 
appearance frequencies in the codebook for each 3D object. Thus, each object is asso-
ciated with a histogram bins. By searching for the nearest neighbor in the codebook, a 
local descriptor is assigned to each 3D object. 

After the vector quantification, the code vectors frequencies, also called “visual 
words”, are counted to create a histogram for each 3D model, whose number of bins 
equals the size of the codebook. The histogram is the features vector of the 3D model. 

Finally, to compare two 3D objects, using our method, we calculate the descriptor 
of the 3D object query following the same steps described above and illustrated in 
Figure 1. We use the codebook of the 3D model with the query well be compared, to 
vector quantize, the feature vector of 3D object-query. 
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Using the descriptor, the 3D object query is compared with features vector of a 3D 
model in the database. The feature vector of the query is calculated every time an 
occurrence is found in order to be compared with a 3D model in the database. 

 

Fig. 1. Processing of comparison between a 3D object-query and a 3D model in database bas-
ing on local codebook of the 3D model 

4 Experiments and Results 

Our tests are made on the Princeton 3D Shape Benchmark database [3] with a set of 
different and rigid shapes. To fairly compare the retrieval effectiveness and perfor-
mance of our improvement of the BF-SIFT method, we show the top 10 objects 
matched between the query models and the retrieved models, both for the original BF-
SIFT original and our variant. 

For both implementation (original BF-SIFT and our variant), we proceed as fol-
lows: 

• To extract local feature from a depth-buffer view, the SIFT is implemented 
with the VLFeat MATLAB source of Veldaldi [19]. 

• To learn the codebook, we use the k-means MATLAB implementation, also 
in the VLFeat MATLAB source of Veldaldi [19, in order to cluster the set of 
local features by setting Nv to the size of vocabulary. 

• For vector quantification, we use the MATLAB implementation of the linear 
k-nearest neighbor (KNN) search. 

On figure 2, we report the top 6 objects. Experimental results show that as our method 
performs better than the BF-SIFT basing on global codebook but at the expense of 
more computational cost.  
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Fig. 2. The 6 top 3D objects retrieved from different “Class” query, using the BF-SIFT and our 
method 

5 Conclusion and Perspectives 

In this paper the principal object was to improving the retrieval performance of BF-
SIFT. We presented an improvement of the 3D shape retrieval method using Bag-of-
Features and SIFT. The key idea is to use local codebooks to vector quantization of 
salient local features, extracted from a given 3D object, basing on its associated code-
book. We are compared the performance of the original BF-SIFT method with our 
improvement basing on the top-k result of the retrieval in Shape Benchmark database. 
Experimental results show that our method performs better than BF-SIFT. 
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Abstract. We present a new interactive segmentation framework to segment the 
prostate from MR prostate imagery. We first explicitly address the 
segmentation problem based on fast globally Finsler Active Contours (FAC) by 
incorporating both statistical and geometric shape prior knowledge. In doing so, 
we are able to exploit the more global aspects of segmentation by incorporating 
user feedback in segmentation process. In addition, once the prostate shape has 
been segmented, a cost functional is designed to incorporate both the local 
image statistics as user feedback and the learned shape prior. We provide 
experimental results, which include several challenging clinical data sets, to 
highlight the algorithm’s capability of robustly handling supine/prone prostate 
segmentation task.  

Keywords: Finsler Active contours, characteristic function, shape prior, user 
interaction. 

1 Introduction 

Segmentation of the prostate boundary on clinical images is useful in a wide spread 
range of applications including calculation of prostate volume pre- and post-
treatment, radiotherapy planning [1, 2, 16], dosimetry [14] , and for creating patient-
specific anatomical models [18]. Prostate volume is routinely asked as part of imaging 
evaluation as it helps in clinical decision making [2, 15]. However, manual 
segmentation of the prostate boundary is highly time-consuming and subject to inter- 
and intra-reader variability. Automatic segmentation based on deformable models 
such as Active Contour (AC) models have been widely used for prostate segmentation 
[7,12] and can be split into two classes, those which fully rely on image data [9], and 
those which incorporate prostate prior shape information [6, 10, 11]. To deal with the 
complex prostate anatomy and partially missing boundaries, the shape of prostate is 
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approximately assumed to be elliptical. In many cases, this segmentation is a two-part 
problem. First, one must properly align a set of training shapes such that any variation 
in shape is not due to alignment. Then, the segmentation based on deformable models 
can be performed under the constraint of the learned prostate shapes. However, the 
alignment of prostate shapes becomes increasingly difficult for a large variation in 
training shapes and when the training sets increase, and this is not readily allowed by 
existing methods. To overcome this problem, we investigated an interactive FAC 
model to boost the performance of segmentation results. The FAC model has been 
proposed as a natural way for adding directionality to the AC model [5]. This allows 
the AC to favor appropriate locations and suitable directions [5, 12].  

In this paper, we proposed a bi-stage interactive prostate segmentation method 
based on fast globally active contours incorporating prior shape to segment the 
prostate from MR images. Then, our segmentation method based fast FAC 
incorporating shape prior is applied to delineate prostate boundary. User intervention 
is then needed to guide our method to fine-tune the final segmented shape of prostate. 
Finally, we apply some post-processing operations to further refine prostate 
boundaries. This paper organized as follows. Section 2. describes the basics of our 
method. In Section III, the experimental results obtained using our method are 
illustrated. Conclusions and future work are presented in Section 4. 

2 Segmentation Method 

The The new framework which we proposed for prostate delineation consists of two 
main steps: the first step is applying a FAC model incorporating prostate shape prior. 
The second step is refining the prostate shape by user feedback. Each of these steps is 
described in detail in next section. 

2.1 Finsler Active Contours in the Total Variation Framework 

We are interested in a globally interactive segmentation of an object Ω in Total 
Variation (TV) framework through the characteristic function [3, 9]. We proposed to 
segment prostate shape using a fast version of the interactive Finsler Active contours 
in the TV framework. We proposed a two stage fast globally Finsler Active Contours 
(FAC). In the first step, our fast globally FAC incorporated both statistical region, 
geometric shape and in the second step, the final segmentation is completed by adding 
an interactive user feedback. Our fast interactive segmentation can be modelled as the 
following energy criterion [5, 9,12]: 
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Where fk is the anisotropic boundary descriptor, ( )da x is surface 

element, 1λ , 2λ and 3λ are the calibration factors and the characteristic function 

χ framework is defined as: 

( ) 1

0

if

if
χ

∈Ω
=  ∉Ω

x
x

x
 (2) 

The region descriptor rk  is defined in the same manner as in [4], sk is the shape prior 

descriptor defined in the same manner as in [6] and refΩ the reference prostate shape 

(section 2.3) and userk the interactive user feedback descriptor which will be defined in 

section 2.4. 
To allow our segmentation model to detect both edge and its direction, we assume 

that anisotropic boundary descriptor is defined as follows: 

( ) ( )
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χ

χ
≤

∂Ω = ∇
p

x p x  (3) 

Where the potential field, p , is defined as ,N T =  p
 

 and N


is the unit inward normal 

vector and T


the unit tangential vector (Fig. 1). This potential field allows the FAC to 
deform and move toward object of interest. This propriety makes the proposed 
segmentation method much faster since the topology of the deformed curve is more 
like the object to be segmented. The energy of FAC is given by: 
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and the respective gradient descent (for χ ) and ascent (for the potential field p ) 

equations are: 
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whereτ is an artificial time parameter, 0χ is the initialized characteristic function 

corresponding to the initial  contour curve 0∂Ω . In the next section, we introduced 

region based term used in our fast segmentation based model. 
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2.2 Region Energy Term 

The second energy term incorporated in our Finsler AC is defined as region energy 
based term. We proposed in to incorporate this term as statistical Bhattachryya 
distance [4]. The region energy based term is usually defined as a domain integral of 
the region descriptor rk : 

( ) ( ) ( ) ( )
0 0

, , , ,data r f bE I k d p I p I d
Ω Ω

Ω = Ω = Ω Ω x x x  (6) 

In this study we maximize the statistical Bhattachryya distance between the 
foreground density probability ( ),fp I Ω  of the object to be segmented and the 

background density probability ( ),bp I Ω such as in [12]. The region velocity ( ),rk Ωx  

is expressed [10] as: 
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We therefore estimate probability density by Parzen kernel, which can better describe 
the regions (see Fig. 1.b): 
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where Gσ denote the Gaussian kernel and 2σ  the variance. 

 

Fig. 1. Evolving FAC curve around a synthetic object guided by both normal and tangential 
components 
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2.3 Shape Prior Energy Term  

The shape prior descriptor is defined as the Euclidean distance between the evolving 

Legendre moment [6] region ( )η Ω and the reference shapes{ }, 1,...,i
ref i NΩ = :  

( ) ( ) ( ) ( ) 2

,

, ,
p q N

i
shape ref shape ref pq pq ref

p q

E k d η η
+ ≤

Ω

Ω Ω = Ω = Ω − Ω x x  (9) 

where the pqη are defined as follows, using the geometric moments and coefficients
 
of 

the Legendre polynomials [6]. In the figure 3, the object shape is segmented using 20 
learned shape prior and the segmentation is done using statistical and geometric shape 
prior. In the next section we introduced our interactive user term used to suitability 
segmentation method ( see Fig. 2). 

 

…        

a) shapes learned  as binaries surfaces    b) segmentation of the object usign both statistical and geometric 

shape, yellow color initial contour curve and in red final segmentation done by our FAC 

Fig. 2. Automatic segmentation using FAC based statistical and geometric shape prior  

2.4 User Energy Term  

Let ix , 1,...,i n=  denote the set of n user feedback points. We define the user 

feedback function :L Ω →  as follows: 

( ) ( ) ( ){ } ( )
1

1
ROI

n

i
i

L dχ χ δ
= ∈Ω

= + − − 
z

y y y z x z  (10) 

where ( )δ z is the Dirac function and ROIΩ is local region. Hence, for each { } 1

n

i i=
∈y y : 

( )
( )

0

1 \L

not markedχ

∈ Ω
= ∈ Ω Ω



x

x

y

y y

y

 (11) 



402 F. Derraz et al. 

( ) 0L =x if the feedback point is within the segmented region of the first phase and 

( ) 1L =x if the feedback point is situated in the background. Finally, if the pixel x is 

not marked, then the indicator function is identical to indicator function 
( ( ) ( )L χ=x x ). (see Fig. 3.) The indicator function ( )L x is used in the formulation of 

the energy term which incorporates the user feedback: 

( ) ( ) ( )
2

22
2, ,

ROI

user ROIE I L e d dσχ
−

−

∈Ω ∈Ω

Ω Ω = − 
x y

x y

y x x y  (12) 

The algorithm supports two modes of user feedback. The user may either draw a cross 
such that its eccentricity and orientation determines the entries of the variance 
coefficient σ or can provide a point-wise mouse click. The interactive energy 

functional userE is minimized, w.r.t the evolving domain ( )τΩ , is done with the shape 

derivative tool [10,12]. Thus, the user Eulerian derivative of userE  in the normal 

direction is as follows: 

( )( ) ( ) ( )
, ,

, , ,
user ROI

user ROI

E I
k N da

τ
ξ ξ

τ ∂Ω
∂Ω

∂ Ω Ω
= Ω

∂  x x  (13) 

where the interactive velocity is expressed as: 

( ) ( ) ( )
2

22
2,

ROI

userk L e dσχ
−

−

∈Ω

Ω = −
x y

y

x y x y  (14) 

In the figure below (Fig. 3) we present final segmentation based interactive Finsler 
AC in blue color superposed on the automatic segmentation based Finsler AC (red 
color) using statistical and geometric shape 

 

  
a) the selected seeds              b) corrected seeds 

Fig. 3. Segmentation refinement using 5 user feedback, each point selected uses 4 pixel 
neighbors in ROIΩ .  
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3 Results  

3.1 Data and Protocol 

In this section, we provide prostate segmentation results for two data sets obtained 
from Saint Philibert Hospital Lille France. The MR images are pre-processed through 
the following pipeline: 1) spatial registration, 2) noise removal and 3) intensity 
standardization. We use the T1 weighted and T2 weighted MR sequences. The image 
sizes are 256x256 pixels, each slice thickness is 3.5mm with spacing between slices 
of 3.9 mm. 

3.2 Segmentation Results 

The first row shows the segmentation result by the proposed method, the second row 
illustrates the ground truth outlined by an expert radiologist, and the third row 
provides a comparison between our result and ground truth. We observe that our 
segmentation result is sufficiently close to the result provided by a radiologist. In 
addition to visual evaluation, we use Dice measure (DSC) to quantitatively evaluate 
the segmentation result. The Dice measure is defined as: 

( ), 2
A B

DSC A B
A B

=
+


 (15) 

where A is the segmentation result, B is the ground truth provided by an expert 
radiologist, and ⋅ denotes the number of segmented pixels. 

To quantify the accuracy of the segmentation, we measured the Dice Similarity 
Coefficient (DSC) between the manually segmented prostate and our segmentation 
method.  We provide not only qualitative results, but also give quantitative results in 
the form of the DSC to illustrate the viability of the proposed method in the context of 
prostate segmentation(see Fig 4.).  

 

 

 

Fig. 4. Segmentation by TV FAC.  In yellow color traditional FAC, red color segmentation 
results of our method. The DSC for the first image 85,63% and the second image of 82,69%. 
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4 Conclusion 

This paper has presented an interactive prostate segmentation MR images method 
based active contours. The segmentation is achieved in two stages. In the first stage, 
the patient prostate is segmented using a fast globally FAC incorporating statistical 
and shape prior knowledge. The position and orientation are dependent on prior for 
the boundary segmentation in Finsler metrics. Finsler active contours provide an 
alternative approach to integrating image-based priors on the location and orientation 
of the traditional boundary descriptor. Future work will address extending other 
classes of energies that can be optimized in TV framework. 
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Abstract. In this paper, we present an algorithm for tracking objects in road 
traffic sequences which is based on coherent strategy. This strategy relies on 
two times processing. Firstly, a Short-Term Processing (STP) based on spatial 
analysis and multilevel region descriptors matching allows identification of ob-
jects interactions and particular objects states. Secondly, a Long- Term 
Processing (LTP) is applied to cope with track management issues. In fact LTP 
feedbacks objects and their corresponding regions in each frame to update 
tracked object attributes. In case of merging objects, attributes are obtained us-
ing Template matching. An experimental study by quantitative and qualitative 
evaluations shows that the proposed approach can deal with multiple rigid ob-
jects whose sizes vary over time. The obtained results prove that our method 
can provide an effective and stable road objects tracks. 

Keywords: Tracking moving object, foreground segmentation, point descrip-
tors, template matching. 

1 Introduction 

Road traffic monitoring has become a very important research area. Such system is 
based essentially on tracking road objects. The aim of racking object is to estimate the 
trajectory of moving objects over time. The information gathered by road objects 
tracking can help to identify their behavior in the observed scene and allows building 
statistical information about road traffic. 

The purpose of our contributions is to track multiple rigid moving objects (road ob-
jects) with different sizes and speeds. Note that moving objects are detected automati-
cally. The proposed method for object tracking takes in consideration the possibly 
states changes of moving objects and interactions between them. In addition, appear-
ance of a new object and disappearance of existing object are managed automatically.  

The reminder of this paper is divided into 4 sections. In Section 2, we describe a 
brief state of art in object tracking. Section 3 presents our proposed method. Section 4 
outlines the results of a quantitative and a qualitative evaluation. Finally, Section 5 
recapitulates the presented method and outlines future work. 
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2 State of the Art in Object Tracking 

Several methods [1]-[4] deal with object tracking; however their accuracy depends 
on, both, constraints and context of the application. Constraints are related to the 
tracked object(s) (single or multiple, rigid or non-rigid), to the camera (single or mul-
tiple, mobile or fixed) and to the observed scene (indoor and/ or outdoor). Dealing 
with context, we distinguish different applications as person tracking, road object 
tracking, ball tracking, etc. In this paper, we focus particularly on road object track-
ing. In addition to constraints of application context, methods reported in literature 
differ by theirs manner to represent object. We can classify these methods in two 
categories of approaches which are (1) Points based approach [cf. 1,2] and, (2) Model 
based approach [cf. 3,4] (silhouettes or kernel). In these approaches, tracking strategy 
relies on matching information provided by points/models over times. Points based 
methods are fast and can deal with partial occlusions. However, cannot usually cope 
with complex deformation of nonrigid objects. In model based approach, silhouettes 
model allows tracking of both nonrigid and rigid objects but their computations is 
very expensive and lack of generality. Unlike silhouettes model, kernel based model 
can be obtained without knowledge about object nature or shape but cannot resolve 
occlusions. Within the context of road traffic, methods aim to track unlimited number 
of rigid road objects in video stream. Thus, we adopt points based approach. 

In literature, several methods [1,2][5]-[8] are based on descriptors points. Among 
of techniques to compute descriptor points are Harris detector [9], KLT (Kanade-
Lucas-Tomasi) detector [10] and SIFT descriptor (Scale Invariant Feature Trans-
form)[11]. Our comparative study between these techniques, shows that descriptors 
from SIFT are invariant to different invariance criteria (Translation, Scale Changes, 
Image Rotation, Illumination changes, Image Locale Deformations, and Affine Trans-
formation). In addition, from theatrical point of view, SIFT technique can (1) produce 
a great number of descriptor points, (2) give a local image measurement that is robust 
to noises and to partial occlusions and (3) give distinctive points. 

 

Fig. 1. Examples of interactions between road objects 

Note that the success of such tracking field relies on the management of both fre-
quently object state changes (life cycle) and interactions. Life cycle of objects road 
start by their appearance in the scene (state ‘Entry’) and ended by their disappearance 
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(state ‘Exit’). During its presence in the scene, a road object can be in normal state 
(‘Normal’), normal state with a high speed (‘Normal HS’), stopped (‘Stopped’), res-
tart motion after stopped (‘Re-moving’).  

During a life cycle, two types of interactions between objects road can occur 
(Fig.1). The first interaction happens when two or many objects appear close to each 
other (‘Merge’) causing partial or total occlusion. The second interaction results of 
two or many objects fragmentation (‘Split’ ) after merging state.  

The most recent tracking methods based on SIFT technique (cf. [5]-[8]) track pre-
selected (single or limited number) specific object(s). In addition, states changes of 
moving objects are not considered. Furthermore, appearance and disappearance of 
objects are managed according to a region of interest drawing manually. 

3 Proposed Method 

Our proposed method for tracking road objects is based on three main steps: (1) Fore-
ground segmentation, (2) Short-Term Processing (STP) and (3) Long- Term 
Processing (LTP). In fact, let 1...cc m

tR =  and 1...
1

c n
tR =
−  denote respectively the segmented 

regions from frames Ft and Ft-1 with { }cc 1,...,m∈  and { }c 1,...,n∈ , n and m, are 

respectively the number of region in Ft and Ft-1 . Foreground segmentation is done by 
the method presented in our previous work [12]. This method is based on background 
modeling approach; it demonstrates robust and accurate results under most of the 
common problem in foreground segmentation. In STP, 1...cc m

tR =

 
and 1...

1
c n
tR =
−  

are used 

to manage objects states and interactions for each input frame, thus produces region 
correspondence ( { , }

{ 1, }.
i c cc
j t tR Cor=
= − ) and state ( { , }

{ 1, }.
i c cc
j t tR State=
= − ). LTP establish all objects 

tracks (TrackingObject{Oi=1…ObjectCount}) between t=0 and t based on 
{ 1... , 1... }
{ 1, } .i c n cc m

j t tR Cor= = =
= −  and { 1... , 1... }

{ 1, } .i c n cc m
j t tR State= = =
= −  to generate objects trajectories. In the 

following subsections, we detail the STP and the LTP steps. 
 

 

Fig. 2. Flowchart of the proposed tracking method 

3.1 Short-Term Processing (STP)  

Short-Term Processing takes into account, (1) the spatial analysis and, (2) Multilevel 
region descriptors matching of 1...cc m

tR =  and 1...
1

c n
tR =
− . Each region R is represented by a 
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set of attributes ( 1...5 128( ) ( ( ), ( ))kR R RΖ = β φ ). Where 1...5 ( )Rβ  are 2D spatial attributes 

(cf. Fig. 3) and 128 ( )k Rφ  is a K-by-128 matrix, each row gives an invariant descriptor 

for one of the K keypoints. The descriptor is a vector of 128 values normalized to unit 
length. Regions correspondences ( { 1... , 1... }

{ 1, } .i c n cc m
j t tR Cor= = =
= − ) are initialized by -1. 

 

Fig. 3. 2D Spatial attributes ( 1...5 ( )Rβ ) 

Spatial Analysis. We project 1 cc 1...m
t t( R )β =  onto area from 2...5 c 1...n

t t 1( R )β =
− , thus pro-

vides correspondence for regions in 'Normal' states and/or in ‘Split’ interactions ac-
cording. Region in state 'Normal' corresponds to the case where 1 cc

t t( R )β belongs to 

only one 1
c
tR − area. The Split interaction corresponds to the case where 1

tβ  of two or 

more cc
tR  ( )1, 2....  cc cc

ti e R = = belong to one 1
c
tR − area. We associate regions cc

tR and c
t 1R −  

according to Equation 1. 

 
cc
t

cc 1,cc 2...
t

If  ' Normal' state then

R .Cor c

Else If  ' Split '  interaction then

R .Cor c= =


 =


 =

 (1) 

Multilevel Region Descriptors Matching. A multilevel region descriptors matching 
is proposed for { 1... , 1... }

{ 1, }
i c n cc m
j t tR = = =
= −  with ( { 1... , 1... }

{ 1, } . 1i c n cc m
j t tR Cor= = =
= − == − ). This step allows us to 

cope with region interaction ('Merge') and states (‘Entry’, ‘Exit’, 'Normal VE', 
'Stopped' and 'Re-Moving'). We aim to select, for each region descriptors 

1

128
1... ( )cc

i k tR=φ , 

its match to 
2

128
1( )c

k tR −φ (Equation (2)). There is matching ( )R_ Match between two 

regions in case of at least one descriptor match ( )Des _ Match . Decision to select 

matched descriptors from 128
1( )c

k tR −φ is given by Equation (3). In our work, SIFT  

descriptors matching is based on dot products ( 1i 1...kDP = ) between unit vectors of  

descriptors (Equation (4)). Generic rules of the multilevel region descriptors matching 
is presented by Algorithm 1. 
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 1 2

128 cc 128 c
k t k t 1R_ Match( ( R ), ( R ))

If  any

1

Des _ M( atch 0 )

φ φ − =

>





 (2) 

 
1 1i 1...k i 1...k

Des_Match(i)=1 

if ( DP ( 1 )<0.6 * DP ( 2 ) = =





 (3) 

 1

1 2

i 1...k 128 cc 128 c T
i 1...k t k t 1DP =sort(arcosi ( R )* (n ( R )e )φ φ=
= −  (4) 

 
Algorithm 1: Multilevel region descriptors matching 

Input:
1

128 cc=1...m
k tf (R ),

2

128 c=1...n
k t-1f (R ), j=1...hStopped(O ).f 

Output:
 

i={c=1...n,cc=1...m}
j={t-1,t}R .State, i={c=1...n,cc=1...m}

j={t-1,t}R .Cor ,

j=1...hStopped(O ).f 

If 
1 2

128 cc=1...m 128 c=1...n T
k t k t-1R_Match(f (R ),f (R )) then  

 If 
1 2

128 cc 128 c T
k t k t-1(f (R ),f (R ))

 
then  

  cc
tR .Cor = c  

 Else If 1 2 q

1 2

c ,c ..c128 cc 128 T
k t k t-1(f (R ),f (R )) then  

  
cc
t 1 2 qR .Cor=c ,c ..c   

  End 
Else 

 If 
1

128 cc=1...m
k tR_Match(f (R ),Stopped(h).f) then 

  cc
tR .Cor =Stopped(h).Cor  

 Else  
  cc

tR .Cor =*   
  End 

 If 
2 3

128 c=1...n 128 c=1...m
k t-1 k tR_Match(f (R ),f (R )) then  

  


 3

128 c
k t

Stopped(j+1).Cor=c

Stopped(j+1).f =f (R )
 

 Else  
  c

t-1R .Cor =*  
  End 
End 

Three level matching levels are proposed: the first one is between 
1

128 cc 1...m
k t( R )φ = and

2

128 c 1...n
k t 1( R )φ =

−  to identify regions with state ‘Normal HS’ in case of 
1

128 cc
k t( R )φ  matches 

to only one 
2

128 c
k t 1( R )φ −  or prevent merging interaction (‘Merge’) in case of 

1

128 cc
k t( R )φ  

matches to two or more 1 2 q

2

c ,c ..c128
k t 1( R )φ − . The second one is between 

1

128 cc 1...m
k t( R )φ =  and 
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Stopped( h ).φ . Stopped( h ).φ  corresponds to region of stopped objects in previous 

frames, thus, if they mach, cc 1...m
tR =  are in state ‘Re-Moving’, otherwise they are in state 

‘Entry’. The third matching is between 
2

128 c 1...n
k t 1( R )φ =

−  and 
3

128 c 1...m
k t( R )φ =  to identify 

stopped objects, otherwise means disappearance of c 1...n
t 1R =
−  (‘Exit’). 

3

128 c 1...m
k t( R )φ =  cor-

respond to SIFT descriptors of 2...5 1...
1( )c n

t tR =
−β projection onto current frame. 

3.2 Long- Term Processing (LTP) 

We recall that the LTP rule feedbacks objects (Oi) in TrackingObject{Oi=1…ObjectCount  
and their corresponding regions in each frame to update tracked object attributes. 
Spatiotemporal attributes and descriptors of tracked object (

1...5( ( ), , ( ))iO
t i iO Cor OΖ = β φ ) are updated according to region\object association. The 

association between objects and their corresponding regions is based essentially on 
{ 1... , 1... }
{ 1, } .i c n cc m

j t tR Cor= = =
= − . In fact, attributes of objects in states ‘Entry’, ‘Split’ and 'Normal 

VE' are updated according to Equation (5). Objects in state 'Stopped' are controlled by 

1...( ).j hStopped O = φ  and objects in state ‘Exit’ ( { . ( )}  iO
i tTrackingObject O Z Cor c==

1AND . *c
tR Cor− = ) are killed.  

 
1...5 1...5

. ) OR ( . *) Then

( )

(

 ( { . ( )}

{ . ( )}

{ . ( )}

{ . ( )} )

i

i

i

i

O cc cc
ti t

O
i t

O

t

cc
ti t

O
tt
cc

i

if TrackingObject O Z Cor

TrackingObject O Z Cor cc

TrackingObject O Z

TrackingObj

R Cor R Cor

ect O Z

R

R

==

β β

φ φ

 ==


=


=
 =

 (5) 

Attributes of objects in merging region are hardly obtained since several objects shared 
the same region (cf. Fig. 4 (A)). To deal with this problem, we use template matching 
(cf. Fig. 4 (B)) based sum of squared difference to find 2D spatial attributes of each 
object (cf. Fig. 4 (C)), then, we compute their SIFT descriptors. Sum of squared differ-
ence is implemented using FFT (Fast Fourier Transform ) based correlation. 

 

Fig. 4. Example of object localization in merging region. (A) Merging region (Target), (B) 
Object in ‘Merge’ and, (C) Result of Template Matching 
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4 Experimental Results 

To evaluate our method, we used a corpus of 2 road traffic sequences1 recorded in 
typical conditions (HighwayII and HighwayIII). HighwayII includes several interac-
tions between road objects. HighwayIII include a dense traffic of road objects (differ-
ent speed and size). The evaluation is made through the calculation of the rates of 
‘Centroid Error’ [13] regard to Ground-Truth (GT) of the two sequences parts (4 
parts for each one). ‘Centroid Error’ rates are computed according to two-pass match-
ing scheme: first pass matching from system track to GT (distanceSy) to find false 
positive track (FPT) and second pass matching from GT to system track (distance-
Track) to find false negative track (FNT). In typical results, ‘Centroid Error’ rates 
from the two pass are the same. In addition to the above quantitative metric, we also 
consider in our evaluation a second metric ‘Two-pass many-to-many system to ground 
truth track matching’ [14] to measure how the system can deal with ‘Merge’ and 
‘Split’ interactions. A GT/system track is matched to the system/GT track if there is 
both temporal overlap and spatial overlap. Temporal overlap is with respect to the 
duration of the system track. Spatial overlap is based on the centroid of the system 
lying inside the bounding box of the ground truth track. If multiple GT-matches, then 
this system track has ‘Merge Error’ equal to matched GT tracks. If multiple system-
matches, then this GT track has ‘Split Error’ equal to matched system tracks. 

As we can see in Fig.5, the four HighwayII parts (first line) echoed a low average 
distanceSys/distanceTrack rates peer part respectively between 0 and 6.163 pixels 
while FPT and FNT are between 0 and 6.19 percent. The four HighwayIII parts 
(second line) echoed a low average distanceSys/distanceTrack rates peer part respec-
tively between 1.928 and 8.795 pixels while FPT and FNT are between 0 and 20,44%. 

 

 

 

Fig. 5. Average distanceSys/distanceTrack curves of each frame of 4 part from HighwayII (first 
line) and HighwayIII (second line). 

                                                           
1 Video sequences are courtesy of the Computer Vision and Robotics Research Laboratory at 

UCSD 
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We have performed the experimental study to know how our system can deal with 
‘Merge’ and ‘Split’ interactions on 11 tracks from HighwayII. Temporal overlap and 
Spatial overlap curves for 4 of 11 tracks are depicted in Fig.6. For each track, both 
measures are computed firstly (A) from GT-Track-Matching and secondly (B) from 
System-Track-Matching. There is a ‘Merge Error’/‘Split Error’ in case of multiple 
GT-matches/system-matches, more explicitly, if a curve from GT-Track-Matching/ 
System-Track-Matching show more than peak with temporal overlap greater than 0.5 
(cf. Track 4 for ‘Merge Error’). Our system achieves a ‘Merge Error rate’ of 9.09 
percent and a ‘Split Error rate’ of 0 percent.  

 

 

Fig. 6. Temporal overlap and Spatial overlap of 5 tracks from HighwayII 

5 Conclusions 

In this paper, we presented a novel method to track road objects. Our method is based 
on two prior processing: (1) Short-Term Processing (STP) that is based on spatial 
analysis and multilevel region descriptors matching. (2) Long- Term Processing 
(LTP) that is based on data association from STP. In these processing, both region 
and object information are used to establish objects correspondence over times.  

The proposed algorithm was evaluated by a qualitative and quantitative experimen-
tal study on a corpus of road traffic sequences. The obtained results are rather  
satisfactory. In the near future, we plan to evaluate our method with computer vision 
applications like highway control and management system. 

References 

1. Peleshko, D., Ivanov, Y., Kustra, N., Kovalchuk, A.: An application of combined detector 
algorithm to extract the interest points of foreground objects in videostreams. In: 11th  
International Conference The Experience of Designing and Application of CAD Systems 
in Microelectronics, p. 262 (2011) 



414 S.K. Jarraya et al. 

2. Dan, L., Jian-sheng, Q.: Sift-based object matching and tracking of coal mine. In: IET 3rd 
International Conference on Wireless, Mobile and Multimedia Networks, pp. 327–330 
(2010) 

3. Lin, X., Zhang, J., Liu, Z., Shen, J.: Semi-automatic road tracking by template matching 
and distance transform. In: Joint Urban Remote Sensing Event, pp. 1–7 (2009) 

4. Cremers, D., Schnörr, C.: Statistical shape knowledge in variational motion segmentation. 
Image and Vision Computing 21(1), 77–86 (2003) 

5. Rahman, M., Saha, A., Khanum, S.: Multi-object Tracking in Video Sequences Based on 
Background Subtraction and SIFT Feature Matching. In: Fourth International Conference 
on Computer Sciences and Convergence Information Technology, pp. 457–462 (2009) 

6. Yan, Y., Wang, J., Li, C.: Object tracking using SIFT features in a particle filter. In: IEEE 
3rd International Conference on Communication Software and Networks (ICCSN), pp. 
384–388 (2011) 

7. Liu, Y., Wang, X., Yang, J., Yao, L.: Multi-objects tracking and online identification 
based on SIFT. In: International Conference on Multimedia Technology (ICMT), pp. 429–
432 (2011) 

8. Cheng-bo, Y., Jing, Z., Yu-xuan, L., Ting, Y.: Object tracking in the complex environment 
based on SIFT. In: 3rd International Conference on Communication Software and Net-
works, pp. 150–153 (2011) 

9. Harris, C., Stephens, M.: A Combined Corner and Edge Detector. In: Alvey Vision Confe-
rence, vol. 15(Manchester), pp. 147–151 (1988) 

10. Tomasi, C., Kanade, T.: Detection and Tracking of Point Features Technical Report  
CMU-CS-91-132, pp. 1–22 (1991) 

11. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. International Jour-
nal of Computer Vision 60(2), 91–110 (2004) 

12. Hammami, M., Jarraya, S., Ben-Abdallah, H.: On line Background Modeling For Moving 
Object Segmentation in Dynamic Scenes. Multimedia Tools and Applications Journal 
(available first on-line) (2011) 

13. Senior, A., Hampapur, A., Tian, Y.-L., Brown, L., Pankanti, S., Bolle, R.: Appearance 
Models for Occlusion Handling. In: IEEE Int. Workshop on Performance Evaluation of 
Tracking and Surveillance (2001) 

14. Lisa, M.B., Andrew, W.S., Tian, Y.-L., Connell, J., Hampapur, A.: Performance Evalua-
tion of Surveillance Systems Under Varying Conditions. In: IEEE Int. Workshop on Per-
formance Evaluation of Tracking and Surveillance (2005) 

 



Eigen Combination of Colour and Texture
Informations for Image Segmentation

D. Attia, C. Meurie, and Y. Ruichek

Université de Technologie de Belfort-Montbéliard,
Institut Régional Supérieur du Travail Educatif et Social de Bourgogne,

Laboratoire Systémes et Transports,
13 rue Ernest-Thierry Mieg, 90010 Belfort Cedex, France
{dhouha.attia,cyril.meurie,yassine.ruichek}@utbm.fr

Abstract. In this paper, we present a new combination of colour and
texture informations for image segmentation. This technique is based
on principal components analysis of a 3D points cloud, followed by an
eigenvalues analysis. A set of colour gradients (morphological, Di-Zenzo)
and texture gradients (Gabor, three Haralick attributes, Alternative Se-
quential Filter (ASF)) are used to test the proposed combination. The
segmentation is performed using a hybrid gradient based watershed algo-
rithm. The major contribution of this work consists in combining locally
colour and texture informations using an adaptive and non parametric
approach. The proposed method is tested on 100 images from the Berkley
dataset [1] and evaluated with the Mean Square Error (MSE), the Vari-
ation of Information (VI) and the Probabilistic Rand Index (PRI).

1 Introduction

One of the most challenging problems in computer vision concerns image segmen-
tation. If we consider colour and texture informations, the segmentation methods
can be divided into three classes. The first one regroups those using only texture
information [2,3,4], while the second class contains segmentation methods which
use only colour information [5,6,7,8]. In spite of satisfactory results of these ap-
proaches, the combination of colour and texture informations leads generally to
obtain best results and increases the robustness of segmentation [9,10,11]. In
this paper, we propose a non parametric method to combine colour and texture
attributes. This combination allows defining a structural gradient that will be
used in watershed algorithm. This approach is based on principal components
analysis (PCA) of a 3D points cloud formed by colour and texture descriptors,
followed by an eigenvalues analysis. This paper is organized as follows : in section
2, the segmentation step by watershed algorithm based on a structural gradient
is presented. Then, colour and texture combination approach is detailed. In sec-
tion 3, we describe extensive experiments carried out on 100 images from the
BSDB dataset to test and validate the proposed method.
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2 Image Segmentation Using Colour and Texture
Informations Collectively

In this section, a short introduction of watershed algorithm based on colour
and texture gradients is presented. Then, an existing fixed combination based
approach is briefly described. Finally the proposed approach based on PCA and
eigenvalues analysis is detailed.

2.1 Watershed Algorithm Based on Colour-Texture Gradients

Watershed algorithm segments image into watershed regions [12,13]. Considering
the input image (gradient image) as a topographic surface, each seed of the input
region (calculated with an optimal density) can be viewed as the point to which
water falling on the surrounding region drains. The boundaries of watersheds
lie on tops of ridges. In this paper, a new combination of colour and texture
informations is proposed, in order to provide a hybrid gradient which will be the
input of watershed algorithm. Before detailing the combination, different colour
and texture gradients that will be used for tests are introduced.

Texture is an important perceptual information that is generally extracted us-
ing mathematical tools. In literature, four main classes of texture descriptors are
discriminated: geometric attributes, descriptors based on spatial texture models,
spatio-frequential and statistic attributes. In the present paper, we choose to use
the following descriptors: Gabor transformation (spatio-frequential attribute)
[14,15], three Haralick parameters (second order statistic attributes) [16,17] and
an Alternate Sequential Filter (a transformation from mathematical morphol-
ogy to calculate a texture gradient) [18]. Considering colour information, we use
Di-Zenzo gradient based on the first derivative of the initial image (see [19] for
more details) and morphological gradient which corresponds to the subtraction
between dilatation and erosion of the initial image (using a lexicographic order).

In literature, one can find an interesting approach combining colour and tex-
ture informations [20]. The combination process is based on a set of operations
derived from mathematical morphology. This technique uses collectively colour
and texture informations to generate a structural gradient used in image seg-
mentation. As expressed in equation 1, this gradient is obtained by a fixed com-
bination of colour and texture gradients. In equation 1, Qcol and Qtex represent
respectively colour and textural gradients. The textural gradient is obtained us-
ing following steps: filtering, definition of texture layer, and granulometric anal-
ysis. α represents the combination parameter, which is chosen between 0 and 1.
Even if this approach gives satisfactory results, its major drawback concerns the
choice of the optimal value of the parameter α for each image. Furthermore, α is
global for the entire image, and thus the combination does not take into account
pertinent local information.

Qstruc(I) = (1 − α)Qtex(I) + αQcol(I) (1)
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Recent work in combining colour and texture descriptors were presented in [21].
In this work, the authors were mostly concerned with detecting contours then
image segmentation. Their contour detection is based on combining multiple lo-
cal cues into a globalization framework based on spectral clustering. The contour
detection results are injected into the segmentation step. The segmentation algo-
rithm consists of a generic approach for transforming any contour detector into
a hierarchical region tree. The authors use four features in their approach : after
transforming the input image into CIE Lab colorspace, they extract brightness,
colour a and colour b channels. The fourth feature channel is a texture channel,
which assignes to each pixel a texton id. Then, for each feature channel, an ori-
ented gradient G(x, y, θ) is computed by placing at location (x, y) a circular disc
split into two half-discs by a diameter at angle θ. The combination step of these
local cues is given by equation 2:

mPb(x, y, θ) =
∑

s

∑
i

αi,sGi,s,σ(i,s)(x, y, θ) (2)

where mPb is the multiscale predicted boundary detector, s refers to scales, i
indexes feature channels (brightness, colour a, colour b, texture), and Gi,s,σ(i,s)

(x, y, θ) measures the histogram difference in channel i between two halves of
a disc of radius σ(i, s) centred at (x, y) and divided by a diameter at angle θ.
The parameters αi,s weight the relative contribution of each gradient signal.
Contrary to this linear combination of local cues, the optimal mixing function
could be non linear. Thus, in [22], each cue was treated as an expert for a certain
class of boundary and a set of classifiers (such as Classification Trees and SVM)
were used to combine the various cues. Even if this approach gives satisfactory
results, its major difficulty consists of the dependency of the segmentation step
to the boundaries detection. A second limit concerns the choice of the optimal
mixture function of the various local cues.

2.2 PCA Based Colour-Texture Combination : Eigen Combination

We propose a novel combination based on Principal Components Analysis (PCA)
of a 3D points cloud, followed by an eigenvalues analysis. Principal Components
Analysis is a technique which uses geometric and graphic representations to
describe the dispersion of a dataset (observations). This dataset is assimilated
to a points cloud P composed by m quantitative variables having n unities (called
also subjects):

P s = {
(
Gs

i1, . . . G
s
ij . . . Gs

im

)
, ∀i ∈ 1 . . .n} (3)

where index i corresponds to subject i and index j corresponds to variable j
such as :

p.j =
(
p1j · · · pnj

)
(4)

By representing the subjects, we can determine which ones are similar. On the
other hand if we represent the variables, we can study structures of linear links
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within the 3D points cloud, and then determine correlated variables [23,24].
Based on linear algebra, PCA technique aims also to extract axes which con-
serve the maximum of information [24]. The first step consists in calculating the
covariance matrix of the points cloud. Then, eigenvalues and associated eigen-
vectors of the covariance matrix are extracted. Eigenvalues give the variation of
the points cloud along principal components which are obtained by eigenvectors.
Principal Components Analysis is generally used to eliminate the correlation of
initial data and to reduce their size. In computer vision, PCA is used for im-
age classification [25], image compression [26,27] and objects recognition [28]. In
the present paper, PCA technique permits to determine axis which conserve the
maximum of information (pertinent colour and texture informations). Thus, the
proposed approach generates a novel structural hybrid gradient which will be
used as an input of watershed algorithm.

Let I be the initial image, s a pixel in the image I and P s is the associated
3D points cloud generated for the pixel s. P s contains the colour and texture
values of n gradients (in our case, n represents the number of the used colour and
texture descriptors). Each gradient (Gs

i.)i=1,...,n is calculated in a colour space
E1E2E3. m = 3, is the number of the variables, and ∀i ∈ {1, . . . , n} Gs

i. ∈ R
3.

Therefore, the local 3D points cloud can be defined as below :

P s = {(Gs
i1, G

s
i2, G

s
i3), ∀i ∈ 1 . . .n} (5)

P s = (Gs
1., G

s
2., . . . , G

s
n.) (6)

The covariance matrix of the 3D points cloud P s is generated using the following
equation :

Cs = (cov(Gs
.j , G

s
.j′)) j = 1, . . . , 3

j′ = 1, . . . , 3

(7)

where :

cov(Gs
.j , G

s
.j′) =

1
n

n∑
i=1

(Gs
ij − Ḡs

.j)(G
s
ij′ − Ḡs

.j′) (8)

Ḡs
.j =

1
n

n∑
i=1

Gs
ij (9)

According to linear algebra rules, there are two local matrices Ls and Ds such
as :

(Ls)−1CsLs = Ds (10)

Let λs
1, λs

2 and λs
3 be the eigenvalues of the local covariance matrix Cs such as

λs
3 ≤ λs

2 ≤ λs
1. Let V s

1 , V s
2 , V s

3 be the associated eigenvectors. Therefore, the
matrices Ds and Ls are expressed by the following equations :

Ds =

⎛⎝λs
1 0 0
0 λs

2 0
0 0 λs

3

⎞⎠ (11)
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Ls =
(
V s

1 V s
2 V s

3

)
(12)

In order to determine the principal components that maximize local information,
the eigenvalues are compared according to three cases listed as follows :

Case 1 λs
1 � λs

2 : One can conclude that it exists only one axis (direction of V s
1 )

around which the 3D points cloud is concentrated. In this case, only the third
principal component maximizing the local information is chosen. Thus, the new
value Î(s) of the pixel s is given by the following mathematical formulation:

Î(s) = argmaxi∈{1,...,n}{Gi1}

Case 2 λs
3 � λs

2 : In this case, λs
1 and λs

2 have the same order of the magnitude
and the 3D points cloud is assimilated to a plane formed by the eigenvectors V s

1

and V s
2 (respectively associated to the eigenvalues λs

1 and λs
2). The eigenvector

V s
3 constitutes the normal of the plane (V̂ s

1 , V s
2 ). Therefore, there are two princi-

pal components conserving the maximum of local information. In this case, the
new value Î(s) of the pixel s is given by the following equation:

Î(s) = argmaxi∈{1,...,n}{
1
2
(Gs

i1 + Gs
i2)}

Case 3 λs
1 � λs

2 � λs
3 : In this case, the local 3D points cloud is dispersed accord-

ing to all directions. Thus, no information is privileged. All principal components
are fairly considered, and the new value Î(s) of the pixel s is given by the fol-
lowing mathematical formulation:

Î(s) = argmaxi∈{1,...,n}{
1
3
(Gs

i1 + Gs
i2 + Gs

i3)}

3 Experiments and Discussion

In this section, an evaluation of the proposed colour and texture combination is
presented. The results are compared to those obtained by the fixed combination
[20], described before. Extensive experiments are carried out on 100 images from
the BSDB dataset [1] using Mean Square Error (MSE) and two other evaluation
metrics used in [21]: the variation of information (VI) [29] and the Probabilistic
Rand Index (PRI) [30]. In order to conclude on the effectiveness and the robust-
ness of the proposed approach, tests including two colour gradients (Di-Zenzo
and morphological) and five texture gradients (ASF, Gabor filter, Second Angu-
lar Moment (SAM) attribute, Coherence attribute and Variance attribute) are
realized. Table 1 presents the evaluation by MSE criteria of segmentation results
obtained with both the fixed and the proposed combinations on ten images of
the database.

For a better visualization, we present only the obtained results with a texture
gradient calculated with the Variance attribute. This example shows the diffi-
culty to choose the best value of the parameter α when a fixed combination is
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Table 1. Segmentation results of the fixed and proposed approaches on 10 images of
the Berkley database (α∗ corresponds to optimal value of α parameter)

Initial
Image

Fixed combination Proposed
approachα = 0 α = 0.2 α = 0.5 α = 0.7 α = 1 α∗

189.7 198.6 199.4 204.4 190.5 179.9

242.9 220.8 223.2 220.9 264.5 203.5

85.4 86.3 76.7 90.1 89.9 82.5

103.8 95.9 82.9 81.6 92.5 90.3

106 195.6 141.2 145.3 721.3 126.5

94.7 93.4 110.5 101.4 106.6 91.9

169.3 159.8 114.4 127.1 116.4 140.2

244.1 138.3 131.6 117.7 135.1 112.8

123.2 115.4 112.6 79.1 78.7 84.7

75.2 68.1 65.8 66.6 73.4 41.9

applied. Indeed, the value of this parameter is not the same for all images and
must be redefined for each image to obtain an acceptable segmentation. Con-
sidering different values of the parameter α, one can notice that the proposed
approach obtains the second position or the third one when it is not in the first
position, when MSE of the two methods are compared. Moreover, when the fixed
combination obtains the first position, the gap with the proposed method is very
low. For more details, table 2 presents the evaluation with the mean of MSE, the
mean of PRI and the mean of VI on all images of the database for the proposed
approach according to the used colour and texture gradients. One can conclude
that the segmentation results are similar even if the best one is obtained with
the texture variance gradient and Di-Zenzo colour gradient if we consider MSE
criteria. If we consider measures of PRI metric, best results are obtained with
the texture coherence gradient and the morphological colour gradient. Finally,
considering VI metric, best results are obtained by texture variance gradient and
morphological colour gradient.

In figure 1, segmentation results are illustrated for the two combinations (the
fixed and proposed approaches) using the best colour and texture gradients (Di-
Zenzo colour gradient and texture variance gradient considering the MSE metric
of evaluation). Even if the results of the two combinations are similar for the
second and third images, one can notice that the proposed method provides
better results for the other images. For example, the segmentation of different
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Table 2. Segmentation results of the proposed approach on 100 images of the Berkley
database

Texture gradient
Colour gradient

Morphological gradient Di-Zenzo gradient
MSE PRI VI MSE PRI VI

Gabor 388,4 0.69 1.33 340,2 0.69 1.64
ASF 394,8 0.69 1.31 334,5 0.70 1.66
SAM 394,8 0.69 1.65 344,8 0.69 1.84

Coherence 390,1 0.71 1.29 334,5 0.70 1.59
Variance 381 0.70 1.25 324,7 0.70 1.57

Fig. 1. Segmented images with the combination using Di-Zenzo colour gradient and
the texture variance gradient (from top to bottom): initial images, segmented images
with the fixed combination, segmented images with the proposed approach)

parts of algae (figure 1-1) obtained with the proposed approach is better than
the segmentation obtained with the fixed combination. One can note the same
remark for the man and the aircraft (figure 1-4), and the proboscis of the elephant
(figure 1-5).

4 Conclusion

In this paper, we presented a novel segmentation method combining colour and
texture informations. The proposed method is based on an eigenvalues analy-
sis and principal components analysis of a 3D points cloud formed by colour
and texture attributes. The contribution of this technique is the definition of an
adaptive combination of colour and texture gradients. The proposed combina-
tion method provides good segmentation results by watershed algorithm. This
technique is local since we assign to each pixel the maximum of information pro-
vided by combination of the colour and the texture. Furthermore, the proposed
combination is non parametric since it does not require any parameter. In future
work, we will expand the number of colour and texture gradients and will show
the influence of colour spaces.
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Abstract. In the field of document image processing, the text/graphic 
separation is a major step that conditions the performance of the recognition 
and indexing systems. That involves identifying and separating the graphical 
and textual components of a document image. In this context, it is important to 
implement approaches that effectively address these problems. This paper 
presents a method for separating textual and non textual components in 
document images using a graph-based modeling and structural analysis. This is 
a fast and efficient method to separate adequately the graphical and the textual 
areas of a document. Some examples obtained on technical documents and 
magazines issued from the databases approved by the community make it 
possible to validate the approach. 

Keywords: Segmentation, text/no text Separation, Document Image, Graph, 
modelization, structural analysis. 

1 Introduction 

Segmentation is a crucial basic step in a document image processing and analysis 
workflow, because in fact it precedes any other operation of identification or 
classification. This step depends on the type of image that differs from both the 
acquisition system and the image formation process. In the case of document images, 
this consists in locating and possibly identifying the elements constituting the 
document at different granularity levels. Thus, a first segmentation task may consist 
in locating and identifying the text areas and the areas of different natures. If we 
consider for example the document images presented in Figure 1, which are pages 
from technical documents and magazines, the first segmentation task may consist in 
differentiating the areas containing text from the areas representing tables, curves or 
graphs. 

In the literature, three families of approaches are possible for document image 
segmentation: the bottom-up, the top-down and hybrid approaches. 

In top-down techniques, document images are recursively divided to smaller 
regions. These techniques are often fast, but the efficiency depends on a prior 
knowledge about the class of documents to be processed. Among the developments 
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produced in early times, the most well known methods are projection methods [1] and 
space transforms [2] (Fourier transform, Hough transform, ect). 

Though these top-down methods generally perform well, they have a major 
drawback which is the need to have a prior knowledge about the document class and 
layout (number of columns, width of margins, etc) for them to be effective. 

Bottom-up methods start with the thinnest elements (pixels), merging them 
recursively in connected components or regions, and then in larger structures. They 
are more flexible but may suffer from accumulation of errors. They make use of 
methods like connected components analysis [3], [4], region growing methods, run-
length smoothing (RLSA) [5], neural networks [6] and active contours [7].  

The advantage of bottom-up methods is that they are very flexible. Another thing is 
that these methods make use of a lot of parameters that need to be adjusted precisely 
for good results. 

Many other methods that do not fit into either of these categories are therefore 
called hybrid methods that combine and make use of both bottom-up and top-down 
approaches. For example, connected components analysis for shape information and 
block separation for background block map have been used in [8] in a hybrid 
segmentation approach. Classification of these blocks is achieved according to the 
scenarios defined by the user. 

As part of this paper, we propose a segmentation method based on a modeling of 
the image document by graphs and applying structural layout rules. The main 
advantage of using graphs to represent images is the integration of spatial information 
in the model. Indeed classical representations provide no information on how the 
regions of interest of the image are organized. On the contrary, the representation by 
the graphs makes to describe the structure of image as the way in which the areas are 
laid out the one compared to the others. Our method is insensitive to low skew and 
adapted to the text / non-text segmentation. 

This paper is organized as follows. In Section 2, we first describe the steps used by 
our approach. Some experimental results are given and discussed in Section 3 and the 
last section concludes the paper. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Examples of structured documents containing textual and graphical information 
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Document image Connected 

components 

Frequently  
components 

Text image  

2 Proposed Method 

The approach we propose consists in modeling the document image by a graph that 
will enable us to establish the neighborly relations and connexity according to a 
homogeneity criterion based on the pixels intensity. This will be a first step to extract 
the connected components of the document image using a graph modelling approach. 
In a second step, the connected components thus formed will be categorized into 
graphical regions and text areas by applying structural layout rules. First introduce the 
graph formalism that we have adopted in our system. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Proposed Method 

2.1 Used Formalism 

The graphs constitute a mode of representation very frequently used in image 
processing and pattern recognition. They indeed make it possible to describe naturally 
in a unified formalism some objects and the relations between these objects.  

A graph G consists of a set of nodes, denoted by V, linked by a set of edges, 
denoted by E: 

G=(V,E) 
                                             V={v1,v2,…,vn} 

                                  E={(vi,vj)\vi  E, vj  E} 

Finally let us give for memory some definitions that we will need later. 
A connected graph is a graph where for any two nodes i and j we can find a walk 

which begins at i and ends at j. 
An undirected graph is one in which the edges have no orientation. The edge (i, j) 

is identical to the edge (j, i), i.e., they are not ordered pairs. 
A tree is a connected graph without cycles which connects a subset of all nodes. A 

spanning tree is a tree which connects all nodes. 
 

∈ ∈

Graph 
approach 

Size 
histogram 

Alignement 
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A minimum spanning tree (MST) of an edge-weighted graph is a spanning tree 
whose weight (the sum of the weights of its edges) is not larger than the weight of any 
other spanning tree. 

All these concepts are illustrated on the example of a simple graph modeling the 
image given in Figure 3. 

a) b) c) 

Fig. 3. a) initial image; b) associated graph ; c)  Minimum spanning tree 

In our approach we model the image by undirected related graph. The nodes of the 
graph represent the pixels of the image and will be balanced by their intensity, 
whereas the edges represent the relationships of connexity and are balanced by the 
sum of the intensities of the pixels at the ends. 

We seek to combine the pixels to form homogeneous regions and then label them. 
To measure the homogeneity of intensity we adopt the concept of internal difference 
of a component defined in [9] as follows: 

The internal difference of a component C V is the largest weight in the 

Minimum Spanning Tree of the component, (MST).That is, 
 

                                            (1) 

 

with                                                                                                         (2) 

and          pixel intensity. 
The motivating argument is that since the MST spans a region C through a set of 

edges of minimal cost, any other connected set of same cardinality will have at least 
one edge with weight superior to Int(C). 

Initially, a graph is constructed over the entire image, with each pixel p being its 
own unique region {p}. Subsequently, regions are merged by traversing the edges in a 
sorted order by increasing weight and evaluating whether the edge weight is smaller 
than the internal variation of both regions incident to the edge. If true, the regions are 
merged and the internal variation of the compound region is updated. 

Now that we have defined the formalism we will explain the algorithm to find a 
partitioning of the image in homogeneous regions related. This algorithm is: 
 

 

⊆

P(e)=( I ( Pi )+I ( p j ))/2 , e=(vi ,v j ) ∈ E

I (Pi )

Int (C)= max
e∈MST (C, E)

p (e )
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At the end of the algorithm we obtain a set of homogeneous regions (Figure 4) we 

have to label as graphical or textual elements. We describe this labeling process in the 
next section. 

2.2 Labelling of the Segmented Components 

The aim is to label the components resulting from the segmentation obtained at the 
previous step, in two classes: "text" (or textual components) or "non-text" class 
(graphics, tables, lines ...). For that, we sought to exploit the fact that the text zones 
are often characterized by an alignment of characters of very similar size. Thus, we 
developed a simple approach to identify text areas based on the filtering of the 
components provided by our first stage, based on a size criterion and then the 
overlapping between components is analyzed 

Thus, to detect the textual components we apply the following two steps: 
• A first step consists in calculating the histogram of the frequencies of the 

components size. Only the components belonging to the most significant 
peaks of this histogram are retained (figure 5). For that we use a detection 
threshold set empirically up to now. This threshold can also be determined 
by a machine learning procedure. The idea of this first step is to filter the 
majority of the non textual components. 

Algorithm: 
 

The input is a graph G = (V, E), with n vertices and m edges. This graph is 
formed according to the rules of 8-connected neighborhood classically used to 
model images. The output is a segmentation of V into components S = (C1;…; 
Cr).. The proposed algorithm is iterative: 
1- Sort E into Π = (o1,…, om), with oq = (vi; vj), by non-decreasing edge weight. 
2- Start with a segmentation S 0

, where each vertex vi corresponds to exactly 
one unique component. 

3- Construct 
qS  given Sq−1

as follows: 
Let vi and vj denote the vertices connected by the qth edge in the order list P, i.e., 
oq=( vi, vj). If vi and vj are in disjoint components of Sq−1

and p (oq) is small 
compared to the internal mean of both components, then merge the two 

components otherwise do nothing. More formally, let Ci
q−1

be the component of 
Sq−1

containing vi and C j
q−1

the component containing vj. If  Ci
q−1≠C j

q−1
 and 

p(oq )≤MINT (Ci
q−1 ,C j

q−1) with 
MInt (Ci

q−1,C j
q−1)=min ( Int (Ci

q−1) , Int (C j
q−1) ) ,  then S q

 is obtained from 
Sq−1

by merging Ci
q−1

and C j
q−1

. Otherwise S q=Sq−1
 

4- Repeat the step 3 for q = 1,…, m. 

5- Return S=S
m

.  
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• The second phase consists in eliminating the frequent noise components 
and graphics that were not filtered at the preceding step. For that, we use 
the notion of alignment components between them. This alignment is 
determined by the vertical overlap between the components according to a 
given threshold, allowing a certain inclination. 

 
This first preliminary approach for the identification of text zones showed good 
performance despite its simplicity. It should nevertheless be completed in order to 
answer some weaknesses as shown in the results section. 
 

  

Fig. 4. original document ; segmented document Fig. 5. Frequency histogram  of the 
components size of the document result in 
Figure 3 

3 Experiment and Results 

To validate the effectiveness of our approach, we conducted tests on two databases of  
technical documents and magazines. These are documents that contain text, tables, 
charts, graphics, or inserts. These documents issued from the databases Prima [10] 
and de Washington University III (UWIII) [11]. These two databases are available 
with ground truth information. Thus, to evaluate our approach, we conducted a 
comparison between the pixel to pixel documents results and documents ground truth. 

In the detection of textual components, we obtained a detection percentage of 
96,7%. This rate of correct detection increases to 98,5% if one takes into account the 
textual components that are integrated with graphic blocks (Figure 6). Indeed, the 
ground truth provided for  database for Prima does not consider this textual 
information as such but combines with graphic blocks in which they are understood. 
Similarly, we obtained a percentage of detection of 97% for non-textual components. 

The error rate of 3% is due to the presence of textures in some graphic components 
that have similarities with textual components (Figure 7). 

The figures 8 and 9 illustrate the results obtained by our method on a sample of 2 
documents chosen in the base of the documents treated so as to illustrate the 
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capacities and the limits of our approach. These figures show in the order the original 
document image, the image truth ground, and the 2 images corresponding to the 
textual zones and the graphic zones identified by our approach. In the truth ground the 
graphic zones are represented in red and the textual zones in blue. 

These results illustrate the good performance of our approach. 
 

  

Fig. 6. Example of graphic elements with text 
included in the diagrams well detected by our 
method 

Fig. 7. Example of detection error of the 
graphic parts produced by our method 

 

 

Fig. 8. Example of good results obtained by 
our method 

Fig. 9. Example of good results obtained by 
our method 



 A Graph Based Approach for Heterogeneous Document Segmentation 431 

4 Conclusion 

We have presented a method for document image segmentation to identify the textual 
and the non textual zones being able to be either graphics or any other type of 
illustrations. This method is based on modeling of the various blocks of the document 
image by a graph approach. The blocks resulting from this step of modeling are then 
classified by a simple method which exploits the concept of alignment of the forms. 
Extensions of this approach for segmenting text blocks into words are underway for 
the development of a system for document indexing by content. Additional 
validations on more complex documents and/or degraded are also envisaged. The 
exploitation of the whole of this information is considered thereafter for the treatment 
of the non textual zones. 
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Abstract. This paper proposes a new descriptor for radiological im-
age retrieval. The proposed approach is based on fuzzy shape contexts,
Fourier transforms and Eigenshapes. First, fuzzy shape context
histograms are computed. Then, a 2D FFT is performed on each 2D
histogram to achieve rotation invariance. Finally, histograms are pro-
jected onto a lower dimensionality feature space whose basis is formed
by a set of vectors called Eigenshapes. They highlight the most impor-
tant variations between shapes. The proposed approach is translation,
scale and rotation invariant. Classes of the medical IRMA database are
used for experiments. Comparison with the known approach rotation
invariant shape contexts based on feature-space Fourier transformation
proves that the proposed method is faster, more efficient, and robust to
local deformations.

Keywords: Image retrieval, Fuzzy Shape Contexts, Fourier transform,
Eigenshapes, Radiological images.

1 Introduction

One of the most vivid fields of computer vision research is medical image pro-
cessing [1] [2]. Medical image tools are used by physicians for diagnosis. So many
works proposed new techniques of medical image processing [3] [4] [5] [6].

Medical image retrieval is a branch of medical image processing. The concept
of content based image retrieval is used in many applications such as breast
cancer diagnosis systems [7] [8] [9]. Each image in the database needs to be
described by features providing its signature. Features extraction is based on
visual characteristics. The best features when dealing with simple radiological
image retrieval is shape information. In fact, using gray level based approaches is
not sufficient. They are in most of cases coupled with edge detection techniques
[10]. This work deals with shape descriptors. It improves the rotation invariant
shape contexts based on feature-space Fourier transformation [11]. First, fuzzy
shape context histograms are computed. Then, a 2D FFT is performed on each

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 432–441, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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2D histogram. Next, data is projected onto a more representative feature space
highlighting the most important variations between shapes. Eigenshapes form
the basis of the new space. This will be more detailed in the next section.

This paper is organized as follows: Section 2 presents the proposed approach.
Section 3 presents experimental results. The conclusion comes in section 4.

2 Rotation Invariant Fuzzy Shape Contexts Based on
Eigenshapes and Fourier Transforms

2.1 Previous Work

S. Belongie et al. initially proposed the Shape context feature descriptor used
for shape matching and object recognition [12] [13] [14]. The proposed approach
inspired many authors to propose variants of this descriptor [15] [16]. S. Yang
and Y. Wang proposed the rotation invariant shape contexs based on feature-
space Fourier transformation [11]. The main idea is to extract the shape of the
object and pick up n points. They do not need to be key points such as corners.
Shape context at a given point pi is an histogram providing the distribution of
vectors originating from pi over relative positions by considering pi as the center
of a log polar coordinate system (Figure 1). This distribution provides a reach
description of the shape localized at that point.

Shape context at a given point pi is defined as follows:

hi(k) = #{q �= pi : (q − pi) ∈ bin(k)} (1)

Indeed, coordinates and tangents at each point are used to compute a set
{(rij , αij)|i, j = 1, 2 . . . , n} of magnitudes and angles. For a point pi , magnitudes
are obtained by first computing distances lij between pi and the remaining points:

lij =
√
(xj − xi)2 + (yj − yi)2 (2)

Then, a log scale is performed on all distances. Note that a length normalization
is needed. Thus, every magnitude is divided by the mean distance r0. Finally rij
is determined as:

rij =
log(lij)

r0
(3)

Fig. 1. Log polar grid with 60 bins used to compute shape contexts
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Angles αij are defined as follows:

αij = arctan
yj − yi
yj + yi

(4)

The obtained set {(rij , αij)|i, j = 1, 2 . . . , n} is used to compute the 2D his-
togram defining the shape context. Application of a 2D FFT on this 2D his-
togram provides rotation-invariance.

2.2 Fuzzy Shape Contexts

The main idea behind fuzzy shape contexts concept consists in considering that
the belonging of a contour pixel to a given bin is not absolute. It also belongs
to the surrounding bins with smaller weights. This makes the descriptor more
robust to local deformations. Figure 2 shows the case of a local shape deformation
supposing that a log-polar grid of four bins is used to compute shape context
histograms. A pixel belongs to a given bin with weight w1 = 0.7. It also belongs
to the previous and next bins with weights w2 = w3 = 0.15.

Fig. 2. A comparison between Shape contexts and Fuzzy Shape Contexts (illustration
with one level-four bins)

The Euclidean distance is used to measure similarity between histograms. It
is equal to

√
2 when shape contexts are used. However, it is equal to

√
0.65

when dealing with fuzzy shape contexts which are proven more robust to local
deformations. Note that the difference δ =

√
2−√

0.65 is note huge. This is due
to the fact that we are dealing with a local deformation.
In the rest of this work, a set of 12 equally log bins and 5 equally log radius bins
is used to compute fuzzy shape contexts (Figure 3). Weights of belonging to a
given bin are set empirically. There are three cases:
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Fig. 3. Weight assignation

• a given pixel belongs to a bin of level L1 with weight w1 = 0.8 and belongs
to the next and the precedent bins with weight w

′
1 = 0.1 for each (Eg. Bin

A).
• a given pixel belongs to a given bin of level L2, L3 or L4 with weight w2 = 0.6
and belongs to all the surrounding bins with weight w

′
2 = 0.05 for each (Eg.

Bin B).
• a given pixel belongs to a given bin of level L5 with weight w3 = 0.75 and
belongs to all the surrounding bins with weight w

′
3 = 0.05 for each (Eg. Bin

C).

2.3 Eigenshapes

For a given image, a reference point corresponding to the closest pixel to the
top left image corner is fixed. The next step is to pick up other n − 1 equidis-
tant points. Every point is described via its fuzzy shape context which is a 2D
histogram. Each histogram is then reshaped onto 1D vector which is added as a
new line to the matrix representing the signature of that image. The signature is
so an n× l matrix where n denotes the number of picked points and l denotes the
number of bins. The next two sub-sections describe the training and recognition
procedures.

Training. A set S = {S1, S2, . . . , Sm} of m images is used for training. Each
image is represented by an n× l matrix. Each matrix is converted onto a column
vector ζi. ζi is a z × 1 vector where z = n× l. Then, the average shape vector τ
is computed as follows:

τ =
1

m

m∑
i=1

ζi (5)

Next, each ζi is normalized by subtracting the mean shape:

Θi = ζi − τ (6)
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Then, the covariance matrix C is computed as follows :

C =
1

m

m∑
n=1

ΘnΘ
t
n = AAt (7)

Where A = [Θ1, Θ2, . . . , Θm]. Note that C in (7) is a z × z matrix and A is a
z ×m matrix. Eigenshapes are the eigenvectors Ui of AA

t.
Note that the matrix AAt is very large so it is not practical for computations

because of its dimension. Also, note that AAt and AtA have the same eigenvalues
and their eigenvectors are related as follows: Ui = AVi. Next, eigenvectors of AtA
are computed. Finally,m eigenvectors of AAt are obtained following the relation:
Ui = AVi. Only k eigenvectors corresponding to the largest eigenvalues are kept.
They form the basis of the new eigenshape space:

Ξk = [U1, U2, ..., Uk] (8)

Each normalized shape in the training database is so projected in the new space.
It is represented as a linear combination of k eigenshapes:

Θproj
i =

k∑
j=1

WjUj (9)

where Wj = U t
jΘi. Next, every normalized training shape Θi is represented by

a vector ωi providing its coordinates in the new eigenshape space where:

ωi =

⎛⎜⎜⎜⎝
W i

1

W i
2
...

W i
k

⎞⎟⎟⎟⎠ (10)

Retrieval. Now, given a query image, the goal is to retrieve the most similar
image to it in the database. First, it is reshaped onto a column vector ψ . Then,
it is normalized: θ = ψ − τ . The next step is to project it on the eigenshape
space.

θproj =

k∑
i=1

WiUi (11)

where Wi = U t
i θ. Finally, θ is represented as:

Ω =

⎛⎜⎜⎜⎝
W1

W2

...
Wk

⎞⎟⎟⎟⎠ (12)

The last step is to compute d = minl||Ω − ωl||. The corresponding image to
vector ωl is considered as the most similar one to the query image.
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3 Experiments

3.1 Image Collection

The radiological IRMA database is used for experiments. It includes images of
several body parts. Figure 4 shows some IRMA database samples.

Fig. 4. IRMA samples

A set of 1000 images belonging to four classes (Hands, Breasts, Chests and
Heads) is used. The number of images per class is the same. Figure 5 shows
sample images of these classes.

(a) (b) (c) (d)

Fig. 5. Four classes used for performance measurement

Images in Figure 5 are randomly picked. They are used in the next sub-section
as targets to evaluate the performance of the proposed approach. The Euclidean
distance is used to measure the similarity between images.

3.2 Experimental Results

To evaluate the proposed approach, recall and precision measurements are used.
Recall is defined as the ratio between the number of correctly retrieved images
and the total number of images retrieved while precision is defined as the ratio
between the number of correctly retrieved images by search and the total number
of images used for test. For each measure of recall precision, the 10, 20, 40, 60,
80, 100, 150, 200 and 250 most similar images are taken in consideration. Figures
6, 7 and 8 shows recall versus precision for three tested approaches:

• FFT-RISC: Rotation-invariant shape contexts based on FFT [11].
• RISC-FFT-EIG: Rotation invariant shape contexts based on Fourier trans-
forms and eigenshapes: histograms obtained by FFT-RISC are projected
onto a new eigenshape space.
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• Fuzzy RISC-FFT-EIG: Fuzzy Rotation invariant shape contexts based on
Fourier transforms and Eigenshapes: Histograms obtained by FFT-RISC
when using fuzzy bins are projected onto a new eigenshape space.

Figure 6 shows the recall precision curve for the Hand sample image (a) show-
ing that Fuzzy RISC-FFT-EIG and RISC-FFT-EIG outperform significantly
the FFT-RISC approach. Even when considering the best 250 retrieved images,
precision rate remains superior to 90 %.

Fig. 6. Recall Vs. Precision for the Hand sample (a)

Recall and precision curve for the Breast sample image (b) is illustrated by
Figure 7. The precision rate is equal to 100 % for the five first measurements for
all of the three approaches. Fuzzy RISC-FFT-EIG and RISC-FFT-EIG provide
better recognition rates than FFT-RISC when recall is higher than 0.4

Figure 8 shows recall precision curve for the Chest image sample (d). For the
first measure, the precision rate is equal to 100 % for all of the tested approaches.
Then, it is higher when using FFT-RISC. However the Fuzzy RISC-FFT-EIG
and RISC-FFT-EIG outperform when recall is higher than 0.5.

To further prove the performance of the proposed approach, the average of the
precision rate per class is computed considering the best 200 images retrieved.
Results are illustrated by Table 1 showing that Fuzzy RISC-FFT-EIG and RISC-
FFT-EIG outperform the FFT-RISC approach. This is due to elimination of
noisy data.
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Fig. 7. Recall Vs. Precision for the Breast sample (b)

Fig. 8. Recall Vs. Precision for the Chest sample (c)

Table 1. Average of the precision rate per class considering the best 200 images
retrieved

Image FFT-RISC RISC-FFT-EIG Fuzzy-RISC-FFT-EIG

Hands 83.09 98.08 98.64
Breasts 85.65 93.47 94.1
Chests 98.49 97.01 97.92
Heads 95.67 94.06 94.02

Average 90.72 95.65 96.16
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3.3 Discussion

Experimental results show that better results are obtained when histograms are
projected in a new eigenshape space. The average of precision rate per class
considering the best 200 images retrieved with RISC-FFT-EIG reaches 95.65 %
while it is equal to 90.72 % with FFT-RISC. Other point to note is that using
fuzzy shape contexts ameliorates results. In this case, the recognition rate is
96.16 %. Indeed, fuzzy shape contexts are more robust to local deformations.
Note that there is no significant gap between results obtained by RISC-FFT-
EIG and Fuzzy RISC-FFT-EIG approaches. In fact, local deformations do not
affect significantly the performance of retrieval.

4 Conclusion

Shape context has been proven a very powerful shape descriptor. It is translation
and scale invariant. Rotation invariance is achieved by application of 2D FFTs
on the 2D histograms.

This work proves that using fuzzy bins makes the descriptor more robust to
local deformations. Also, projecting data onto a lower dimensionality space high-
lighting the most important variations between shapes reduces time execution.
In addition to that, better recognition rates are obtained. This is due to elimina-
tion of noisy data. Note that the major limitation of the proposed descriptor is
the fact that it can not be used when dealing with images having many textures.
The proposed approach can be improved if weights are set in respect to the linear
distance between each pixel and the surrounding bins.
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Abstract. Image registration is an important step for a great variety of 
applications such as remote sensing, medical imaging, and multi-sensor fusion-
based target recognition. The objective is to find, in a huge search space of 
geometric transformations, an acceptable accurate solution in a reasonable time 
to provide better registered images for high quality products. In the broad area 
of global optimization methods, Genetic Algorithms form a widely accepted 
trade-off between global and local search strategies. They are well-investigated 
and have proven their applicability in many fields. In this paper, we present an 
efficient 2D point based rigid image registration method integrating the 
advantage of the robustness of GAs in finding the best transformation between 
two images. The algorithm is applied for registering SPOT images and the 
results show the effectiveness of this approach.  

Keywords: Image registration, point registration, feature points, satellite 
images, Genetic Algorithms. 

1 Introduction 

The process of image registration can be formulated as a problem of optimizing a 
function that quantifies the match between the original and the transformed image. 
Several image features have been used for the matching process, depending on the 
modalities used, the specific application and the implementation of the transformation. 
The registration process can be divided into three main categories: point-based, 
surface-based and volume-based methods. Point-based registration involves the 
determination of the co-ordinates of corresponding points in different images and the 
estimation of geometrical transformation using these corresponding points. Then, the 
task of registration is to place the data into a common reference frame by estimating 
the transformations between the datasets. What makes the problem difficult is that 
correspondences between the point sets are unknown a-priori. A popular approach to 
solving the problem is the class of algorithms based on the Iterated Closest Point (ICP). 

The ICP algorithm described by Besl and McKay [1] is well known for aligning 
3D object models. Originally ICP starts with two data sets (mostly points) and an 
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initial guess for their rigid body motion. Then the transformation is refined by 
repeatedly generating pairs of corresponding points of the sets and minimizing an 
error metric. ICP algorithms are mostly applied to 2D or 3D point sets [2]. ICP is 
attractive because of its simplicity and its performance. Although the initial estimate 
does need to be reasonably good, the algorithm converges relatively quickly. This 
algorithm is composed of two basic procedures. The first one is to find matching 
points, and the second one is to estimate the transformations iteratively for these 
points until some stop distance criteria is satisfied. Another approach to the 
registration of images consists in determining a set of matches through a search 
process instead of the classical approach based on distances. This approach consists in 
finding a solution close to the global minimum in a reasonable time. This can be done 
by means of a Genetic Algorithm (GA). 

In recent years, GAs have been intensively investigated and applied to many 
optimization problems [3]. GAs are especially appropriate for the optimization in 
large search spaces, which are unsuitable for exhaustive search procedures. GAs do a 
trade-off between the exploration of the search space and the exploitation of the best 
solutions found so far. A number of authors have used GAs for full-view image 
matching in various forms. Jacq and Roux [4] use GAs for registration of 3D medical 
images. Brunnström and Stoddard [5] used a GA to find an initial guess for the free-
form matching problem that is finding the translation and the rotation between an 
object and a model surface. In contrast to the 2D–3D registration, numerous methods 
exist to precisely register 3D data by iterative algorithms like the Iterative Closest 
Point and its variants [6].  

In this paper, a novel approach is developed based on the application of GAs for 
registration of two data sets from satellite images.  The remainder of the paper is 
organized as follows: the second topic gives an overview of genetic algorithms and 
their basics. The third topic describes the registration strategy used in this work. The 
feature point extraction algorithm based on the NSCT method is given in the fourth 
topic. The simulation results are presented in the fifth topic, and in the last we finalize 
with a conclusion. 

2 Genetic Algorithms Overview 

The GA is a well-known efficient global optimization algorithm, introduced by 
Holland [7] in 1975, that utilizes the concept of biological structure to natural 
selection and survival of the fittest. Due to the fact that the method requires no 
previous experience on the problem, it is applied on various problems whereof some 
characteristics are mentioned in [8].  

The general principle of a genetic algorithm is to subject a population of 
individuals to an evolutionary process, encoded as chromosomes, which represent 
some possible solutions to a searching problem. During evolution, an aptitude value is 
assigned to each individual obtained from a specifically defined function for the 
problem to be solved. This function, called aptitude or fitness function, should be 
designed in such a way that it favors the most apt or adequate individuals as the 
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solution to the problem. The aptitude assigned to each individual is taken into account 
in the selection of the parents who will take part in the reproduction process. Here 
there is an exchange of genetic material or content of a pair of selected individuals to 
generate two new individuals or two new possible solutions to the problem that, 
according to a replacement mechanism, are incorporated into the population. The new 
descended individuals are also subjected to a mutation process which is a random 
perturbation of its genetic material in order to offer variability and also to enrich the 
exploration of the possible solutions to the problem. These are represented as 
chromosomes. Finally, after having completed a certain number of cycles of aptitude 
assignation, reproduction, mutation, and replacement (called generations), the 
individual with better aptitude is chosen as the best solution to the problem. The GA 
cycle is shown in the following figure. 

 
 
 
 
 
 
 
 
 
 
 
 
 

3 Registration Strategy 

For the GAs to be successful, how to formulate the chromosome and fitness function 
is very important. The GAs will have better convergence behavior if the fitness 
function is generally continuous and the chromosome with the optimal fitness value 
corresponds to the target solution. In the following, formulations of the chromosomes 
and the fitness function for point registration are described. 

3.1 Similarity Metric 

One of the most important components of any image registration method is the 
similarity metric. This is considered as a function F that measures the goodness of a 
given registration solution, that is, of a registration transformation f.  

A genetic algorithm uses a fitness function to determine the performance of each 
artificially created chromosome; therefore the fitness function should measure the 
registration quality of each chromosome. A GA should try to find a chromosome with 
the minimum Euclidean distance between each correspondence pair [9]. 

Assume that the given two data sets to be matched are = p , p , … ,   and  =  , , … ,  where m is not necessarily equal to n.  

Fig. 1. A GA scheme 
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If the registration parameters are given, then for any point pi in P, we can use the 
following criterion to determine its possible correspondent qi in Q: 

                              .                                  (1) 

Thus the objective is to minimize the Euclidean distance between the transformed 
point Rpi+T and q in the Q. A suitable transform means the distance error between P 
and Q is minimized. Therefore, the fitness function of GA to be minimized is 
described in the following equation 

                         =    .                                              (2) 

We assume that the type of transformation is rigid. Then, for the data point in the 
model image with coordinates x, y and intensity value I, its image is x’, y’, and I’, and 
then they are related by the mapping: 

             Pt= R*pi+T.                                               (3) 

Where, R is the rotation matrix and T is a translation vector in both x and y directions.  

3.2 Chromosome Encoding 

The geometric transformation between two models can be defined by three 
parameters, defined as a chromosome. Each parameter corresponds to one of the 
genes in the chromosome. 

Using a bit encoding scheme for the chromosome string, the rotational transform 
(R), x-axis translational transform (X), and y-axis translational transform (Y) are 
encoded. An 8-bit field is used to represent the possible relative rotation of the input 
image to the reference image. Likewise, 6 bits are used to express the translation in the 
x-axis and 6 more for the y-axis. Thus, the total length of the chromosome is 20 bits.  

All representations are signed magnitude, using one bit for the sign and the rest of 
the bits to represent the magnitude of the rotation or translation. Thus, the relative 
rotation has a range of ± 128 degrees, while relative translation in the x (or y) 
direction has a range of ± 32 pixels. Every individual represents a combination of all 
transformation parameters which describe an image transformation.  

4 Feature Points Extraction 

The purpose of the feature extraction is to derive features that describe image 
characteristics that are relevant in a co-registration process and which can be used to 
select a subset of regions and choose an appropriate method for each. The  
feature extraction approach used in this paper exploits a nonsubsampled directional 
multi-resolution image representation to capture significant image features across 
spatial and directional resolutions. 

Recently, Cunha et al. [10] proposed the non-subsampled contourlet transform 
(NSCT) which is a shift-invariant version of the contourlet transform and 
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multidirectional expansion that has a fast implementation. The NSCT eliminates the 
downsamplers and the upsamplers during the decomposition and the reconstruction of 
the image. Instead, it is built ahead the nonsubsampled pyramids filter banks which 
provide multiscale decomposition and the nonsubsampled directional filter banks 
which provide directional decomposition.  

The proposed feature extraction method is described in the following algorithm 
[11]: 

Step 1: Compute the NSCT coefficients of both images for N levels and L directional 
subbands. 

Step 2: Compute the difference between each directional subband at one level and the 
corresponding one at another level. L difference subbands will be obtained at the end. 

Step 3: At each pixel location, compute the maximum magnitude of all obtained 
difference subbands. These points are called “maxima of the NSCT coefficients”. 

Step 4: A hard thresholding procedure is then applied on the NSCT maxima image in 
order to eliminate non significant feature points. A point is recorded if NSCT maxima 
> Th,  

Where Th = c (σ + μ), c is a parameter whose value is defined by the user, and σ 
and μ are the standard deviation and mean of the NSCT maxima image, respectively. 

Step 5: Take a block neighborhood of size w×w and find one local maximum in each 
neighbourhood, this will eliminate maxima that are very close to each other. The 
locations of the obtained thresholded NSCT maxima are taken as the extracted feature 
points. 

After the feature points are detected from the images to be registered, a 
correspondence mechanism between these two feature points sets must be established 
in order to refine the control points. The objective is that each feature point in the 
reference image is paired with its correspondent in the sensed image. In this work, 
correlation based similarity measure is used to establish the correspondence between 
the two feature point sets.  

5 Simulation Results 

The parameters of GAs used in this test are: The population size in each generation is 
restricted to 100 individuals with a crossover probability of 0.75 and a mutation 
probability of 0.05. GA meets the criterion within 200 generations. To improve the 
performance of GAs, we have used two techniques named elitism and fitness sharing. 
Elitism consists of preserving the best individuals at each generation and fitness 
sharing to keeps the population diversity.  

We have applied our algorithm on SPOT satellite images. The transformed image 
to be corrected is rotated by 7 degrees and displaced by 13 and 9 pixels in X and Y 
directions from the center of the reference image. The sensed (reference) image is 
warped using bilinear transformation. 
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Evaluation of the fitness function described above requires a search on the closest 
point from a data set given an input data point. The corresponding searching time will 
be very long and becomes a major obstacle in utilizing the GA approach for practical 
applications. Therefore, in the first experiment and in order to limit the point set 
representing the image, we choose a window of size 40*40 pixels from the center of 
both images in order to have about 1600 points at each model. 

Figures 2 and 3 illustrate the performance of GAs process during the run. In figure 2, 
we see the evolution of the best fitness value at each generation. This value which is 
median (dist) is minimized from generation to another until found the optimal fitness 
value which corresponds to the optimal solution. Figure 3 depicts the evolution of the 
parameters (R,X,Y) during the generations. The red dashed lines show the initial 
parameters and blue lines show the optimal parameters found during the run the GAs. 
We see that the optimal parameters values are closer to the initial parameters. 

The results of the parameters transformation found with this technique of GAs 
based point registration noted by ‘GAs proposed’ is compared with other registration 
methods as the ICP algorithm (noted ICP) and the intensity registration based method 
(noted GAs intensity) for which the objective is it to maximize the correlation 
coefficient of the two images.  

The analytical results are depicted in table 1. The results found with ‘GAs 
proposed’ are similar to those of ICP. However, the results of the GAs intensity 
method are slightly different particularly for the X translation. So, we can say that the 
point registration is more robust and accurate than those of intensity methods. 

Table 1. Analytical results of the parameters found with different methods 

 
 
 
 
 
 
 

 

Fig. 2. Evolution of the best fitness during the run of GAs 
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Fig. 3. Evolution of the parameters transform during the generations 

In the case of important sizes where the data sets are very large and time 
consuming is very important, we have suggested to employ the NSCT method for 
extraction of the feature points as cited in section IV (the second experiment). The 
NSCT decomposition of images was performed with the following parameters: N=4 
levels and L=4 sub-bands at each level; c=1 and the block neighborhood is of size w = 
32.  An example of interest points extracted using the NSCT method is shown in 
figure 4 for both images of size 512*512 pixels. 
 

 

Fig. 4. Feature points extraction using the NSCT method of the reference image at the left and 
the transformed image at the right 
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After selecting the corresponding feature points with the NSCT method, we apply 
the GAs process for registration of the corresponding point sets pair. The registered 
image obtained is shown in the following figure. 

  
(a) (b) (c) 

Fig. 5. Image registration results: (a) reference image which corresponds to model M, (b) 
transformed image which corresponds to model P to be registered, and (c) the resulting image 
registered with the GAs process 

6 Conclusion 

Point set registration is among the most fundamental problems in vision research. It is 
widely used in areas such as range data fusion, medical image alignment, object 
localization, tracking, object recognition, just to name a few. The goal of the 
registration task is to find the transformation that best represents the relative 
transformation between two sets data. In this paper, we present an efficient point 
based rigid 2D image registration method. The registration optimization problem is 
solved by the Genetic algorithms method.  

GAs represent an intelligent exploitation of a random search used to solve 
optimization problems. In this work, GAs have been used to estimate the rotation 
angle and displacement values at x-axis and y-axis. We have considered an image 
registration algorithm based on the alignment of a set of feature points. Our interest in 
this problem stems from its application in remote sensing, and in particular in the 
alignment of satellite images. We have presented a novel approach of a 2D point 
registration based on the GAs for which the results have proven its accuracy 
compared to the intensity based methods.  
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Abstract. This paper deals with a reduced reference (RR) image quality measure
based on natural image statistics modeling. For this purpose, Tetrolet transform is
used since it provides a convenient way to capture local geometric structures. This
transform is applied to both reference and distorted images. Then, Gaussian Scale
Mixture (GSM) is proposed to model subbands in order to take account statistical
dependencies between tetrolet coefficients. In order to quantify the visual degra-
dation, a measure based on Kullback Leibler Divergence (KLD) is provided. The
proposed measure was tested on the Cornell VCL A-57 dataset and compared
with other measures according to FR-TV1 VQEG framework.

Keywords: RRIQA, Tetrolet transform, natural image statistics, Gaussian Scale
Mixture.

1 Introduction

Recently, several RR methods have been introduced but few of them are general-purpose.
The first general-purpose RR methods was introduced by Wang [1] in the steerable pyra-
mids domain named WNISM. The KLD was used to quantify the difference between two
subband coefficient histograms. The first histogram is computed from the distorted image
while the second is summarized using the Generalized Gaussian Density (GGD) model
parameters instead of sending all histogram bins. Promising results were obtained for five
distortions in the LIVE dataset. Tao et al [2] have proposed the contourlet transform which
is effective in dealing with directional information like edges. After CSF masking, the
JND is applied to remove visually insensitive coefficients. A histogram is formed from the
remaining coefficient. Finally, the histogram is normalized and considered as RR feature.
Results were presented for two distortions from the LIVE dataset : JPEG and JPEG2000
compressions. Li et al [3] investigated the Divisive Normalization Transform (DNT) to
take into account the dependencies between wavelet coefficients which were ignored in
the WNISM. The measure based on the DNT improved the WNISM, specially when it
was tested on a set formed by different distortions. Nevertheless, its performances can
change significantly since it depends on some parameters which need to be trained. In [4]
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the construction of the Strongest Component Map (SCM) is proposed. The Weibull dis-
tribution parameters are estimated from the SCM coefficients histograms. Finally, only
the scale parameter β is involved in a measure called β W-SCM. Experiments with the
LIVE dataset show significant correlation between the model predictions and the sub-
jective scores, nearly the same as WNISM. In [5] grouplets have been used to capture
image geometric structures and orientations. To incorporate HVS characteristics, a Con-
trast Sensitivity Function (CSF) is applied before measuring the changes between the
reference and the distorted images. Their results show some significant improvements
for JPEG distorted images as compared to WNISM.

Inspired by the work of Wang, we have proposed the use of the BEMD
(Bi-dimentional Empirical Mode Decomposition) in the general scheme as an adap-
tive decomposition. Although the BEMD-based method outperforms the WNISM over
several distortions in the TID 2008 dataset, low correlations with human judgment were
obtained.

In this work, we propose a joint probability distribution of tetrolet coefficients using
GSM model. This allows us to exploit the dependencies between tetrolet coefficients.
A GSM model is defined as the product of zero mean Gaussian vector and positive
random variable called multiplier. Here, we propose Weibull distribution to model the
multiplier distribution. Then, assuming the independency between GSM components
(the multiplier and the Gaussian vector) we derived an expression for the KLD in order
to evaluate the visual quality of a processed image.

The rest of this paper is organized as follows. In section 2 we give a brief review of
the tetrolet transform, in section 3 we explain how we model the dependencies between
tetrolet coefficients using the GSM model, we present the distortion measure in section
4. Section 5 is reserved for experimental results and finally a conclusion ends the paper.

2 Tetrolet Transform

Nowadays, a sparse representation is required in image processing techniques. In such
representation the energy of the signal is concentrated in few number of coefficients not
null. This facilitates the feature extraction step used in image retrieval, image classifi-
cation and RRIQA algorithms. Although wavelets were introduced for this aim, they
can take advantage only of singularity points. Thus directional information like edge is
disregarded. The idea of tetrolet transform [6] is to allow more general partitions which
capture the image local geometry by bringing the ”tiling by tetrominoes” problem
into play.

Tetrominoes are derived from the well know game ”tetris”. They were introduced by
Golomb [7]. We can obtain a tetromino by connecting four equal sized square. Disregard-
ing rotation and isometric we have five free tetrominoes as shown in Figure 1. The Haar
transform is a special case, since it considers only the first tetromino (square). To use
other tetrominoes we should have at least a 4× 4 blocks (Figure 2) which will give 117
possibility, whereas a 8× 8 blocks gives 1174 > 108 possibilities. From computational
complexity standpoint, it’s clear that the first choice is the reasonable one. Therefore,
tetrominoes ensure more directions when rotations and reflections are considered. To il-
lustrate this let’s take from Figure 2 (Line 4) the third covering (from left to right), eight
other coverings are possible with different directions are shown in Figure 3.
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Fig. 1. The five free tetrominoes

Fig. 2. The 22 fundamental forms tiling a 4×4 board

Fig. 3. Different directions covered by the same tetrominoes

2.1 Computing Tetrolet Transform

The computation of the tetrolet transform consists in two stages. First, the tiling by
tetrominoes is achieved ensuring an optimal covering for each 4× 4 block Qi, j in the
image. Second, the Haar transform is applied to the tetrominoes of each covering. More
precisely, let us take an image a0 = [a(i, j)]N−1

i, j=0 , N is a power of 2 , i.e N = 2p, p ∈ N

and we suppose that we are in the rth level. The image is decomposed into 4×4 blocks,
for each block we consider the 117 possible covering c= 1, ...,117. The Haar transform
is than applied to the tetrominoes forming the investigated covering. This leads to four
low-pass coefficients and 12 tetrolet coefficients as follows :

ar,(c) = (ar,(c)[s])3
s=0 and wr,(c)

l = (wr,(c)
l [s])3

s=0

c and r refer to the actual covering and the actual level of decomposition respectively,
while s refers to the tetrominoes of the covering and l refers to the three high-pass parts.
The optimal covering Cop is then qualified as the one whose tetrolet coefficients provide
the minimal l1 :

Cop = argmin
c

3

∑
l=1

||wr,(c)
l ||1

= argmin
c

3

∑
l=1

3

∑
s=0

|wr,(c)
l [s]| (1)



454 A.A. Abdelouahad et al.

In other words, the smaller is the magnitude of the 12 tetrolet coefficients, the minimal
is the l1 norm. Thus we obtain the optimal covering and a sparse image representation.
Once we get the optimal covering Cop, we store the corresponding four low-pass coef-

ficients and 12 tetrolet coefficients : [ar,(cop),w
r,(cop)
1 ,w

r,(cop)
2 ,w

r,(cop)
3 ]. Doing this for all

blocks Qi, j in the image we achieve the tetrolet transform. Before applying further lev-
els of the tetrolet transform, we should rearrange the components of the vector ar,(cop)

into 2× 2 matrix using a reshape function :

ar
|Qi, j

= R(ar,(cop)) =

(
ar,(cop)[0] ar,(cop)[2]
ar,(cop)[1] ar,(cop)[3]

)
(2)

3 Joint Statistics of Tetrolet Coefficients

The tetrolet transform provides a multi-resolution representation with three orientations
since it is derived from the Haar wavelet transform. Here, we propose to exploited the
dependencies between tetrolet coefficients as it was done for wavelet coefficients [8]
as the same as for the curvelet coefficients [9]. The Gaussian Scale mixture (GSM)
model has been used to model both marginal and joint statistics of natural image wavelet
coefficients [10]. Let us consider a N-length random vector Y . we assume that Y in our
study is formed from coefficients clustered around a given coefficient ys,o at scale s and
orientation o. Y is a GSM if it can be written as the product of a zero mean Gaussian
random vector U with covariance matrix M and a positive scalar random variable x
called multiplier:

Y =̇x.U (3)

=̇ denotes equality in probability. U and x are independent. If we denote px(x) as the
density of the variable x the density of Y can be expressed as [10]:

pY (Y ) =
∫

1

[2π ]
N
2 |x2M| 1

2

exp

(
− Y T M−1Y

2x2

)
px(x)dx (4)

To obtain an explicit expression of the PDF of Y we should specify the density of
the multiplier x. Since the multiplier variable is positive, several distributions can be
considered. Here, we choose Weibull density. To this end, we should estimate first the
multiplier. As this later is unknown, we can estimate it by maximum-likelihood method
[10] of the observed coefficients given by :

x̂ = argmax
x

{log p(Y |x)}

= argmin
x

{N logx+
Y T M−1Y

2x2 }

=

√
Y T M−1Y

N
(5)

where M is the covariance matrix of the Gaussian vector estimated from the tetrolet
coefficients and N is the length of the vector Y . Figure 4 illustrates Weibull fitting to the
estimated multiplier.
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Fig. 4. Weibull distribution fitted to empirical histogram of the estimated multiplier

The PDF of Weibull distribution is given by:

f (x;k,λ ) =
k
λ

(
x
λ

)k−1

e−(x/λ )k
(6)

where k > 0 is the shape parameter and λ > 0 is the scale parameter of the distribution.
Inserting the equation (6) in equation (4) the PDF of Y becomes :

pY (Y ) =
∫

kxk−1

[2π ] N
2 |x2M| 1

2 λ k
exp

(
−
(

Y T M−1Y
2x2 +

(
x
λ

)k))
dx (7)

4 Distortion Measure

In the previous section we have represented the joint statistics of tetrolet coefficients
using a univariate Weibull distribution and a multivariate Gaussian distribution. Con-
sidering a neighborhood of dimension equals to 9 (3×3). At the sender side, we apply
two levels tetrolet transform to the reference image. This leads to six tetrolet coefficients
subbands (2 scales × 3 orientations). From each subband three features are extracted :
the covariance matrix M and the Weibull parameters (λ ,k). The extracted features are
considered as RR side information. Similarly, the same features are extracted from the
distorted image at the receiver side and we consider them as reduced description (RD).
A dissimilarity measure is required to compare the RR to the RD and thus quantify the
visual degradation. According to our knowledge a closed analytical form of the KLD
for the proposed joint distribution in equation (7) does not exist. To resolve this prob-
lem, let us consider two joint distributions P1(Y ;M1,k1,λ1) and P2(Y ;M2,k2,λ2), where
Y is a GSM vector. Since the components of the GSM (the multiplier and the Gaussian
vector) are independent, we can derive an expression for the KLD between two joint
distributions as the sum of the KLD between two multivariate Gaussian densities and
the KLD between two Weibull distributions. In other words :

KLD(P1(Y ;M1,k1,λ1)||P2(Y ;M2,k2,λ2)) = KLD(P1(x;k1,λ1)||P2(x;k2,λ2))

+KLD(P1(U ;M1)||P2(U ;M2)) (8)
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Now, that we have a closed analytical form for the KLD for both, Weibull distribution
and the multivariate Gaussian density we can easily derive the KLD for the proposed
joint distribution as:

KLD(P1(Y ;M1,k1,λ1)||P2(Y ;M2,k2,λ2)) = Γ
(

λ2

λ1
+1

)(
k1

k2

)λ2

+ ln(k−λ1
1 λ1)− ln(k−λ2

2 λ2)

+ ln(k1)(λ1 −λ2)+ γ
λ2

λ1
− γ −1

+0.5

[
tr(M−1

2 M1)+ ln

( |M2|
|M1|
)
−N

]
(9)

where γ denotes the Euler-Mascheroni constant (γ ≈ 0.57721) and Γ (.) is the Gamma
function.

First, the distance in equation (9) is computed to quantify the dissimilarity between
two tetrolet coefficient subbands, the first from the reference image and the second
is its correspondent from the distorted image. Finally, the dissimilarities between the
subbands are combined to produce a global dissimilarity as follows :

Q = log2(1+
1

D0

L

∑
i=1

Di) (10)

where L is the number of the subbands, D0 is a constant to control the scale of the
distortion measure and it is equal to 0.1.The log function is involved here to reduce the
difference between a high values and a low values of D, so that we can have values in
the same order.

5 Experimental Results

Our experimental test was carried out using the Cornell VCL-A 57 [11] dataset. It pro-
vides 60 distorted images. Three reference images are altered with six distortions la-
beled : FLT, NOZ, JPG, JP2, DCQ and BLR. The labels refer to quantization of the
LH subbands of a five-level DWT of the image using the 9/7 filters, additive Gaussian
white noise, baseline JPEG compression, JPEG2000 compression using the 9/7 filters,
JPEG2000 compression using the 9/7 filters with the dynamic contrast-based quanti-
zation algorithm, blurring by using a Gaussian filter, respectively. Each image in the
Cornell VCL-A57 has its Mean Opinion Score (MOS). The subjective scores must be
compared in term of correlation with the objective scores. These objective scores are
computed from the values generated by the objective measure, using a non linear func-
tion according to the Video Quality Expert Group (VQEG) Phase I FR-TV [12]. Here,
we use a four parameters logistic function.

logistic(γ,Q) =
γ1 − γ2

1+ e−(D−γ3
γ4

)
+ γ2 (11)

where γ = (γ1,γ2,γ3,γ4).
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Thus, the predicted MOS is given by :

MOSp = logistic(γ,Q) (12)

Once the nonlinear mapping is achieved, we obtain the predicted objective quality
scores. To compare the subjective and objective quality scores, several metrics were
introduced by the VQEG. In our study, we compute the correlation coefficient to evalu-
ate the accuracy prediction and the Rank order coefficient to evaluate the monotonicity
prediction. Table 1 shows the results for the Cornell VCL A-57 dataset.

Table 1. Performance evaluation for the proposed measure using Cornell VCL A-57 dataset

Dataset FLT JPG JP2 DCQ BLR NOZ All
Correlation Coefficient

Proposed 0.71 0.96 0.83 0.95 0.91 0.86 0.70
DNT 0.76 0.91 0.81 0.90 0.93 0.99 0.66

Method in [13] 0.49 0.85 0.78 0.93 0.76 0.62 0.31
PSNR 0.91 0.70 0.79 0.56 0.59 0.93 0.63

MSSIM 0.92 0.91 0.87 0.94 0.79 0.88 0.72
Rank-Order Correlation Coefficient

Proposed 0.46 0.96 0.81 0.90 0.90 0.80 0.74
DNT 0.50 0.76 0.80 0.66 0.80 0.98 0.70

Method in [13] 0.10 0.76 0.53 0.80 0.66 0.73 0.29
PSNR 0.90 0.63 0.80 0.50 0.46 0.95 0.62

MSSIM 0.96 0.93 0.86 0.96 0.90 0.91 0.78

As we can see, results reported in table. 1 concern the proposed measure as well as
some FR and RR methods. In comparison with RR methods, the proposed measure out-
performs the DNT-based methods for JPG, JP2 and DCQ distortions, and the method in
[13] for JPG, JP2, DCQ, BLR and NOZ distortions. The proposed measure outperforms
also the PSNR for JPG, JP2, DCQ and BLR distortions, and MSSIM [14]for JPG, DCQ
and BLR distortions. However, the proposed measure fails for the FLT distortion.

6 Conclusion

In this paper we have introduced a RR measure in the tetrolet domain. The GSM model
was used to characterize the dependencies between tetrolet coefficients. We have pro-
posed the Weibull distribution to model the multiplier of the GSM model, this leads
to a new joint distribution. Assuming the independence between GSM components we
have derived a closed expression of the KLD for the propose joint distribution. Signifi-
cant improvements were remarked for the proposed measure when it was tested on the
Cornell VCL-A57 dataset.
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Abstract. The effectiveness of modern video surveillance systems critically de-
pends on camera image quality and human operators’ reactivity. In this paper we
present a door access event detection application in the context of a reactive smart
surveillance system, which automatically notifies in real time the occurrence of
events to registered users, through SMS alerts. The system utilizes two fixed IP
cameras and a high resolution PTZ camera to acquire high quality images of the
face of people entering the room. System users can access a web-based interface
to review the event details, along with a short video clip and the high quality
face images acquired. Experimental results demonstrate that the final system al-
lows the PTZ camera to automatically acquire high-resolution images of faces
and deliver them to system operators in real time.

1 Introduction

CCTV is not always as effective as expected, due to two important issues, namely (i) im-
age quality and (ii) reactivity of the surveillance personnel in spotting events of interest.
To address these issues, digital video surveillance systems are beginning to incorporate
megapixel IP cameras, which can deliver high quality images over IP networks, at high
frame rate. Secondly, smart technologies can be used to analyze the video feeds and
detect events of interest in real time for effective use. In smart surveillance systems [1],
video analytics, which is the semantic analysis of video data through signal and image
processing techniques, is used to extract and process only the relevant information, to
reduce both processing time and storage space.

The main contribution of this paper is the incorporation of a door access event de-
tection application in the context of the reactive smart surveillance system described
in [2]. In particular the proposed system can automatically detect and record faces of
people entering a room, and notify the door access events in real time to registered
users, through SMS alerts. Two low resolution IP cameras are used to obtain the 3D
location of the object of interest, which is the face of people entering the room, with
stereo matching techniques [3]. Such positional information is passed to a high reso-
lution pan-tilt-zoom (PTZ) camera to locate the detected face and acquire high quality
images of it. The presented system builds on the work in [4]. However, the system in [4]
only focused on static objects, while the surveillance system proposed in this paper is
integrated within a door access monitoring framework, wherein it can detect and record

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 459–467, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. System design with two IP cameras and a PTZ camera

moving objects, such as the faces of people entering the room. The remainder of the
paper is organized as follows. Section 2 gives a brief overview of the system architec-
ture. Section 3 provides a detailed description of the system camera processor. Section
4 contains experimental results and discussion, while section 5 concludes the paper.

2 System Architecture

A block diagram of the overall reactive smart surveillance system is depicted in Fig. 1.
The system hardware includes two 1.3 megapixel Arecont AV1300 fixed IP cameras,
and a 5 megapixel ACTi IP Speed Dome (CAM-6510) PTZ camera. The system soft-
ware components are: one camera processor, which analyzes the input video feeds; a
web server and associated database to store details of the detected events; a helper ap-
plication which saves event data received from the camera processor into the database
and sends SMS alerts to registered users. The camera processor is implemented in Mat-
lab, Java and C, and it includes the video analytics algorithms, the PTZ controller and
the event notification block. The two IP cameras are set up in a stereo configuration and
have the door in their field of view. When the door opens, the IP cameras acquire real
time images from two different angles. Such images are combined to produce stereo
vision and compute the 3D location of the object of interest, i.e. the face of the person
entering. This information is fed to the PTZ controller, which pans and tilts the PTZ
camera to point at the targeted face and acquire a high resolution image of it. The door
access event is also notified in real time to registered users, through SMS alerts.

3 Camera Processor Description

3.1 Door Open Detection

The main objective of this block is to detect in each new frame whether the door is
open or closed. Door open detection is performed only on the left image, for simplicity.
Since the two IP cameras are fixed, it is reasonable to select a region of interest (ROI)
for the door in the W ×H image, either manually or automatically [5], as shown in Fig.
2(a), with x0, x1, y0 and y1 being the horizontal and vertical coordinates of the ROI.
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Fig. 2. Door open detection. (a) 2M × M binary mask applied to the door image; (b) Behaviour
of the sum Si in both ‘door open’ and ‘door closed’ images.

The vertical side of the ROI where the hinges of the door are, is identified as ‘hinge
side’, while the other vertical side is identified as ‘free side’. In order to detect whether
the door is open in the ith frame, a 2M × M binary mask as in Fig. 2(a) is overlapped
across the ‘free side’ at the top, in position Pref = (x1 − M, y0), so that no object
can ever occlude this part of the ROI. In usual video surveillance setups, cameras are
mounted from the ceiling or at the very top of side walls, therefore the line of sight
between camera and top edge of the door is never occluded. The pixel values in the
binary mask are multiplied with the corresponding pixel values in the ith frame and
summed together to obtain the sum Si at position Pref . As an experiment, if the binary
mask scans the ‘door closed’ and ‘door open’ images horizontally, with its position
going from P1 = (x1 − 3M, y0) to P2 = (x1 + 3M, y0), the graph in Fig. 2(b) is
obtained. It is possible to see that in position Pref the sum Si can assume two very
different values Sopen and Sclosed, when the door is respectively open and closed. The
only assumption here is that the door, the wall beside it and the background behind it
do not all have the same colour. This suggests that a threshold χ can be set as χ =
|Sopen − Sclosed|/2. For the ith frame, Si is computed and if |Si − Sclosed| > χ, then
the door is considered to be open and the face detection algorithm is run. The presented
door open detector is simple and fast and it can be seen as an improved motion detector
that works on the underlying image structure: in a conventional motion detector, the
pixel-wise difference between frames is thresholded to detect motion; in the proposed
detector, the strength of the vertical edge on the door ‘free side’ is analyzed instead.
Therefore, while a conventional motion detector could also be triggered by shadows
and light changes, the presented door open detector is triggered only when the door is
actually open, i.e. the strength of the vertical edge on its ‘free side’ varies.

3.2 Face Detection

There are four stages in the face detection step: skin colour segmentation, morpho-
logical processing, bounding rectangle forming and SVM classification. The obvious
advantages of skin colour segmentation are fast processing and high robustness to geo-
metric variation of head pose and orientation. For this purpose three colour spaces have
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been employed: RGB, YCbCr and HSV. These three colour spaces are widely used in
skin detection research [6, 7, 8, 9]. RGB is the most used one, although it is not very
robust to light changes. Therefore Kovac et al. [7] used gray world method as an adap-
tation technique, to correct the images before applying skin detection. To adapt to light
changes, Pai et al. [8] modulated the range of YCbCr skin colour distribution. The last
colour space, i.e. HSV, represents colours in terms of depth, purity and brightness [6,9].
From these three colour spaces, a combination rule for segmentation is formulated as in
(1), to overcome sensitivity to illumination changes, ethnicity skin colour and different
characteristics of cameras.

if (r > 95 ∧ g > 40 ∧ b > 20)
∧ ((max (r, g, b) − min (r, g, b)) > 15)
∧ (|r − g| > 15) ∧ (r > g) ∧ (r > b)
∧ (140 < cb < 195) ∧ (140 < cr < 165)
∧ (0.01 < hue < 0.1)

then (selected pixel is skin)

(1)

To obtain well segmented skin regions, mathematical morphology is used to remove
noise and fill small holes. Bounding rectangles are formed by using the connected com-
ponents labeling operator. Each bounding rectangle is then examined in terms of size
and pattern. The pattern shape describes whether the rectangle bounds a face or a non-
face object, and it is measured by the width-to-height ratio of the rectangle defined as:

0.83 <
width

height
< 1.27 (2)

The range values in (2) are obtained from experiments carried out on 98 images con-
taining 561 faces. Fig. 3(a) shows example of experimental results after skin colour
segmentation and rectangle bounding formation. In these images, the rectangles bound
all the regions segmented as skin. Rectangles that are too small or do not comply with
(2) are discarded, as in Fig. 3(b). The remaining bounding rectangles are then classified
as whether containing face or non face by using SVM on horizontal projection features.
The horizontal projection of a face has a distinctive pattern, which is used as features
for SVM training and classification. Fig. 4 shows three different poses of face, with
horizontal projection profiles of eyes, nose and mouth. The values of peak and valley
projected by the horizontal profile are used as features to differentiate between face and
non-face objects. For this purpose, the image regions included in the remaining bound-
ing rectangles are converted to gray scale. However, due to noise, such regions project
an indistinctive horizontal graph projection, from which it is difficult to extract features.
Therefore a Gaussian filter is employed to smoothen such face candidate regions. These
smoothened regions are finally classified using SVM. Face regions in output from the
SVM classifier in the left image are then processed in the stereo matching step, to find
their corresponding regions in the right image.

3.3 Stereo Matching and 3D Location Estimation

Stereo matching determines which parts of the left and right images correspond to the
same scene element. The central block from the detected human face in the left image
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(a) (b)

Fig. 3. Experimental results after skin colour segmentation and rectangle bounding formation

Fig. 4. The horizontal projection profile of three faces

is taken as a reference and compared with blocks in a search area in the right image.
The block size is constrained to ψ × ψ pixels, while the size of the search area is of
ξ × ξ pixels. The actual values of ψ and ξ depend on the application and also on the
stereo camera setup. In the proposed system these values are ψ = 32 and ξ = 128. The
matching between blocks in the left and right cameras is determined by the value of a
cost function. Here, any matching measure could be used; however for low computation,
we use the Sum of Absolute Differences (SAD). Minimizing the SAD measure gives
the position in the right image of the best match for the reference block selected in
the left image. To calculate the accurate 3D location of the detected human face, basic
geometry rules are used. The simplest geometry of stereo video system consists of two
parallel cameras with horizontal displacement, i.e. along the X axes, as shown in Fig. 5.
Such geometry is derived from the pinhole camera model [10] and the same horizontal
line is referred to as epipolar line. The symbol f is the focal length of the camera lens
and B is the baseline distance, i.e. the distance between the two camera optical centres.
If OL = (UL, VL) and OR = (UR, VR) are the projections in the left and right images,
relative to the respective camera centre points, of the 3D point PL, as illustrated in Fig.
5, it holds VL = VR and the disparity of the stereo images is obtained as difference
between UL and UR:

d = UL − UR =
(

f
xL

zP
− f

xR

zP

)
=

(
f

xL

zP
− f

xL − B

zP

)
(3)

The location of correct projections of the same point P on the two image planes can
determine the exact depth of P in the real world. From (3), the depth zP of the point
P is computed as zP = (fB)/d. Therefore, the equations used to calculate the exact
location P = (xP , yP , zP ) of the target object are:

xP =
BxL

d
, yP =

ByL

d
, zP =

Bf

d
(4)
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Fig. 5. Stereo camera configuration

3.4 PTZ Controller

The PTZ controller module deals with the PTZ hardware, firmware and communication
protocols. First, it applies a homogeneous transformation to compute the 3D location
PP T Z = (xP T Z , yP T Z , zP T Z) of the target with respect to the PTZ. If T is a trans-
formation matrix that transforms from the stereo cameras coordinate frame to the PTZ
coordinate frame, the location PP T Z is computed as:

[xP T Z , yP T Z , zP T Z , 1]T = T [xP , yP , zP , 1]T (5)

The PTZ controller converts the target location PP T Z into pan and tilt angles, and zoom
factor for the PTZ. These values are incorporated into commands for the PTZ, in the
form of standard HTTP requests, over the network. The panning angle θ and the tilting
angle β are calculated as:

θ = tan−1
(

zP T Z

D − xP T Z

)
(6)

β = tan−1

⎛
⎝ yP T Z√

(D − xP T Z)2 + z2
P T Z

⎞
⎠ (7)

where D is the distance between IP cameras and PTZ along the X axes. The zoom ratio
instead is proportional to the Euclidean distance between PTZ camera and target object.

3.5 Event Notification

When the door is detected as open as described in section 3.1, a timer is started and after
10s a door access event is triggered. At this point a low frame rate (2 − 5fps) video clip
of the past 10s is created and asynchronously sent to the helper application, along with
event details, such as time, date and camera ID. The helper application saves the event
data in the web server database and issues an SMS alert to a list of pre-registered users,
who can access the remote interface, to review event details and short video clip in real
time, along with the high resolution face images recorded by the PTZ camera. The time
delay before triggering a door access event is needed to make sure that the short video
clip includes also images of the actual person entering the room. Within such interval,
no other events are triggered. This is to prevent events from being triggered at every
frame. However, if the door stays open for more than 10s, the timer is started again and
a new event is triggered when the timer expires again.
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(a) (b) (c)

Fig. 6. Visual results. (a) left image; (b) right image; (c) high resolution image from the PTZ.

Table 1. Mean and standard deviation
of absolute differences

Axes X Y Z

μ 0.047m 0.099m 0.357m

σ 0.027m 0.011m 0.077m

Table 2. Average execution times

Operation μ σ

Acquisition 0.090s 0.004s

Face detection 0.032s 0.002s

Stereo matching 0.028s 0.001s

Location estimation 0.001s 0.000s

4 Results and Discussion

Fig. 6 shows results of the face detection and high resolution face image acquisition.
Fig. 6(a) and (b) are the left and right camera views and they are in the same epipolar
line. The searching area is minimized to the door mask region only, instead of all the
pixel images. With this approach, the execution of stereo matching and face detection
is faster. The distance between IP cameras and the target in Fig. 6 is 4m. The face
detection algorithm was tested with the CMU face colour images database [11], which
contains a variety of faces in normal room lighting conditions. 346 face images with
a variety of skin colour tones and different facial poses were used. The face detection
described in this paper correctly detected human faces in 327 images (94.5%), with 19
images (5.5%) erroneously detected. The main cause of the errors was due to pieces of
clothing classified as skin.

The face detection result is processed in the block matching and 3D location estima-
tion steps, to obtain the depth and location of the targeted object. With this information,
the coordinates of the object are calculated and transmitted to PTZ camera controller.
The coordinates are converted into pan and tilt angles for the PTZ. The PTZ camera cap-
tures the targeted object as shown in Fig. 6(c), where the distance between object and
PTZ camera is calculated as 8.13m. The object detected with the PTZ can be tracked
and images of it are recorded automatically. The system has been developed and tested
using different test vectors, by placing the cameras at different locations with respect
to the PTZ, and with different people as target. The PTZ response upon changes of the
coordinates has been found to be quick.

For the location estimation test, the system is fed with the 22 sets of stereo images,
to evaluate the accuracy of the target location estimated by the proposed system, with
respect to the exact target location in the 3D space. The error between each set of
estimated and exact locations is computed as Euclidean distance. Table 1 shows means



466 G. Di Caterina et al.

μ and standard deviations σ of the absolute differences between exact and estimated
values, for each coordinate axis. The error in X and Y coordinates are very small,
while the error in Z coordinate is slightly higher.

The mean and standard deviation profile of the recorded execution times are pre-
sented in Table 2. The results show that face detection, stereo matching and location
estimation steps accounts for less than 50% of the total execution time of 133ms. The
high image acquisition time is due to the transmission of both left and right images over
the network, from the IP cameras. The average frame rate is about 8fps. It is expected
that an implementation on a dedicated DSP board would significantly speed up the total
execution time.

5 Conclusion

A fully automated reactive smart surveillance system using stereo images has been
designed and developed. It automatically detects door access events and uses multiple
cameras to localize and zoom in on the faces of people entering the room, to acquire
high resolution images of them. System features include door detection, face detection,
high quality face image acquisition and real time notification to registered users. The
overall system makes extensive use of IP technologies, to ensure communication among
components and remote availability of the system resources, such as IP cameras, event
database and user front-end. Despite its simplicity, the proposed system performs well
and it is suitable for real time execution. As future work, the presented video analytics
algorithms will be ported to a DSP board for fast ‘in-camera’ processing.
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Abstract. Omnidirectional vision is one of emerging areas of research.
Omnidirectional images offer a large field of view compared to conven-
tional perspectives images. However, these images contain important dis-
tortions, and classical optical flow estimation are thus not appropriate.
In this paper, we propose to estimate optical flow on omnidirectional
images using a phase based method which proved its robustness and its
accuracy on the perspective images. We will adapt different treatments
that this method involve in order to take into account the nature of
omnidirectional images.

Keywords: optical flow, omnidirectional vision, phase based methods,
component velocity, Gabor filters.

1 Introduction

A fundamental problem in images processing is the computation of optical flow
[1]. Optical flow is the distribution of apparent velocities of movement of bright-
ness patterns in an image [2]. The information given by the optical flow can
be used in many applications [3] such as object detection and tracking [4][5],
robot navigation [6], video surveillance [7], ego-motion estimation [8]or visual
odometry [9]. To estimate the optical flow there are several methods. A selec-
tion of those methods was tested and compared in [10] and grouped in four
different classes: differential methods [11][12][2], phase-based methods [13][14],
region-based methods [15] and energy based methods [16][17]. In optical flow
estimation, Phase based methods are among techniques which proved their ro-
bustness and their accuracy [10]. Those techniques were introduced the first
time by Fleet and Jepson [13]. Their method is based on the assumption that
the level contours of constant phase provide a good approximation to the motion
field [13].They propose to use spatiotemporal filters to decompose the image se-
quence according to scale and orientation [10], and then normal components of
2D velocity are calculated at each location in the different filters outputs. Fi-
nally, the full velocity is estimated by integrating all reliable normal components.
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Based on this approach, Gautama et al [18] introduced a new technique based on
spatial filters instead of spatiotemporal ones. They consider phase nonlinearity
as a criterion of reliability instead instability [18].

In this paper, we will adapt this last approach to omnidirectional images. The
remainder of the paper is as follows: in the next section we present the phase-
based approach proposed by Gautama et al to estimate the optical flow when
using perspective images. Then, in section 3, we describe how to adapt this
approach to estimate optical flow on omnidirectional images. Section 4 shows
experiment results. We present our conclusions in section 5.

2 Phase Based Method for Optical Flow Estimation

The phase-based technique proposed by Gautama et al [18] uses a set of 2D
complex filters to extract spatial phase. Then, temporal phase gradient is esti-
mated at every position in image sequence and a reliability measure is applied to
determine valid component velocities. These component velocities are thereafter
combined to generate the optical flow field.

2.1 Filters Setting

To extract the phase in [18] Gabor filters are used to proceed to the multichannel
decomposition. Gabor filter’s impulse response is given by :

G(x) =
1

2πσ
e

−|x|2
σ2 ei2πf (1)

With x = (x, y) is the pixel position,f = (fx, fy) are center frequencies which
define filter orientation θ, and σ is the standard deviation of the elliptical Gaus-
sian which defines scale parameter. Once an image I(x) is filtered by such filter,
the response is given by:

R(x) = I(x) ∗G(x)

= ρ(x)eiφ(x) (2)

ρ(x) and φ(x) are respectively the amplitude and the phase component of the
image convolved with the Gabor filter.

2.2 Optical Flow Estimation

Starting from the hypothesis that surfaces of constant phase provides a good ap-
proximation to the motion field [13], we can deduce the phase gradient constraint
equation. Indeed, such surfaces satisfy:

φ(x, t) = c (3)

Differentiating this equation with respect to t yields:

∇φ.V+
∂φ

∂t
= 0 (4)
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Where ∇φ is the spatial phase gradient, ∂φ
∂t the temporal phase gradient and

V = (vx, vy) is the velocity vector. As in the brightness constancy equation, the
aperture problem appears also in the phase gradient constraint equation. In fact,
we can estimate only the velocity component in the direction of the spatial phase
gradient Vc. Equation (4) yields :

(∇φ.V)
∇φ

|∇φ| = −∂φ

∂t

∇φ

|∇φ| (5)

Given that:

Vc = (V.
∇φ

|∇φ| )
∇φ

|∇φ| (6)

This gives:

V.∇φ =
Vc

∇φ
|∇φ|2 (7)

Upon substituting equation (7), equation (5) become :

Vc = −∂φ

∂t

∇φ

|∇φ|2 (8)

The spatial phase gradient ∇φ = (∂φ∂x ,
∂φ
∂y ) can be substituted with the local

instantaneous frequency (2πfx, 2πfy)[19] :

Vc (x, y) = −∂φ

∂t

1

2π
(
f2

x + fy
2
) (fx, fy) (9)

The temporal phase gradient ∂φ
∂t is obtained from the temporal evolution of the

phase by a accomplishing a linear regression in the least-squares sense [19][20]
on the next equation:

φ (x, t) = c+
∂φ

∂t
t (10)

Note that the phase is unwrapped along the image sequence to deal with the
phase periodicity. To determine the reliability of each component velocity, we
calculate the mean squared error:

MSE =

∑
t (Δφ (x, t))

2

N
(11)

Where N is the number of images and Δφ(x, t) = (c+ ∂φ
∂t (x, t).t)− φ(x, t)

Thereafter, valid component velocities are combined to estimate the full velocity:

V ∗ (x) = argmin
∑(

‖Vc,i(x)‖ − V (x, t)T
Vc,i(x)

‖Vc,i(x)‖
)2

(12)

Where Vc,i is the component velocity at pixel x corresponding to the ith filter.
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3 Optical Flow in Omnidirectional Images

Omnidirectional images offer a large field of view compared to conventional
perspectives images, although they are distorted due to the non-linear projection
of the scene points in the image [3]. Consequently calculating optical flow on
such images in the same way as on perspectives images will lead to mistaken
results. One of the most used techniques to avoid this problem is to project
omnidirectional images on the sphere and using image processing in that new
domain.

3.1 Projection on the Sphere

The equivalence between the catadioptric projection and the projection on the
sphere has been proved by Geyer and Daniilidis [21]. In their work, they have
presented a unifying theory for central panoramic systems. This equivalence is
shown in Fig. 1.

Fig. 1. Equivalence between the catadioptric projection and the two-step mapping via
the sphere

The 3D point Pw (Xw, Yw, Zw) is first projected in the mirror on a point
Pm (Xm, Ym, Zm), then reflected to the image plane on a point Pi (x, y) ,such
that it is parallel to the optical axis.
Let Ps (Xs, Ys, Zs) = Ps (θ, ϕ) be the equivalent point on the unit sphere. The
Cartesian coordinates of this point are given by :⎧⎪⎨⎪⎩

Xs = sin θ cosϕ

Ys = sin θ sinϕ

Zs = cos θ

(13)

The stereographic projection of Ps on the image plane yields point Pi (x, y) given
by: {

x = Xs

1−Zs

y = Ys

1−Zs

(14)
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By combining Equations (12) and (13) we obtain the spherical coordinates of
point Pi: {

x = cot θ
2 cosϕ

y = cot θ
2 sinϕ

(15)

3.2 Optical Flow on the Sphere

To adapt the phase based method to omnidirectional images, we need to refor-
mulate the phase gradient constraint equation in the sphere. Let φs (θ, ϕ) be

the spherical phase in the unit sphere, and ∇φs =
(

∂φs

∂θ , 1
sin θ

∂φs

∂ϕ

)
the spatial

phase gradient on the sphere, the phase gradient constraint given in equation
(4) becomes :

1

sin θ

∂φs

∂ϕ
Vϕ +

∂φs

∂θ
Vθ +

∂φs

∂t
= 0 (16)

Where (Vθ, V ϕ) are the components of the flow vector in the tangential coor-
dinates system. As for perspective images this equation provides only normal
velocity component:

Vc(θ, ϕ) = −∂φs

∂t

∇φs

|∇φs|2
(17)

4 Experiment and Results

To test our approach we use real sequences of omnidirectional images, and we
compared it to the classical phase based method proposed by Gautama [18].
To extract phase we used a filterbank consisting of spherical Morlet wavelets
[22], tuned at the same orientations as in Gautama method. The sequences are
captured using a catadioptric camera embedded on a mobile robot as shown in
Fig. 2.

The resolution of our images is 1280*960 pixel and the intrinsic parameters
are: αu = 243, αv = 236 and h = 0.86.

We estimate the optical flow for two different motions kinds : a rotation of
the camera around the Z-axis as shown in Fig. 3 , and object movement in the
scene with a fixed camera as shown in Fig. 4. Since in the case of real images
we do not have the ground truth, we will just present the 2D motion fields that
illustrated the amelioration given by our adapted method.

In Fig. 3, the image on the bottom left represents the optical flow obtained
by applying Gautama approach without adaptation on the omnidirectional se-
quence corresponding to rotation. Overall, the optical flow field is correct with
some minor irregularities. The image on the bottom right represents the optical
flow obtained by applying our adapted method. This optical flow field is much
better and more regular than the first one.
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Fig. 2. Top: omnidirectional sensor embedded on a mobile robot. Bottom: omnidirec-
tional image.

Fig. 3. Top: a sequence depicting a rotation. Bottom: optical flow obtained using clas-
sical Gautama method (Left) and using our approach (right).
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Fig. 4 shows, on the bottom left, the optical flow obtained by applying Gau-
tama approach without adaptation on the omnidirectional sequence correspond-
ing to the object movement. This image shows an optical flow field who doesn’t
reflect the real motion on the sequence, and therefore a wrong one. On the other
side the optical flow obtained by applying our adapted method is much closer
to the real movement in the left of scene.

Fig. 4. Top: a sequence depicting an object movement. Bottom: optical flow obtained
using classical Gautama method (Left) and using our approach (right).

5 Conclusion

Omnidirectional images are rich in information since they depict almost the
whole scene. Unfortunately, they include severe distortions. That is why classical
methods used to estimate the optical flow that work for perspectives images
need to be adapted for omnidirectional ones. In this paper we have proposed an
adaptation to a phase based method proposed by Gautama [18] which is one of
the most robust optical flow methods. We applied our approach in real images
and we compared it to the classical Gautama method. The comparison shows
that our adapted Gautama method provides a correct local motion fields.
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Abstract. This paper describes a color image compression technique
based on Discrete Wavelet Transform (DWT) and Genetic Algorithm
(GA). High degree of correlation between the RGB planes of a color
image is reduced by transforming them to more suitable space by using
the GA. This GA would enable us to find T1T2T3 representation, in
which T1 energy is more maximized than that of T2 and T3.

The result of the proposed method is compared with previous similar
published methods and the former is found superior in terms of quality
of the reconstructed image.

Further, proposed method is efficient in compression ability and fast
in implementation.

Keywords: Color image compression, Color space, Discrete wavelet
transform, Arithmetic encoder, Two-role encoder, Genetic algorithm.

1 Introduction

Compression/coding of digital image is done by detecting and removing redun-
dant information from the image. Image compression algorithm consists of two
basic categories:

Methods of the first category are called direct image compression[1], [2] meth-
ods which are applied directly on the samples of an image in the spatial domain.
Block Truncation Coding (BTC) and vector quantization are two widely used
spatial domain compression techniques [3].

The second category contains methods called transformmethods [1], [7], which
transform the image to frequency representations suitable for detecting and re-
moving redundancies, such as Discrete Fourier Transform (DFT) [1], Discrete
Cosine Transform (DCT) [2], [8]and Discrete Wavelet transform (DWT)[12].

Of all the transform methods, the wavelet transform achieves better energy
compaction than the DCT and hence can help in providing better compression
for the same Peak Signal to Noise Ratio (PSNR).

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 476–484, 2012.
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A comparative study of DCT and wavelet based image coding can be found
in [2].

In this paper, we propose a new color image compression method based on
DWT and an appropriate GA [13], [14]. The RGB system color representation
is the most commonly used in computer graphics. In fact, there are an infinite
number of possible color spaces instead of this common RGB channels. Many of
these other color spaces are derived by applying linear functions of R, G, B.

Recently, Douak et al.[4] proposed a color image compression algorithm based
on the DCT transform and the RGB to YCbCr transformation. However, in our
proposed approach we move from the RGB space to more suitable space for each
image, by using an appropriate GA. This suitable space is referred to as T1T2T3.

Indeed, our GA would enable us to find these T1T2T3 color space, in which T1

energy is more maximized than that of T2 and T3. This allows a more effective
compression because the information is condensed in the plan T1. Thus, compress
T2 and T3 more effectively .

In the remaining of this paper, the proposed method is referred to as GA-
DWT based compression approach.

The rest of this paper is organized as follows.
Section 2 presents fundamental and methodological concepts needed in this

work, and describes the performance criteria used to elaborate the GA-DWT
based compression approach. Section 3 gives more details to explain the GA-
DWT based compression approach. Section 4 presents and discusses some ex-
perimental results. Section 5 gives a general conclusion and some ideas for future
research.

2 Basic Concepts

2.1 Genetic Algorithm

A GA (see [13] and [14]) is a probabilistic research algorithm that mimics the
process of natural evolution. This heuristic is routinely used to generate useful
solutions to search problems such as image compression [15], [16]. GAs, which
generate solutions to optimization problems using methods inspired by inheri-
tance, mutation, selection, and crossover.
In this paper, using the GA to find the T1T2T3 color space, bearing in mind
that T1 represents the luminance; T2 and T3 represent the chrominance as:

T1 = a11 × R+ a12 ×G+ a13 × B .

T2 = a21 × R+ a22 ×G+ a23 × B .

T3 = a31 × R+ a32 ×G+ a33 × B .

(1)

To solve the problem, we must find a = aij that maximizes the energy in T1

than that of the two other channels T2 and T3.
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GA processes:
Figure 1 shows the GA scheme used in this approach.

Fig. 1. The GA scheme

1. Generate Initial Population: create real-valued initial population of chromo-
somes. A chromosome in our algorithm is constituted by nine genes and
each gene is encoded as a real number. Figure 2 shows our chromosome
representation.

Fig. 2. The chromosome codification

2. Objective function: is used to calculate the effectiveness of each chromosome.
For a more complete review, see [15].

We define T1SE, T2SE, and T3SE, respectively, as T1, T2, T3 space energy
and TET1T2T3 express the total energy. Their definitions are:

T1SE = 100×
∑N−1

i=0

∑M−1
j=0 T1

2
ij

TET1T2T3

. (2)

T2SE = 100×
∑N−1

i=0

∑M−1
j=0 T2

2
ij

TET1T2T3

. (3)

T3SE = 100×
∑N−1

i=0

∑M−1
j=0 T3

2
ij

TET1T2T3

. (4)

TET1T2T3 =
N−1∑
i=0

M−1∑
j=0

T1
2 +

N−1∑
i=0

M−1∑
j=0

T2
2 +

N−1∑
i=0

M−1∑
j=0

T3
2 . (5)
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f = T1SE− (T2SE + T3SE) . (6)

The problem is to maximize f .

3. Genetic Operators:
(a) Recombination (crossover): The crossover is the operator that exchanges

genetic material between two individuals by selecting a point at which
pieces of the parents are swapped in order to generate two new individu-
als [15]. In our implementation we use high-level recombination operator
(recombin) [19].

(b) Mutation: Mutation operator modifies the chromosome genes randomly
according to the mutation probability. We use real-value mutation (mut-
bga) [19] .

(c) The parameters of the algorithm: The behavior of the GA can be con-
trolled using many initial conditions and parameters. The various pa-
rameters of GA are shown in Table 1.

Table 1. Genetic algorithm parameters

Parameter Value

Population Size 50
Maximum generations 20
Crossover probability 0.8
Mutation probability 0.1

2.2 Discrete Wavelet Transform

The DWT (see [10] and [8]) is applied independently to the image components
and decorrelates the image into different scale sizes, preserving much of its spatial
correlation. A one-dimensional (1-D) DWT consists of a low (L) and high (H)
pass filter splitting a line of pixels into two lines of half the size. Application of
the filters to two-dimensional (2-D) images in horizontal and vertical directions
produces four subbands (LL, LH, HL, and HH). The LL subband is a lower
resolution representation of the original image, and the missing details are filtered
into the remaining subbands. The subbands contain the horizontal (LH), vertical
(HL), and diagonal (HH) edges on the scale size defined by the wavelet.

2.3 Performances Criterion

The performances of compression technique are based on two widely used essen-
tial criteria, the compression ratio, and the quality of the reconstructed image.
Here, compression ratio is measured in terms of Bits Per Pixel (bpp) and the
image quality in terms of PSNR [3]. The bpp is given by:

bpp =
size of compressed image in bits

number of pixels
. (7)
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The PSNR is given by [3]:

PSNR = 10× log10

(
2552 × 3

MSE(R) +MSE(G) +MSE(B)

)
. (8)

3 GA-DWT Based Compression Approach

The different steps of transformation, compression and decompression are sum-
marized in Fig.3 .

Fig. 3. The process of compression

3.1 GA-DWT Based Compression Phase

In this phase, the proposed GA-DWT based compression technique is built
around several steps. Each step will be explained in more details as follows:

1. Genetic Algorithm: we use the GA to find the T1T2T3 color space. T1 rep-
resents luminance information and T2, T3 are chrominance information.

2. RGB to T1T2T3 transformation: The reason of this process is that most
of the image energy lies within T1 component and also human eye is more
sensitive towards luminance change than color changes. So is good to work
in T1T2T3 domain and to treat these three components separately.
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3. DWT procedure: In this step, the process applies the DWT on the original
image up to three levels in order to obtain the vector of wavelet coefficients.
We note that we used mother wave bior4.4 detailed in [10].

4. Thresholding: simply, if the absolute values of NonZero Wavelet Coefficients
(NZWC) are less than a given THreshold (TH), these coefficients are elimi-
nated.
In this step we employed the bisection algorithm similar to that in [5] to
control the PNSR in advance with a precision of convergence ε (it is chosen
equal to 0.01).

5. Quantification: In this step, the NZWC are quantified by a linear quan-
tification of size Q bits. The objective of this quantification is to reduce
the number of bits necessary to the representation of these coefficients.The
quantification of the NZWC is done according to the formula [5]:

QNZWC =
⌊
1 +

NZWC−NZWCMin

NZWCMax −NZWCMin
× (2Q − 2)

⌋
. (9)

where: ��represents the nearer value, NZWCMin is the minimal value of
NZWC, NZWCMax maximal value of NZWC and Q is the lowest quantizer
resolution.

In this step, every NZWC is quantized to become a Quantified NZWC
(QNZWC) with the lowest possible resolution.

6. The Two Role Encoder (TRE): In this step, the process encodes the quan-
tified coefficients in the zig-zag sequence by lossless encoding TRE [5]. The
QNZWC is coded by a non negative integer of width equal(Q+ 1) bits .

The thresholding step yields to many long run of zeros, each one is replaced
by only one TRE code of (Q + 1) bits. The minimum run of zeros that is
allowed to be coded by a TRE code is 1, the maximum value is 2Q − 1.

7. Arithmetic encoder: The concatenation of all vectors produces a global vector
that is compressed by means of the arithmetic encoder.

3.2 GA-DWT Based Decompression Phase

Decompression is just the inverse process of compression as indicated in Fig. 3.

4 Experimental Results and Performance Comparison

In order to assess and test the robustness and the efficiency of the proposed GA-
DWT based approach, we have used the well-known color images : Airplane,
Peppers, Lena of size 512× 512 for each one and Girl, Couple and House of size
256× 256 for each one.

The results reported in Table 2; show the efficiency in performance of our
GA-DWT based approach in the T1T2T3 color space.

The curves given on the Fig.4 illustrate that the bpp and the PSNR obtained
in the T1T2T3 space are better than of the direct application on the RGB space.
Therefore these results confirm that the T1T2T3 color space is more suitable for
compression.
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Table 2. Performances in the RGB and T1T2T3 space for the different quantizer width

RGB color space T1T2T3 color space

Q 7 bits 8 bits 9 bits 7 bits 8 bits 9 bits

Images PSNR bpp PSNR bpp PSNR bpp PSNR bpp PSNR bpp PSNR bpp

Airplane 30.90 0.83 31.21 0.90 31.51 1.02 31.84 0.57 31.85 0.56 31.74 0.63
Peppers 30.95 0.84 30.87 0.97 30.97 0.95 31.94 0.95 31.94 0.87 31.74 0.97
Lena 32.85 1.08 32.85 1.18 33.00 1.21 33.51 0.81 33.84 0.75 33.15 0.82
Girl 35.75 0.90 35.48 0.96 35.88 1.10 36.25 0.57 35.74 0.56 35.87 0.58
Couple 33.57 1.50 32.87 1.53 33.87 1.72 32.36 0.89 32.90 1.01 33.99 1.12
House 32.27 1.14 32.17 1.25 32.17 1.36 32.87 0.90 32.09 0.93 32.87 1.06
Zelda 31.67 1.21 31.57 1.29 31.57 1.46 32.77 0.89 31.86 0.87 31.96 1.06

Average 32.57 1.07 32.43 1.15 32.71 1.26 33.08 0.80 33.03 0.79 33.05 0.89

(a) (b)

Fig. 4. Performances in the RGB and T1T2T3 space applied for Lena and Girl color
images: (a) Lena, (b) Girl

Figure 5 gives visual and quantitative results of the proposed method.
Comparative results of the recent published algorithms in [3][4] and our pro-

posed algorithm are presented in Table 3.

(a) (b) (c)

Fig. 5. Reconstructed images: (a) Airplane (PSNR= 31.16, bpp= 0.49), (b) Peppers
(PSNR=31.20, bpp =0.83), (c) Lena (PSNR=32.76, bpp=0.66 )
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Table 3, shown clearly that the results of our approach are particularly pow-
erful compared to the CBTC-PF and CDABS.

Table 3. Performances comparison between the proposed method, CDABS and the
CBTC-PF algorithm

Images
Proposed method CDABS [4] CBTC-PF
PNSR bpp PNSR bpp PNSR bpp

Airplane 31.16 0.49 30.38 0.59 30.36 1.04
Peppers 31.20 0.83 30.05 0.80 30.15 1.50
Lena 32.76 0.66 31.97 0.81 31.93 1.17
Cirl 35.90 0.41 35.00 0.45 35.13 0.60
Couple 32.87 0.89 32.28 0.92 32.44 1.00
House 32.10 0.83 31.72 0.82 31.79 1.20
Zelda 31.98 0.76 31.33 0.87 31.31 1.12

Average 32.57 0.69 31.82 0.75 31.87 1.09

5 Conclusion

In this paper, we have proposed a new color image compression method based
on DWT and an appropriate GA. This approach is based on the fact that there
are an infinite number of possible color spaces instead of the RGB channels. The
best of these other color spaces are deriving by using a GA based on the DWT
transform. Indeed, we apply our proposed GA-DWT approach in order to find a
more suitable space referred to as T1T2T3 for each image from the given RGB
image. Thus, this new GA-DWT approach has the ability to build this base
T1T2T3 , which T1 energy is more maximized than that of T2 and T3 , which
permits a more effective compression because the information is concentrated in
the plan T1. Thus, our GA-DWT have the ability to compresses more effectively
T2 and T3 in order to eliminate the intercolor planes correlation.

The evaluation tests and experimental results obtained on different color im-
ages, showed clearly that the T1T2T3 color space is better than RGB in general.
In addition, the obtained results are rather satisfactory compared to the CBTC-
PF and CDABS.

Acknowledgments. The authors thank Mr. Redha Benzid for his original ideas
and encouragement which helped in obtaining the results.
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Mathématiques et systèmes 35, rue Saint Honoré,
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3 Université Mohamed Premier Oujda,

Boulevard Mohamed VI, Oujda, Morocco

Abstract. Real-time implementations of corner detection is crucial as it
is a key ingredient for other image processing kernels like pattern recogni-
tion and motion detection. Indeed, motion detection requires the analysis
of a continuous flow of images, thus a real-time processing implies the
use of highly optimized subroutines. We consider a tiled implementa-
tion of the Harris corner detection algorithm on the CELL processor.
The algorithm is a chain of local operators applied to each pixel and
its periphery. Such a special memory access pattern clearly exacerbates
on the hierarchy transition penalty. In order to reduce the consequent
time overhead, tiling is a commonly considered way. When it comes to
image processing filters, incoming tiles are overdimensioned to include
their neighborhood, necessary to update border pixels. As the volume of
”extra data” depends on the tile shape, we need to find a good tiling
strategy. On the CELL, such investigation is not directly possible with
native DMA routines. We overcome the problem by enhancing the DMA
mechanism to operate with non conventional requests. Based on this ex-
tension, we proceed with experiments on the CELL with a wide range of
tile sizes and shapes, thus trying to confirm our intuition on the optimal
configuration.

Keywords: Accelerator, CELL BE, Harris, image processing, tiling,
DMA.

1 Introduction

The common characteristic of image processing algorithms is the heavy use
of basic operators. Indeed, the typical scheme is a repetitive application of
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linear and local kernels at the pixel level. The fact that each output pixel is
obtained from the corresponding input pixel and it periphery breaks any hope
of regular memory access, thus making it hard to achieve real-time performance
implementations.

The Harris algorithm [4] for corner detection is an interesting case study ap-
plication because it allows various implementation and optimization strategies
[6]. Among these possibilities, tiling [10] is potentially attractive as it can be
considered inside any valid scheduling as a an additional (memory) optimiza-
tion. However, tiling on the CELL cannot be directly implemented because of
data alignment constraints when using native DMA routines. Because of this
constraint, tiles corresponding to contiguous memory region (full row tiles for
instance) are used most of the time. Thus, their is no choice for the tile shape.

Tile shape restriction is particularly frustrating with image processing oper-
ators because either it does not allow the use of a predicted optimal tile shape,
or it acts as a runtime bottleneck. The later could occurs, for instance, with
an image so large that the SPE local store cannot hold three of its entire rows
(one active row plus its top and bottom neighborhoods). Data alignment is an-
other critical requirement. On this paper, we focus on the problem and provide a
seamless effective solution. We study the effect of tiling and report experimental
results driven by theoretical predictions. Our approach is more general for an
accelerated-based computation, we chose CELL BE to illustrate our strategy.

The rest of the paper is organized as follows. The next section presents an
overview of the CELL Broadband Engine. We describe the Harris-Stephens al-
gorithm and some implementation considerations in Section 3. In Section 4, we
discuss about tiling and predict the optimal tile shape. This is followed in Sec-
tion 5 by an outline of the DMA issue when consider general tile shapes and
what we provide to overcome the problem. Section 6 presents and analyses our
experimental result according to our predictions. Section 7 concludes the paper.

2 The CELL Broadband Engine

Designed to provide a real-time processing response and a high-bandwidth net-
work, the CELL [1,5] is a multi-core chip composed of nine processing elements.
One core, the POWER Processing Element (PPE), is a 64-bit Power Architecture
acting as a kind of master. The remaining eight cores, the Synergistic Processing
Elements (SPEs), RISC architecture with SIMD organization with 128-bit vec-
tor registers and 256 KB of local memory, referred to as local store (LS). Each
SPE has a clock speed of 4 Ghz (3.2 Ghz in average), with a peak performance
of 256 GFlops (single precision) and 26 GFlops (double precision). The chip can
handle 128 concurrent transactions to memory per processor. Figure 1 provides
a synthetic view of the CELL architecture [5].
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Fig. 1. Cell Chip Block Diagram

Programming the CELL is mainly a mixture of single instruction multiple data
parallelism, instruction level parallelismand thread-level parallelism.The chipwas
primarily intended for digital image/videoprocessing, butwas immediately consid-
ered for general purpose scientific programming (see [9] for an exhaustive report on
the potential of the CELL BE for several key scientific computing kernels). A spe-
cific consideration for QR factorization is presented in [2]. Nevertheless, exploiting
the capabilities of the CELL in a standard programming context is really challeng-
ing. The programmer has to deal with hardware and software constraints like data
alignment, local store size, double precision penalty, different level of parallelism.
Efficient implementation on the CELL is commonly a conjunction of a good com-
putation/DMA overlap and a heavy use of the SPU intrinsics.

3 The Harris-Stephen Algorithm

Harris and Stephen [4] interest point detection algorithm is an improved variant
of the Moravec corner detector [7], used in computer vision for feature extraction
like motion detection, image matching, tracking, 3D reconstruction and object
recognition. Figure 2 illustrates the use of the algorithm.

Fig. 2. Illustration of the Harris-Stephens procedure
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The algorithm is mainly a succession of local operators implementing a dis-
crete form of an autocorrelation S, given by

S(x, y) =
∑
u,v

w(u, v)[I(x, y) − I(x− u, y − v)]2, (1)

where (x, y) is the location of a pixel with color value I(x, y), and u, v ∈ 1, 2, 3
model the move on each dimension. At a given point (x, y) of the image, the
value of S(x, y) is compared to a suitable threshold, and the decision follows on
the nature of the pixel at (x, y). Roughly speaking, the process is achieved by
applying four discrete operators, namely Sobel (S), Multiplication (M), Gauss
(G), and Coarsity (C). Figure 3 displays an overview of the global workflow.

Fig. 3. Harris algorithm diagram

Multiplication and Coarsity are point to point operators, while Sobel and
Gauss, which approximate the first and second derivatives, are 9 → 1 or 3 × 3
operators defined by

Sx =
1

8

⎛⎝−1 0 1
−2 0 2
−1 0 1

⎞⎠ Sy = 1
8

⎛⎝−1 −2 −1
0 0 0
1 2 1

⎞⎠ (2)

G =
1

16

⎛⎝1 2 1
2 4 2
1 2 1

⎞⎠ (3)

Applying a 3 × 3 operator to a given pixel (x, y) consists in a point-to-point
multiplication of the corresponding 3× 3 matrix by the following pixels matrix⎛⎝ I(x− 1, y − 1) I(x− 1, y) I(x− 1, y + 1)

I(x, y − 1) I(x, y) I(x, y + 1)
I(x+ 1, y − 1) I(x+ 1, y) I(x+ 1, y + 1)

⎞⎠ (4)

Here comes the notion of border. In order to compute an output pixel O(x, y),
we need the pixel I(x, y) and its immediate periphery. We say the operator is of
depth 1. Operator depth is additive, means that if two operators f and g are of
depth p and q respectively, then the depth of f ◦ g is p+ q. Three problems are
raised by the way operators are applied:
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• accessing the points at the periphery yields an irregular memory access pat-
tern, which is a serious performance issue

• computing two consecutive points involves some reused pixels (those on their
common border). This yields a memory access redundancy, thus another
performance issue

• applying each operator separately implies several read and write operations
on the main memory (same location or not), yet another source of perfor-
mance penalty

There are several ways to deal with the above problems. One way is to fuse
or chain consecutive operators whenever possible. This overcome the repetitive
read/write of the entire image, at the price of data and computation redundancy
(more border pixels), thus should be done under a certain compromise. The
first two issues are well tackled by tiling, which could be considered with fused
operators. Although tiling is a more general technique, we really need a specific
analysis in order to understand how the extra data that covers each incoming
tile affect the global performance when dealing with operator-based algorithms.

4 Tiling Consideration

When applying an operator to a given tile, we need some extra pixels for the
calculation of border pixels. This means that, applying the Sobel operator to a
a × b tile yields a (a − 1) × (b − 1) tile. This aspect is usually referred in the
reverse side, means that we require a (a + k) × (b + k) tile in order to produce
a a × b tile, where k is the depth of the operator. Redundant reads/writes and
computations occur within the border, whose the volume depends on the tile
shape. Indeed, since (a+ k)× (b + k) = ab + k(a+ b) + k2 ≈ ab + k(a+ b), we
see that the volume of the border is k(a + b) for a a × b tile. Here comes the
question about the optimal tile shape for a fixed tile volume (typically derived
from memory constraints). We give the answer in proposition 1.

Proposition 1. The optimal tile shape over the set of tiles with equal volume
is a square tile.

Proof. We need to minimize

M(a, b) = (a+ b)
W ×H

ab
, (5)

where ab = λ (constant). Indeed, W×H
ab is the number of a×b tiles on the W ×H

region, and the border of a a× b tile is proportional to (a+ b). Reporting b = λ
a

in (5) yields

M(a, λ) = (a+
λ

a
)
W ×H

λ
, (6)

and we get
∂M

∂a
= (1− λ

a2
)
W ×H

λ
. (7)

Thus, ∂M
∂a = 0 gives a =

√
λ and then b = λ√

λ
=

√
λ, i.e. a = b.
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This result is important, provided the possibility to use any expected tile shape.
We made this possible by encapsulating the necessary DMA into a single and
generic routine. The result is general, but we need to check it for the case of
the CELL because of the special access to the main memory. We use a scalar
implementation of the operators and consider a full fused form of the Harris-
Stephens algorithm.

5 DMA Issue with Standard Tiles

The problem we want to solve can be stated as follows. Given Mp, a np ×mp

matrix on the main memory, and Ms, a ns ×ms matrix on the local store. We
need to copy the a× b submatrix of Ap located at (ip, jp) into As at the location
(is, js). Figure 4 depicts the task.

Main memory: np = 6, mp = 10, ip = 2, jp = 4
Local store: ns = 5, ms = 7, is = 2, js = 2

a = 3, b = 4

Fig. 4. Generic DMA pattern

Performing the transfer expressed in figure 4 raises number of problems:

• the region to be transfered is not contiguous on memory, thus list DMAs are
used most of the time

• the address of one given row is not aligned, thus the global list DMA is not
possible

• the (address, volume) pair of a row does not match the basic DMA rules
(the above two ones), thus the entire list DMA cannot be carried out

• misalignment could come from both sides (main memory and/or local store)

• the target region on the local store might be out of the container limits

It is important to overcome the above problems at the minimum cost, since the
consequent (pre/post)processing is an overhead for the programmer. To do so,
we encapsulate all necessary (pre/post)processing into a single generic DMA
subroutine. Roughly speaking, we perform either a direct DMA or a list DMA
(one DMA per line of the tile), taking care of the above issues.
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6 Experimental Results

We now proceed to some experimentations. The goal is to validate our implemen-
tation over various tile shapes, and see how close we are regarding our prediction
on the optimal tile shape. Our program runs from the PPE and cooperate with
one SPE. For each image, we chose a fixed tile volume and iterate on various
shapes.

Table 1. Timings on a 512× 512 image

tileh tilew total time(s)

8 512 0.0494

16 256 0.0598

32 128 0.0485

64 64 0.0345

128 32 0.0517

256 16 0.0699

512 8 0.0734

Table 2. Timings on a 2048× 512 image

tileh tilew total time(s)

8 512 0.198

16 256 0.238

32 128 0.187

64 64 0.110

128 32 0.180

256 16 0.218

512 8 0.352

Table 3. Timings on a 1200× 1200
image

tileh tilew total time(s)

5 1200 0.494

10 600 0.360

20 300 0.264

40 150 0.235

80 75 0.183

160 37 0.247

320 18 0.275

Table 4. Timings on a 2048× 2048
image

tileh tilew total time(s)

8 512 0.985

16 256 0.726

32 128 0.643

64 64 0.438

128 32 0.692

256 16 0.866

512 8 1.422

We see that the most squared tile always gives the best global performance.
The difference is marginal with closest shapes, but we should keep in mind that
the typical use of the algorithm is with a flow of images. Our implementation does
not overlap DMA with computations because of memory postprocessing due to
misalignment. For wider images (Figures 3 and 4), we see that the improvement
is more than 50% compared to full row tiles. We emphasize on the extra cost for
managing irregular DMAs, although our implementation seems to perform well.
The main difference between full row tiles and the others is that, for the later,
DMA list is always necessary. Thus, the compromise here is between irregular
DMAs and redundancies. Our experimental results clearly show that it still
advisable to consider tiles with balanced dimensions.
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7 Conclusion

The Harris-Stephens algorithm is a classical procedure in computer vision. From
a programming point of view, it offers a wide range of optimization possibilities,
each of them being appropriate for specific architecture. Since the CELL pro-
cessor suits for image/video processing, investigating on the implementation of
the Harris-Stephens algorithm is quite relevant, having in mind the impact on
a stream processing context. In our work, we consider a tiled implementation
based on a fused version of the algorithm. Using on our implementation of ”ir-
regular” DMAs, we provide a blocked implementation of the algorithm and we
validate the optimal tile shape prediction. For absolute performances, we need to
optimize our implementation of the basic operator (mainly with SPU intrinsics)
and study how to overlap DMAs and computations. Due to the current status
of the CELL BE, we plan to test our method on GPUs, and then consider the
aforementioned issues in a more global context.
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Abstract. Recognizing the writer of a handwritten document has been an active 
research area over the last few years and is at the heart of many applications in 
biometrics, forensics and historical document analysis. In this paper, we present 
a novel approach for text-independent writer recognition from Arabic handwrit-
ten documents. To characterize the handwriting styles of different writers in-
volved in the evaluation of our approach, we have used two texture methods 
based on edge hinge features and run-lengths features. The efficiency of the 
proposed approach is demonstrated experimentally by the classification of 1375 
handwritten documents collected from 275 different Arabic writers. 

Keywords: writer identification, writer verification, run-lengths, edge hinge, 
Arabic handwriting. 

1 Introduction 

Writer recognition based on handwritten documents is a hot and promising research 
topic in the field of pattern recognition due to its various applications; it is a classical 
pattern recognition problem [1]. The classification task in pattern recognition is to 
assign a pattern to one class out of a set of classes. In this paper, a pattern is a sample 
of handwritten text and a class represents a writer. 

Writer recognition is the process of automatically recognizing who is writing on the 
basis of individual information included in handwritten documents. Writer recognition 
refers to two different tasks: Writer identification and writer verification. Writer identi-
fication determines which writer provides a given handwriting form amongst a set of 
known writers. Writer verification consists to decide on two handwritten documents and 
determine if they are written by the same writer or by two different writers. 

Writer recognition approaches can be categorized into two distinct families: text-
dependent approaches and text-independent approaches: In text-dependent approach-
es, the writer must write exactly a predefined or a given text. The text-independent 
writer recognition is a process of identifying or verifying the identity of the writer 
without constraint on the text content. 
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Writer recognition systems are involved in many applications such as biometric 
recognition [2, 3, 4, 5], personalized handwriting recognition systems [6], automatic 
forensic document examination [7], classification of ancient manuscripts [8] and 
smart meeting rooms [9]. That is the reason why many efforts have been made in 
order to improve writer recognition methods.  

Up to now, researchers in the field of Text-Independent Writer Recognition have 
mainly focused on the statistical approach. This has led to the specification and ex-
traction of statistical features such as slant distribution, entropy, and edge-hinge dis-
tribution. We found that the edge-hinge distribution feature outperforms all other 
statistical features [2]. Therefore, the aim of this paper is to compare our improved 
run-lengths features with edge hinge features. 

The remaining of the paper is organized as follows: in the first section, we give a 
brief overview on some significant recent contributions to Arabic writer recognition. In 
the next part, we introduce the database used in our study, followed by the description 
of our proposed approach. The following section presents the experimental results and 
their analysis. Finally, we give a conclusion with some future research directions. 

2 Arabic Writer Recognition: A Survey 

Writer recognition from Arabic handwritten documents has not been addressed as 
extensively as writer recognition from Latin or Chinese handwritten documents until 
the last few years. The first study dates back to 2005 when Al-Zoubeidy et al [10] 
proposed the use of multichannel Gabor filtering and gray-scale co-occurrence ma-
trices to characterize the writing style of writers. Gazzah et al [11] combined local and 
global features. Global features were extracted with 2D DWT using lifting scheme but 
the local features describe the morphological variations of writing (lines height, as-
cenders slant and diacritical dots features).  

Al-Dmour et al [12] presented a feature extraction technique based on hybrid spec-
tral-statistical measures (SSMs) of texture. Bulacu et al [2] proposed an approach 
based on the combination of textural with allographic features. Joint directional prob-
ability distributions and grapheme-emission distributions are extracted independently 
of the textual content of the written samples. The authors conducted an analysis of the 
combination of textural and allographic features and showed that the combination of 
these features improves the performances.  

Abdi et al [13] proposed a method based on the combination and the cooperation of 
six feature vectors computed from the minimum perimeter polygon (MPP) contours 
of Arabic words. These feature vectors are in the form of probability distribution 
functions (PDFs), and are based on the length, direction, angle and curvature mea-
surements. In [14] the authors calculate the fractal dimensions for images by using the 
“Box-counting” method, and calculate the multi-fractal dimensions of images by us-
ing the method of DLA (Diffusion Limited Aggregates).   

Awaida et al [15] addresses writer identification of Arabic handwritten digits. A 
combination of Gradient, curvature, density, horizontal and vertical run lengths, 
stroke, and concavity features is used for characterization of the writing samples.  
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Al-Ma’adeed et al [16] evaluated the performance of edge-based directional proba-
bility distributions as features and moment invariants and words' measurements such 
as area, length, height, length from baseline to upper edge and length from baseline to 
lower edge in Writer identification.  

Chen et al [17] proposed a method for detecting and removing ruling lines from the 
handwritten documents and tested its utility for Arabic Writer identification through 
series of experiments. Their preliminary results show that, under realistic assumptions 
where ruling lines are expected to have different properties across the collection, e.g., 
thickness, spacing, etc., removing them significantly improves identification perfor-
mances. 

3 Feature Extraction 

In our work, two texture analysis methods are implemented and used for characteriz-
ing Arabic handwritings, these methods are : Run-Length distribution [18] and edge-
hinge distribution [19]. 

3.1 Run-Length Features 

To characterize the writing style of different writers involved in the evaluation of our 
writer recognition methods, we compute the probability distribution of run-lengths fea-
tures, which are determined on a binary image taking into consideration the black pixels 
corresponding to the ink trace and the white pixels corresponding to the background.   

There are four scanning methods: horizontal, vertical, left-diagonal and right-
diagonal. We calculate the runs-lengths features using the grey level run-length matrices 
and the histogram of run-lengths is normalized and interpreted as a probability distribu-
tion function (PDF). The method considers horizontal, vertical, left-diagonal and  
right-diagonal white run-lengths as well as horizontal, vertical, left-diagonal and right-
diagonal black run-lengths extracted from the image of the handwritten document.  

The run-lengths features we propose to use here give information on the average 
width of the letters, the density of writing, the structure of the letters, the average size 
of the letters, the ink width, the characters position, the regions enclosed inside the 
letters and also the empty spaces between letters and words, the regularity and irregu-
larity of handwriting and finally the slope in handwriting. 

We have used the set of features proposed here in the ICDAR’2011 Writer Identi-
fication Contest [20], we have also used a part of these features in the ICDAR’2011 
Arabic Writer Identification Contest [21] and in the ICDAR’2011 Music Scores 
Competition: Staff Removal and Writer Identification [22]. We have obtained inter-
esting results in these competitions. 

3.2 Edge-Hinge Features 

Edge-hinge distribution is a feature that characterizes the changes in direction of a 
writing stroke in handwritten text [19]. The edge-hinge distribution is extracted by 
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means of a window that is slid over an edge-detected binary handwriting image. 
Whenever the central pixel of the window is on, the two edge fragments (i.e. con-
nected sequences of pixels) emerging from this central pixel are considered. Their 
directions are measured and stored as pairs. A joint probability distribution P(φ1, φ2) 
is obtained from a large sample of such pairs. An example of an angle pair is shown 
in Figure 1.  

 

Fig. 1. Example of an edge-hinge distribution (image reproduced from [19]) 

4 Writer Recognition 

Once the handwriting samples have been represented by their respective features, we 
need to compute the distances between respective features to define a (dis)similarity 
between two handwriting samples. We tested three distance measures including: Euc-
lidean distance, Chi-square distance and Manhattan distance. In our experimentations, 
Manhattan distance performed the best.  

In writer identification task, the efficiency of the considered features has been eva-
luated using nearest-neighbor classification [2] in a leave-one-out strategy. Explicitly, 
one document (a query document) is chosen and extracted from the total of 1375 doc-
uments (note that the experimental dataset contains 5 documents written by each of 
275 writers), then the distances between the features vector of the chosen document 
and the features vectors of all of the remaining 1374 documents are computed. For a 
query document, we don’t only find the Top-1 but a longer list up to a given rank 
(Top-10) thus increasing the chance of finding the correct writer in the retrieved list.  

For writer verification, we compute the distance between two given documents and 
consider them as being written by the same writer if the distance falls within a prede-
fined decision threshold. Beyond the threshold value, we consider that the documents 
are written by different writers. By varying the acceptance threshold, the ROC curves 
are computed and the verification performance is quantified by the Equal Error Rate 
(EER): the point on the curve where the False Acceptance Rate (FAR) equals the 
False Rejection Rate (FRR). The lower is EER value, the higher is the accuracy of the 
system.  
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5 Experimental Study 

The experimental study was carried out on the writing samples from the IFN/ENIT 
database [23] which is the unique Arabic handwriting publicly available database. It 
consists of forms with handwritten Arabic town/village names collected from 411 
subjects (binary images at 300 dpi resolution). Most writers filled in 5 forms. This 
database was designed for training and testing recognition systems for handwritten 
words and was used for the ICDAR 2005 Arabic OCR competition [24].  

The IFN/ENIT database was used also in [2, 3, 4, 5, 13] for writer identification 
and verification because the writer information was recorded. We have extracted the 
handwriting from the scanned forms. The text content is variable and the samples 
contain a limited amount of handwriting: only 12 names and 12 zip codes of Tunisian 
towns/villages. In our writer identification and verification experiments, we used the 
data concerning 275 writers with 5 samples per writer.  

Table 1. Overview of proposed features and their dimensions 

Feature Description  Dimension 
f1 Horizontal run-lengths on white pixels 120 
f2 Left-diagonal run-lengths on white pixels 120 
f3 Vertical run-lengths on white pixels 120 
f4 Right-diagonal run-lengths on white pixels 120 
f5 Horizontal run-lengths on black pixels 264 
f6 Left-diagonal run-lengths on black pixels 264 
f7 Vertical run-lengths on black pixels 264 
f8 Right-diagonal run-lengths on black pixels 264 
f9 Edge-hinge with fragment of 5 pixels 1024 
f10 Edge-hinge with fragment of 6 pixels 1600 
f11 Edge-hinge with fragment of 7 pixels 2304 
f12 Edge-hinge with fragment of 8 pixels 3136 

 

To evaluate the proposed approach, we have conducted two types of experiments: 
the first one is designed to evaluate the result we can reach by using individually each 
studied feature vector. Whereas the second type aims at testing the result we can reach 
by combining the studied feature vectors. For writer identification task, we report the 
Top 1, Top 5 and Top 10 identification rates while for writer verification task, we 
present the Equal-Error-Rate (EER). 

For each feature, Table 1 summarizes the corresponding number, the description 
and the dimension, whereas Table 2 presents the performance of the individual  
features detailed in the above sections. Although the feature performances vary signif-
icantly, it can be noticed that the edge-hinge features (f9-f12) outperform the run-
lengths features (f1-f8), with f12 (Edge-hinge with fragment of 8 pixels) achieving the 
best results both on identification and verification tasks. 
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Table 2. Writer recognition performance on individual features 

Feature Top 1 Top 5 Top 10 EER 
f1 14,27% 36,51% 50,91% 17,58% 
f2 16,07% 41,31% 56,44% 15,02% 
f3 8,94% 26,25% 38,47% 21,29% 
f4 17,89% 42,40% 56,00% 16,07% 
f5 28,65% 56,51% 69,16% 14,20% 
f6 28,65% 54,62% 67,27% 13,83% 
f7 29,96% 53,16% 65,02% 15,62% 
f8 30,69% 54,98% 65,96% 15,14% 
f9 83,56% 95,49% 97,45% 6,58% 
f10 84,36% 95,34% 97,45% 7,08% 
f11 87,49% 97,02% 97,82% 6,30% 
f12 89,16% 97,45% 98,84% 5,49% 

Table 3. Writer recognition performance on features combination 

Features combinations Top 1 Top 5 Top 10 EER 
f1, f2, f3, f4 47,20% 76,14% 86,54% 10,56% 
f5, f6, f7, f8 75,42% 90,25% 93,82% 9,56% 
f1, f2, f3, f4, f5, f6, f7, f8 88,07% 96,87% 98,54% 5,80% 
f1, f2, f3, f4, f5, f6, f7, f8, f12 93,53% 98,47% 99,13% 4,78% 

 
Table 3 summarizes some of the combinations we have tested. For writer identifi-

cation, the highest rate we have reached stands at 93.53% in Top 1, 98.47% in Top 5 
and 99.13% in Top 10 when combining run-lengths on white and black pixels with 
edge hinge with fragment of 8 pixels (f1-f8, f12). For the verification task, we achieve 
an EER of 4.78% when combining run-lengths on white and black pixels with edge 
hinge with fragment of 8 pixels (f1-f8, f12). The ROC curves for some of the feature 
combinations have been illustrated in figure 2. 

When comparing the recognition performance across the two types of features, it 
can be seen that the identification and verification results are much poor when using 
run-lengths with individual features but that is comparable with the edge hinge fea-
tures when we combine all the run-lengths features. Since the IFN/ENIT database has 
been widely used in evaluating writer identification and verification tasks, it would be 
interesting to present a comparative overview of the proposed methods.  

Table 4 summarizes the performance of the most recent studies on writer identifi-
cation and verification on this dataset. Bulacu & al [2] currently hold the best perfor-
mance results with 88% in Top 1 and 99% in Top 10 on 350 writers in identification 
task and EER of 5.8% in verification task. We have achieved an identification rate of 
88.07% in Top 1, 96.87% in Top 5 and 98.54% in Top 10 by using the run-lengths 
features and we have improved the results by combining the run-lengths features with 
edge hinge features to achieve an identification rate of 93.53% in Top 1, 98.47% in 
Top 5 and 99.13% in Top 10 and an EER of 4.78%. 
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Fig. 2. ROC curves for some of the feature combinations 

Table 4. Comparison of writer recognition methods 

Reference Writers Top 1 Top 5 Top 10 ERR 
Abdi & al [13] 82 90.20% 96.30% 97.50-% - 
Bulacu & al [2] 350 88.00% - 99.00% 5.80% 
Our method 275 93,53% 98,47% 99,13% 4,78% 

6 Conclusion and Future Work 

We have proposed here a new writer recognition method based on Arabic handwrit-
ing. The strength of this method is demonstrated experimentally by the classification 
of 1375 Arabic handwriting images from 275 different writers. Comparisons of im-
proved run-lengths features with the edge hinge features demonstrate that the run-
lengths features possess good discriminatory information and that a good method of 
extracting such information is the key to success of the classification.  

The method that has been proposed here is mainly text-independent. In our future 
work, text-dependent writer identification will be considered and can include signa-
ture verification methods. A comparison between the two approaches will then be 
conducted. Currently, our work is based on the extraction of global features, but  
further work will focus on the use of local features. An integrated system will be con-
sidered by combining both local and global features to produce more reliable classifi-
cation accuracy.  
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Abstract. This paper presents an efficient shape matching method based on 
XML data, we extract the contour of the shape and this one is represented by set 
of points. Using corner detection method for representing the contour by a se-
quence of convex and concave segments. After, each segment is described by 
local and global features, this features are coded in string of symbols and stored 
in a XML file. Finally, using the dynamic programming, we find the optimal 
alignment between sequences of symbols. Results are presented and compared 
with existing methods using MATLAB for KIMIA-25 database and MPEG7 
databases. 

Keywords: XML, DOM, Shape descriptor, Shape matching, Dynamic Pro-
gramming. 

1 Introduction 

Matching 2D shapes and measuring the similarity between shapes are important prob-
lems in Computer vision. 

A large body of research has been devoted to shape matching, comparison and rec-
ognition. The most commonly used shape representation primitives are curves, point 
sets, and medial axes.  

Many traditional curve matching approaches [1], [2], [3] use local invariant fea-
tures (e.g., curvature) as descriptors. 

Shapes have several properties that can be used for recognition and categorization, 
like shape, color, texture and brightness. Biederman [4] suggested that edge-based 
representations mediate object recognition. In his approach, color and texture of sur-
faces are used to define edges which are then used for recognition. 

The goal of our work is to develop a descriptor based on the local and global in-
formation of the shape. These information are coded in string of symbols, these are 
compared using the Dynamic Programming approach. In [5, 6] dynamic programming 
is used to minimize a cost function that accounts for displacement of a contour in a 
pair of images from an image sequence. In [7] a DP approach has been used for shape 
matching and retrieval. The basic idea behind this approach is to represent each shape 
by a sequence of convex and concave segments using the inflection points extracted 
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from the curvature and to allow the matching of merged sequences of small segments 
in a shape with larger segments in the other shape.  

This paper looks into developing a shape descriptor for a contour of any shape and 
transforms it into string of symbols; they will be stored in an XML file. For each 
shape there is an XML file that corresponds to the features of the shape. Man Hing [8] 
uses this technique to extract the features information of the shape and represent this 
information in an XML format, this proposed system will use the XML (standard 
language) for querying different image databases. 

Our approach aims to develop a simple and fast method of shape matching based 
on the transformation semantic data of the shape into XML format and compute the 
similarity between XML Files using Dynamic programming. 

2 Proposed Method 

Our approach to shape recognition is based on several steps summarized in Fig 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. A block representation of the proposed algorithm for shape matching 

Extraction of the contour 

Detection of the corner and 
divided the contour into curves 

       

Transformation the curves into 
string of symbols and stored 

them in a XML data 

Similarity measure between XML data using 
dynamic programming  

    
XMLShape 1 

XMLShape 2 

Global  
matching 

Local 
matching 

 

A0L1B0D0 
A1L1B2D1- 
………….. 

XML 
DATA 



504 N. Gherabi and M. Bahaj 

The first step is to analyze the contour of the shape to be studied. The contour is re-
trieved and represented by sets of points. After, the contour is divided into curves by 
using the technique of detection corner [11], this technique is detailed in section 
2.1. Then each curve is transformed into a string of symbols. The string of symbols of 
each curve is stored in a XML file (Section 2.2). Finally, we use the technique of 
dynamic programming for computing the similarity between the set of symbols stored 
in XML file (Section 2.3). 

2.1 Corner Detector 

Corners in images represent critical information in describing object features that are 
essential for pattern recognition and identification. There are many applications that 
rely on the successful detection of corners, including motion tracking, object recogni-
tion, and stereo matching [9,10,11]. As a result, a number of corner detection methods 
have been proposed in the past. In this paper, we use an algorithm developed by Xiao 
Chen and Nelson H. C. Yung [12], it works in two passes and defines a corner in a 
simple and intuitively appealing way, as a location where a triangle of specified size 
and opening angle can be inscribed in a curve. The curve has to be generated pre-
viously using an edge detector. It is not required to be a closed curve. In the first pass 
the sequence of points is scanned and candidate corner points are selected. In each 
curve point p the detector tries to inscribe in the curve a variable triangle (p- , p, p+). 
The triangle varies between a minimum and a maximum square distance on the curve 
from p- to p, from p to p+ and the angle α ≤αmax (the value of αmax  is defined) be-
tween the two lines a and b in Figure 2. Triangles are selected starting from point p 
outward and the number of admissible triangles is defined. At a neighborhood of 
points only one of these admissible triangles is selected (See Fig.2) 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Detecting high curvature points. (a) Determining if p is a candidate point. (b) Testing p 
for sharpness  

2.2 Symbolic Representation and Storing XML 

Our Approach for Symbolic Representation 
The contour of the shape is retrieved and normalized to a set of points. This norma-
lized contour used for feature extraction. 

Our method uses local and global features to transform shape data into a new struc-
ture that supports measuring the similarity between shapes in an efficient manner, 

  (b) (a) 
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using the corner detection, the contour is segmented into a set of primitives (line, 
convex and concave curves) and described by the features: Ai, li, Dgi, βi, where : 

Ai is the area of the triangle enclosed the chord and the arc between the inflection 
points Pi and Pi+1, this area is calculated using Heron's formula (See Fig 2): 

( )( )( )A rea s s a s b s c= − − −
                    

(1) 

Where:   
2

a b c
s

+ +=   is the Semiperimeter, or half of the triangle's perimeter. 

li is the length of Curve (Ci,). Dgi is the Degree of concavity or convexity 
(Dgi=di/li) is computed as the ratio of the maximum of distances from points on the 
curve to associated chord and the distance of the chord of (Ci) . 

βi is the angle traversed by the tangent to the segment from inflection point Pi to 
inflection point Pi+1and shows how strongly a section is curved( See Fig. 3). 

 

 

Fig. 3. shape descriptor of the curve Ci 

Now we will see how to transform the shape into a set of symbols. 
The area Ai is computed and quantized in three bins (A0, A1, A2) corresponding to 

a zero, small and large area. The same, for each curve of the contour, the length of the 
segment [Pi, Pi +1] is computed, this normalized distance li is quantized in three bins 
(L1, L2, L3) corresponding to a small, medium and large distance of li. Next, the 
angle βi is computed and quantized in different five bins between [0, π] (B0,B1, B2, 
B3, B4), B0 for βi=0. Finally, the values Dgi of each curve is computed and quantized 
in three bins (D0, D1, D2) corresponding to zero, a small and large values of Dgi. 

 

 

 

 

 

 

 

 

Fig. 4. The mapping obtained by the algorithm of a given contour into a string of symbols 
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Our algorithm converts the contour of the shape into sequences of symbols, for ex-
ample the Mapping obtained by the algorithm of a curve (a) illustrated in figure 4 is : 
A2L2B2D2, A2 corresponding to a large area, L2 corresponding to a medium distance 
of Li,  βi is quantized in the bin B2 and  D2 corresponding to a large value of Dgi. 

Writing in XML Data 
In this paper we propose XML language for describing the features of the shape struc-
tured in order where each contour is associated one descriptor written in a specific file 
XML. This technique for converting into XML is already used in our previous work [12]. 

To write the shape descriptor, each curve is represented by a set of parameters, 
these parameters are encoded using XML tags. to construct the XML structure we 
used the technique of DOM  in Matlab. We use the syntax of XML to write our out-
line of the shape as follows: 

The curve is defined by its type and described by the parameters (Ai, Li, Dgi, βi) 

-  Concave/ Convex/Right   curve 

< C number =’’> // curve and its number in the outline  
<Type > CC or CV or R <Type/> // Type of curve (concave/convex) or right line 
      <Ai>                  </Ai> area Ai 
      < li >                  </li > length of curve  
      <beta_i>            </ beta_i > angle βi 

      < Dgi >               </Dgi > degree of gravity  
</C> 

An iterative process is presented to describe the shape using XML, this process is in 
the following algorithm: 

Begin  
    Open an XML file F 
    NP: Compute the number of points in the contour; 
    NC: Compute number of curves           
    Storing NC and NP in XML file F 
For i=1 to NC 
           C(i)  current curve 
 If (C(i) is concave) then  
        Compute the values {Ai, Length li, Angle i , Dgi 
} 
 Else If(C(i) is convex) then 
       Compute the values {Ai, Length li, Angle i , Dgi i , Dgi 
} 
 Else // Right line 
       Compute the value {Length li } 
 End If 
     Quantifying the values of Ai, li, i and Dgi  in its i and Dgi  in its 
symbols.   
      Storing the symbols in an XML file (F).   
 End for(i) 
Close the file F // Description symbolic of the shape is 
stored in F  
End.  
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Our algorithm creates an XML file for each shape, for example the XML descriptor 
computed for curve (a) illustrated in figure 4 is: 

 

 

 

 

 

 

 

 

 

2.3 Matching Shape 

Global Matching 

At this level, we are interested only in global information’s which characterize the 
general aspect of an object. At first, matching is done with comparing the number of 
different components of the outline shape descriptor. 

From the XML descriptor it is easy to extract the following indices: 

─ Number of inflection points in the contour and Number of curves: Computed as the 
number of tag <C>. 

─ The order of each Curve defined by its number. 
─ Number of convex/ concave curves: computed as the number of type CV/ CC. 
─ Number of right lines: computed as the number of type R. 

In some cases both of the contours have the same global descriptor; in this case the 
global matching is not possible. At the issue of global matching using an XML de-
scriptor is the obtaining of a list of candidate couples of contours that constitute the 
input for the next step. 

Using an XML descriptor reduces the execution time and research to a large data-
base 

Local Matching 
After the outlines stored in XML files, their similarity can be evaluated by an appro-
priate comparison of each string of symbols stored in the tags <C>. 

All string of symbols stored in the tags <C> be extracted from the XML file of the 
first shape and then compare them with other strings of the other XML file of the 
second shape. 

We use the technique of dynamic programming for a good matching between 
strings of symbols. The dynamic programming can find the best alignment between 
two strings with different lengths. When sequences of strings are aligned, sequence 

<?xml version="1.0" encoding="ISO-8859-1" ?>  
<SHAPE> 
<Name>Exemple d'un descripteur XML</Name>  
<C Number="1"> 
<TYPE>CV</TYPE>  
<A>A2</A>  
<l>L2</l>  
<beta>B2</beta>  
<Dg>D2</Dg>  
</C> 
</SHAPE> 
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alignment scores are computed. The system can find similar sequences by sorting the 
alignment score. In this paper, we use the algorithm of Levenshtein Edit distance [14], 
this technique was modified by adding cost of similarity between the symbols. The 
edit distance between two strings is given by the minimum number of operations 
needed to transform one string into the other, where an operation is either an inser-
tion, deletion, or a substitution of a single character. 

We construct a matrix D[0,--,m;0,--,n]. The matrix D is computed using the recur-
rent equation: 

D ( i - 1 ;  j - 1 )  +  F ;  / /  

D ( i ;  j )  =  m i n   D ( i - 1 ;  j )  +  w ;   / /   

D ( i ;  j - 1 )  +  w ;  / /  

a s u b s t i t u t i o n

a d e l e t i o n

a n i n s e r t i o n

 
 
 
 
 

   

(2) 

D(i,j) represents the score for the matrix position, W represents a gap of penalty score 
its value equal to "2" and F represents the match/mismatch score. 

This is a dynamic programming algorithm in Matlab language: 

for i = 1:n1 
   D(i+1,1) = D(i,1) + DelCost; 
end; 
  
for j = 1:n2 
   D(1,j+1) = D(1,j) + InsCost; 
end; 
  
for i = 1:n1 
   for j = 1:n2 
      if s1(i) == s2(j) 
         Subst = 0; 
      else 
         Subst = SubstCost; 
      end; 
D(i+1,j+1) = min([D(i,j)+Subst, D(i+1,j)+DelCost,  
D(i,j+1)+InsCost]); 
end; 
end; 

The first step for DP algorithm is to create a matrix with M+ 1 columns and N+ 1 
rows where M and N correspond to the size of the sequences to be compared. This DP 
algorithm has been modified to take into account the differences resulting from the 
quantification of areas, distances and angles. A smaller weight or penalty (with a val-
ue lower than one) for the substitution of two adjacent symbols was introduced; for 
example the distance between A1 and A2 was taken to be equal to 0.5 and A1 and A3 
equal to 1, and similarly the distance between B1 and B2 or L1 and L2 or D1 and D2 
was taken to be equal to 0.5.  The compute starting in the upper left hand corner in 
the matrix and finding the minimal score for each position in the matrix. The minimal 
score is calculated using the formula (2).  Therefore, the algorithm helps the system 
avoid computing an exponentially large number of comparisons. When sequences of 



 Outline Matching of the 2D Shapes Using Extracting XML Data 509 

strings are aligned, sequence alignment scores are computed.   String sequences are 
matched well for lower alignment scores. The system can find sequences that are 
similar to a query key sequence and the minimum score is selected. 

Consider the sequence of the shape (a) presented in figure 4 is a query key se-
quence and comparing him with sequences of the two shapes (b) and (c) respectively: 

The score matrix for two cases is as follows: 

 

 

 

 

 

   

Fig. 5. An example showing how to compute the edit distance between two strings. The last 
cell shows the distance computed for these two strings. 

After filling the score matrix, the minimum alignment score for the sequence (a) 
with sequence (b) is 1 and the minimum alignment score for the sequence (a) with 
sequence (c) is 2, so the shape (a) is more matched with shape (b) . 

3 Experiments 

The method has been tested on a set of MPEG-7 and KIMIA-25 shapes illustrated by 
Fig.6. For each shape, contours of objects have been extracted. After that, we deter-
minate for each contour, the inflection points using corner detection. In Fig.7 we illu-
strate an example of dividing the contour of the shape into set of primitives (convex 
or concave curves or lines)  

 
(a) 

 
(b) 

Fig. 6. Some of the objects in the (a)  MPEG-7 database and (b) KIMIA-25 database 

Contour (a) with (b) 
 A2 L2 B2 D2 

A1 0.5 2 2 2 

L2 2 0.5 2.5 4 

B2 2 2.5 0.5 2.5 

D1 2 4 2.5 1 

Contour (a) with (c) 
 A0 L2 B0 D0 

A1 0.5 2 2 2 

L2 2 0.5 2.5 4 

B2 2 2.5 1.5 3.5 

D1 2 4 3.5 2 
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Fig. 7. Extraction the contour from two shapes in databases MPEG-7 and KIMIA-25 and detec-
tion the inflection points 

The system creates an XML file for each shape and each shape is indexed by its 
xml file. 

We took the XML file for some shapes and were used as reference XML files for 
experimentation; the number of reference XML files is defined as K. The percentage 
of matches between the reference XML and other files is obtained, and we computed 
the percentage of matching for different databases and different values of K. 

The number of iteration using in this paper is 10 and the value of the parameter K 
is taking equal (3, 7, 15, 20, 50). 

Results are presented as a percentage. The graph in figure 8 shows the score of 
matching for different values of K in two databases MPEG-7 and KIMIA-25. 

The best match is achieved for k = 20 (98.7% for KIMIA-25) and (98.9% for 
MPEG-7). These results are compared with some old methods and techniques in 
MPEG-7. 

 

Fig. 8. Percentage of matching for five values of K in MPEG-7 and KIMIA-25 
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Fig. 9. Comparison of results in MPEG-7database 

Our algorithm was compared with some old methods and our result is advanced 
with a little percentage compared to other solutions (Fig.9). 

4 Conclusion 

We have presented a new technique for shape matching. A key characteristic of our 
approach is the transformation of the shape features in XML file and then compare 
these XML files using dynamic programming. After different kinds of experimenta-
tion on MPEG -7 and KIMIA-25 Shape database, the proposed method has given 
interesting results over the existing methods.   
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Abstract. The present work presents a novel solution to provide de-
scriptors of a texture image with application in the classification of such
images. The proposed method is based on the lacunarity measure of an
image. We apply a multiscale transform over the power-law relation of
lacunarity and extract the descriptors from a window of the multiscale
transform selected whose limits are determined empirically. We compare
the classification accuracy of the proposed method with other state-of-
the-art and classical texture descriptors found in the literature. We also
do a brief theoretical summary of lacunarity definition, explaining its
excellent performance comprobed in the results.

Keywords: Pattern Recognition, Fractal Theory, Texture Descriptors,
Lacunarity.

1 Introduction

Nowadays, we see a growing use of fractal theory in many applied areas, such as
Biology [12,15], Medicine [16,13], Engineering [18], among many others. Indeed,
fractal theory provides a solid and rich framework for the analysis of structures
presenting some kind of self-similarity patterns. This is plentifully found in nat-
ural objects and scenarios, studied in natural and physical sciences.

An interesting aspect of fractal literature is that most applications is still
based only on the fractal dimension concept. Despite the fact that this metric
may model many problems with a good efficiency, it still suffers from serious
drawbacks, for instance, the fact that quite distinct structures may present the
same fractal dimension once it follows the same self-similarity law. Another point
is the questionable efficiency of a single parameter dictating the whole model of a
complex system. This situation is evident in digital image analysis, the problem
focused here. In this application we usually find complex patterns, often turned
still more complex due to noises and other artifacts we must deal with.

Lacunarity was defined in [8] as an alternative metric for fractal objects
and posteriorly generalized to other “fractal-like” structures. Roughly speak-
ing, while fractal dimension measures the spatial filling of a fractal, lacunarity

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 513–520, 2012.
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measures the spatial gapping of the same object. This measure is capable of
distinguishing in an elegant fashion between two objects with the same frac-
tal dimension but with different aspect. Thus, although literature still explores
maidenly lacunarity concept [6,5,10], it is a worth complement of fractal di-
mension as a descriptor of structures, like those present in the images analyzed
here.

For the same reason mentioned as a possible cause of failure of the fractal
dimension use, the use of the simple lacunarity measure may demonstrate to be
inefficient in most image analysis problems. With the goal of filling this gap, we
propose the development and study of a novel approach capable of providing a
set of descriptors based on the lacunarity measure. This is achieved by applying
a space-scale transform to the lacunarity power-law associated to the self-similar
aspect of the object. In this way, we obtain a group of measures representing
the lacunarity computed over different scales, emphasizing at each scale, dif-
ferent patterns and sub-patterns, details and irregularities. This constitutes a
rich source of information about the composition and pixel distribution inside
the image. Moreover, the multiscale transform binds the mathematical fractal
model to the biological visual system, once such system employs widely a multi-
scale paradigm to extract details which will allow the discrimination of different
objects.

The proposed methodology was tested in a discrimination task over the well-
known Brodatz texture image dataset [3]. As waited from the theoretical con-
text, the novel method achieved the best results when compared with classical
texture descriptors methods. These results confirmed the efficiency of the pro-
posed model as a powerful discriminator of objects even presenting a high level
of complexity and noises inherent to the image generation process. Finally, the
results point to the need for a deeper study of lacunarity concept in its possible
applications in fractal modelling.

2 Lacunarity

Lacunarity is a concept defined in [8] to characterize fractal objects which despite
having the same fractal dimension, present a quite dissimilar aspect, relative to
their spatial distribution.

The literature shows a lot of algorithms employed in the estimation of lacu-
narity from the digital image representation of a shape [1]. Here we apply an
adaptation of gliding-box method, originally proposed in [1] to the computa-
tion of lacunarity of texture images. The idea is initially to map the gray-level
representation I : [M,N ] → � onto a surface S, in the following way:

S = {i, j, f(i, j)|(i, j) ∈ [1 : M ]× [1 : N ]}, (1)

where:
f(i, j) = {1, 2, ..., IM}|f = I(i, j), (2)

where IM is the maximum gray-level intensity present in the image.
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In the following step, we apply a threedimensional version of gliding-box
algorithm to the surface. In this method, we construct a rectangular prism
R : [1 : M ] × [1 : N ] × [1 : IM ] supporting the surface. Thus we devide such
space into cubes with sidelength r, varying this value of r. For each r value,
we can calculate the distribution Q(s, r) corresponding to the mass probability
distribution:

Q(s, r) =
n(s, r)

N(r)
,

where n(s, r) is the number of boxes, with side r, containing s points of the
surface representing the object whose lacunarity we must estimate and N(r) is
the total number of box with side r. The number s is also known as the mass of
the box. The Figure 1 illustrates the gliding-box process.

Fig. 1. Steps in the gliding-box method. From left to right, the original texture, the
mapped 3D surface and the division of 3D space into cubes with sidelength r.

From the probability distribution, we may calculate the first and second mo-
ment Z1 and Z2 in a straightforward way:

Z1(r) =

smax∑
s=1

sQ(s, r)

and

Z2(r) =

smax∑
s=1

s2Q(s, r).

From the moments we obtain the quotient Λ(r):

Λ(r) = Z1(r)/Z2(r).

Finally, the lacunarity is calculated through the derivative:

λ =
d log(Λ(r))

d log(r)
.
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In practice, the lacunarity is usually estimated by plotting the curve Λ(r)× r in
a log-log scale and taking the slope of the straight line which may be fit to this
curve.

3 Lacunarity Texture Descriptors

The proposed idea is based on the concept of fractal descriptors, presented in
[4,7]. Thus, the method consists in computing the lacunarity of an object, here a
texture image, at different scales and taking these values to compose the object
descriptors.

More formally, the values at multiple scales may be represented as a function
u(t):

u(t) : log(r) → log(Λ(r)),

where t now is the independent variable analog to log(r). In fractal descriptors
approach, this function might be used diretcly or after some kind of specific
post-processing depending on the particular application.

Here, in order to emphasize nuances in the function u(t) which provides rich
information of the texture image, we apply a multiscale transform to this func-
tion. Such kind of transform is represented by U(b, a) where b is related to t
and a is the scale at which the measure is taken. In this work, we use a par-
ticular multiscale method named space-scale. This is based on the derivative of
u(t) followed by the convolution with a Gaussian filter aiming at attenuating
possible noises emphasized by the derivative. Then, the descriptors function D
is provided through:

D(σ) =
du

dt
∗ gσ(t).

In this expression, gσ states for the well-known Gaussian function:

gσ(t) =
1√
2πσ

exp(−t2/2σ),

where σ is the smoothing parameter.
Finally, the lacunarity descriptors are extracted from the set of values ofD at a

specific value of σ and thresholded at a specific point, once the last descriptors are
more susceptible to noise influence. Both values of σ and the threshold delimiter
τ of the descriptors are determined empirically in each particular application.
The Figure 2 shows the potential of the proposed descriptors in discriminating
among texture samples from different classes.

4 Experiments

The experiments to verify the efficiency of the proposed technique is carried out
over a classical gray-level texture dataset, namely, the Brodatz basis [3]. This
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Fig. 2. Discrimination power of lacunarity descriptors. Three classes with 2 textures
in each one and respective descriptors. Observe the visual distinction provided by the
proposed descriptors.

Fig. 3. Some texture samples from Brodatz dataset. Each image is from one different
class.

is composed by photographs of natural scenes split into 200 × 200 windowed
images. Each original photograph corresponds to a class and each window image
to a sample. The databasis contains 111 classes with 10 samples in each one.
The Figure 3 shows some image samples from the dataset.

We extract the proposed descriptors as well as other texture descriptors well-
known in the literature from each image. Beyond the lacunarity descriptors, we
also applied Gabor wavelets [14], Fourier [9], Bouligand-Minkowski [2], GLDM
[17] and multifractal [11] descriptors. We classify such descriptors by K-Nearest
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Neighbor classifier method, in a hold-out scheme, with K = 1, determined em-
pirically. Finally, we compare the classification accuracy of each tested approach.

5 Results

The Table 1 shows the results in terms of success rate for each compared de-
scriptor. For the proposed method, we used σ = 0.1 and a threshold τ = 18.
We notice that lacunarity descriptors presented a significant advantage over the
state-of-the-art Gabor wavelets descriptors. Another interesting point is that the
proposed method uses only 18 descriptors. This reduced amount constitutes an
important statistical and computational advantage once turns possible a faster
computational performance and attenuates significantly any effect related to the
dimensionality curse, when a large number of descriptors dissipates the discrim-
ination ability.

Table 1. Correctness rate for Brodatz dataset

Method Correctness Rate (%) Number of descriptors

Gabor 81.2613 20
Fourier 63.7838 74
GLDM 52.2523 20

Multifractal 35.1351 101
Bouligand-Minkowski 47.5676 85
Proposed method 85.5856 18

Actually, the good performance of lacunarity descriptors was predictable,
given that lacunarity is a fundamental measure associated to fractal charac-
teristics broadly present in real-world images. As we are dealing with objects
which are not real fractals strictly speaking, the lacunarity presents, in some
sense, an irregular behavior along different scales. Thus, the multiscale trans-
form highlights this aspect of imperfect power-law, providing, in this way, a
valuable information of levels of lacunarity along the scales of the image. Ul-
timately, such lacunarity scale pattern is directly related to the psycho-visual
and physical characteristics of the object represented in the texture image.
So, the discrimination power is an immediate consequence of such inherent
characteristics.

Finally, in the Figure 4 we show the confusion matrices for the two best
methods, that is, Lacunarity and Gabor descriptors. In this figure, each point
color corresponds to the number of samples pertaining to the class in vertical
axis and classified as being from the class in the horizontal axis. So, the success
predictions are represented in the principal diagonal while the errors are outside
the diagonal. Observe that, in this case, both matrices are not so different, but
the Gabor matrix shows a greater number of brighter points outside the diagonal,
indicating a higher number of missclassifications, confirming the results in the
Table 1.
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(a) (b)

Fig. 4. Confusion matrices of the methods presenting the best performances. At left,
the proposed lacunarity descriptors. At right, Gabor descriptors. Each color repre-
sent the number of samples pertaining and assigned to a class, following the colorbar
notation.

6 Conclusion

This work proposed a novel texture descriptor technique based on the concept
of lacunarity. We obtained such descriptors by applying a multiscale transform
to the lacunarity computation, followed by selecting empirically a region from
the multiscale response.

We compared the efficiency of the novel method with other classical and state-
of-the-art texture descriptors in the classification of a benchmark dataset. The
proposed descriptors presented the best performance in terms of classification
accuracy. The results confirm the expectation from fractal theory. Indeed, the
proposed technique demonstrates in practice that has a large potential for mod-
elling, discriminating and describing the most complex patterns present in a
real-world image.

The efficiency of the novel descriptors encourages to a deeper research for the
properties of lacunarity measure in the analysis of digital images. Besides, it
is comprobed that lacunarity descriptors have a large potential to be tested in
applications involving image pattern recognition and computer vision in many
areas of the science.

Acknowledgements. J.B.F. acknowledges support from CNPq (National
Council for Scientific and Technological Development, Brazil) (Grant 140624/
2009-0). O.M.B. acknowledges support from CNPq (Grant 308449/2010-0 and
473893/2010-0) and FAPESP (Grant 2011/01523-1).



520 J.B. Florindo and O.M. Bruno

References

1. Allain, C., Cloitre, M.: Characterizing the lacunarity of random and deterministic
fractal sets. Phys. Rev. A 44, 3552–3558 (1991)

2. Backes, A.R., Casanova, D., Bruno, O.M.: Plant leaf identification based on volu-
metric fractal dimension. International Journal of Pattern Recognition and Artifi-
cial Intelligence (IJPRAI) 23(6), 1145–1160 (2009)

3. Brodatz, P.: Textures: A photographic album for artists and designers. Dover Pub-
lications, New York (1966)

4. Bruno, O.M., de Oliveira Plotze, R., Falvo, M., de Castro, M.: Fractal dimension
applied to plant identification. Information Sciences 178(12), 2722–2733 (2008)

5. Dong, P.: Test of a new lacunarity estimation method for image texture analysis.
International Journal of Remote Sensing 21(17), 3369–3373 (2000)

6. Feagin, R.A.: Relationship of second-order lacunarity, Hurst exponent, Brownian
motion, and pattern organization. Physica A: Statistical Mechanics and its Appli-
cations 328(3-4), 315–321 (2003)

7. Florindo, J.B., De Castro, M., Bruno, O.M.: Enhancing Multiscale Fractal De-
scriptors Using Functional Data Analysis. International Journal of Bifurcation and
Chaos 20(11), 3443–3460 (2010)

8. Gefen, Y., Meir, Y., Mandelbrot, B.B., Aharony, A.: Geometric Implementation
of Hypercubic Lattices with Noninteger Dimensionality by Use of Low Lacunarity
Fractal Lattices. Physical Review Letters 50(3), 145+ (1983)

9. Gonzalez, R.C., Woods, R.E.: Digital Image Processing, 2nd edn. Prentice Hall,
Upper Saddle River (2002)

10. Greenhill, D.R., Ripke, L.T., Hitchman, A.P., Jones, G.A., Wilkinson, G.G.:
Characterization of suburban areas for land use planning using landscape ecologi-
cal indicators derived from IKONOS-2 multispectral imagery. IEEE Transactions
on Geoscience and Remote Sensing 41(9), 2015–2021 (2003)

11. Harte, D.: Multifractals: theory and applications. Chapman and Hall/CRC (2001)
12. Lebedev, D., Filatov, M., Kuklin, A., Islamov, A., Kentzinger, E., Pantina, R.,

Toperverg, B., Isaev-Ivanov, V.: Fractal nature of chromatin organization in inter-
phase chicken erythrocyte nuclei: DNA structure exhibits biphasic fractal proper-
ties. FEBS Letters 579(6), 1465–1468 (2005)

13. Lorthois, S., Cassot, F.: Fractal analysis of vascular networks: Insights from mor-
phogenesis. Journal of Theoretical Biology 262(4), 614–633 (2010)

14. Manjunath, B., Ma, W.: Texture features for browsing and retrieval of image
data. IEEE Transactions on Pattern Analysis and Machine Intelligence 18, 837–842
(1996)

15. Quevedo, R., Jaramillo, M., Diaz, O., Pedreschi, F., Miguel Aguilera, J.: Quantifi-
cation of enzymatic browning in apple slices applying the fractal texture Fourier
image. Journal of Food Engineering 95(2), 285–290 (2009)

16. Tian-Gang, L., Wang, S., Zhao, N.: Fractal Research of Pathological Tissue Images.
Computerized Medical Imaging and Graphics 31(8), 665–671 (2007)

17. Weszka, J., Dyer, C., Rosenfeld, A.: A comparative study of texture measures for
terrain classification. SMC 6(4), 269–286 (1976)

18. Wool, R.P.: Twinkling Fractal Theory of the Glass Transition. Journal of Polymer
Science Part B-Polymer Physics 46(24), 2765–2778 (2008); Annual Meeting of the
American-Physical-Society, New Orleans, LA, March 10 (2008)



Real-Time Fall Detection Method Based

on Hidden Markov Modelling

Alban Meffre, Christophe Collet, Nicolas Lachiche, and
Pierre Gançarski
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Abstract. In the next few decades the increase of the number of el-
derly people will be of major concern, so that solutions must be found
in order to maintain them at home. However such a population is ex-
posed to the risk of falls, that can lead to dependency. This paper recalls
some approaches used for fall detection and focuses on a method based
on an uncalibrated camera. Motion detection uses a combination of sim-
ple Gaussian background modelling and interframe difference for person
shape detection and features extraction. These features feed a Hidden
Markov Model dedicated to fall detection. The algorithm has been tested
on real data and we show that simple techniques can be used in order to
obtain a fast and reliable fall detection system.

1 Introduction

1.1 Context

In the future the western European and American countries will have to meet
the important challenge of elderly care. In 2050 the number of elderly people
will rise from 9% to 15% in France, thanks to the stability of birthrate and the
increase of life expectancy. Thus it will be necessary to increase the number of
old people homes, and/or allow them to stay at home as long as possible.

Elderly people need to keep their partial autonomy in order to stay at home
and falling is among the risks which can make them become dependent. After a
fall elderly people often end up in hospital, and if not seriously injured, they lose
their self-confidence and become more exposed to falling again. The aggravating
factor with the fall is the time during which a person stays on the floor. The
longer a person lies, the worse his situation becomes with a high risk of mortality.

Today a lot of devices exist for warning when elderly people fall. These devices
can be automated and based on various technologies, such as accelerometers and
inclinometers1, or infrared motion sensors2. Some devices are just remote alarm

1 http://www.fallsaver.net/
2 http://www.pervaya.com/produit.html
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c© Springer-Verlag Berlin Heidelberg 2012
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control and the person needs to manually activate the device after a fall, provided
that he remains conscious, is able to move, and the device is properly worn.

Along with the expansion of information technologies and wireless commu-
nication systems, elderly people’s care at home becomes an important subject
for resarchers and every improvement in this domain is a step to overcoming
the problem of dependency. Over the past few years many studies have been
carried out concerning fall detection by means of sensors integrated within the
home.

In this way, the fall detection by video camera can be achieved by different
means. Some methods are based on 3D reconstruction but need the use of one
or several calibrated cameras. Nevertheless we will focus in this paper on 2D
video image analysis with a single uncalibrated camera, for simplicity and cost
reasons.

We present in the following different approaches related to single camera fall
detection, whereas Sect. 2 presents video processing and detection with a Marko-
vian model. Next we give the overview of the method we use and then we validate
it on real data (Sect. 3). Finally we conclude with a discussion about the possible
improvements of our work.

1.2 Related Work

The first step for fall detection consists in detecting the motion using a camera.
The interframe difference is a straightforward method that consists in building
a binary mask with the thresholded absolute difference between two subsequent
images. It is used by authors such as Hsieh et al. [9] or Lee et al. [11] in com-
bination with another background subtraction method. The simple Gaussian
background subtraction method, used by Töreyin et al. [16] and Dahmane et al.
[6], is another fast and straightforward method and usually sufficient for indoor
scenes. Easy to implement, this method does not take into account a moving
background. Some authors use the mixture of Gaussian by Stauffer [14] or the
codebook background subtraction by Kim et al. [10]. These methods are more
suitable for outdoor scenes. Hsieh et al. [9] combine image difference with a
simple Gaussian background, and Lee et al. [11] combine it with a Gaussian
mixture. Shadow suppression can be done in the HSV color space [4] but is time
consuming. Shadow suppression methods in RGB color space are presented by
Dahmane et al. [6] and Kim et al. [10]. Tracking can be implemented in order
to follow several people in the scene. Lee et al. [11] use a variant of the Kalman
filter. Tracking can be useful for occlusion handling but it requires complex
models [5].

The second step is the feature extraction needed for fall detection. This is
performed on the binary mask obtained with motion detection or background
segmentation. The straightforward method consists in surrounding the moving
shape (or blob) with a bounding box as in [17,1,11,7], and/or a fitted ellipse
[12,7]. Thus the height to width ratio and inclination angle are retrieved. In
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Rougier et al. [13] the 3D spatio-temporal trajectory of the head is used for
detecting the fall. Sound can be used as well for detecting events [16] and For-
oughi et al. [8] use projection histograms, along with Discrete Fourier Transforms
(DFT). These methods require dimentionality reduction by Principal Compo-
nent Analysis (PCA) for easier handling and computing. In certain cases some
information about motion quantity is needed. The Motion History Image (MHI)
and Motion Energy Image (MEI) were introduced by Bobick et al. [3].

The final decision taking of fall detection systems is made by a classification
algorithm. Neural networks can be used [7], as well as Support Vector Machines
[8]. These techniques need a supervised learning. Hidden Markov Models (HMM)
are well suited for fall detection based on video. Anderson et al. [1] use one HMM
per posture detection, and Töreyin et al. [16] detect falls from both audio and
video.

2 Fast Fall Detection Method

The general principle of our algorithm (Fig. 1) is separated into two distinct
parts. The first (Sect. 2.1) is based on a simple Gaussian background subtraction
and interframe difference based motion detection, followed by a shape analysis
and feature extraction with a fitted ellipse and a bounding box. In the second one
(Sect. 2.2) the features are undersampled and classified with a Bayesian detection
process, and the label sequence combined with ground truth for performance
evaluation.

Background subtraction
and shadow removal
(section 2.1.2)

Mask refining
(section 2.1.2)

Features extraction
(section 2.1.3)

Background maintenance
(section 2.1.6)

Motion detection
(section 2.1.4)

Mask refining
(section 2.1.4)

MHI and MEI
(section 2.1.5)

Fall detection
(section 2.2)

Video
input

Fig. 1. Diagram of the video analysis

2.1 Video Processing and Feature Extraction

2.1.1 Initialization
Both the background model and interframe difference need to be initialized at
program start. This is done without any movement in the scene, because only
pixel noise has to be measured.
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The background model initialization consists in accumulating the average and
variance of input video images over time [6], in our work we choose the learning
rate α = 0.95 and thus initialization requires a few tens of images.

We assume that global illumination remains constant over time or changes
very slowly. Cases with strong illumination changes are special cases that need
to be processed separately and induce resetting the background model.

2.1.2 Background Subtraction and Mask Refining
The Gaussian background subtraction method results in a binary mask. The
background maintenance is achieved by computing the temporal average and
variance of the pixel intensities over the three RGB channels (1), (2). Let α ∈
]0 ; 1[ represent the learning rate at which the input image In is added into the
background model Bn. Vn can be considered as the variance of pixel s values in
each RGB channel. The background model is updated recursively depending on
the mask UM.

Bn(s) =

{
α · Bn−1(s) + (1− α) · In(s) if s /∈ UM
Bn−1(s) if s ∈ UM (1)

Vn(s) =

{
α · Vn−1(s) + (1− α) · (Bn(s)− In(s))

2 if s /∈ UM
Vn−1(s) if s ∈ UM (2)

The segmentation is done by comparing each pixel s in the input image In
with the background model Bn in the three RGB channels. If the difference
is greater than 3 times the standard deviation

√
Vn(s) for at least one of the

RGB channels, the pixel is marked as foreground in the segmentation mask,
and background otherwise. A pixel marked as foreground can correspond to
a shadow. The shadow detection follows the method described in [6], wherein
thresholds are respectively 0.44 and 1.09 for the lower and higher brightness
distorsion limits, and 7 for the color distorsion.

Noise removal is performed by an erode-dilate morphological operation using
a 3 by 3 square structural element and all the blobs that have an area smaller
than 300 pixels are removed.

2.1.3 Feature Extraction
The features needed for fall detection are extracted in the mask (Fig.2). The
fitted ellipse gives the angle αn of the main axis of the blob, and the bounding
box around the blob gives the height to width ratio ρn. The topmost point of
the blob gives the displacement speed V hn of the head of the person. After the
feature extraction the blob is replaced by its convex hull by redrawing the mask.

2.1.4 Motion Detection and Mask Refining
To detect the motion we use the binarized absolute image difference Dn. Let G

be the gain and Ign the gray levels input image, so Dn = (G · |Ign − Ign−1| )
255
≷
0
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Fig. 2. Extraction of the features αn and ρn

128. The interframe difference shows zones that have changed, i.e. only the out-
line of a moving object appears in the mask. The empty zones left are partially
filled by expanding the outline with a dilate operation performed at quarter
resolution by double down-sampling with Gaussian filtering. Then the mask is
up-sampled twice toward the original resolution. The gain G is initialized in or-
der to keep a ratio of 0.1% of white pixels when there is no movement in the
scene.

2.1.5 MHI and MEI
The refined motion mask is used for updating the MHI (Bobick et al.[3]). The
decay rate between two subsequent images is of 10 gray levels. The MEI is
obtained by thresholding the MHI at gray level 1.

2.1.6 Motion Quantification and Background Maintenance
In Sect. 2.1.2, the backgound is updated with respect to the update mask UM.
When motion is present in the scene, the MEI is copied to the update mask UM
and thus the background model “absorbs” slight changes in the scene like a pre-
viously displaced object. When no motion is present in the scene the backgound
subtraction mask is copied to UM, preventing the stationary person becoming
integrated in the backgound model.

The motion is quantified by measuring the ratio m of the number of white
pixels in MEI to the number of pixels in the backgound subtraction mask. The
threshold between the two cases is set to 2.

2.2 Fall Detection

The fall detection is achieved in four steps and separately from the video pro-
cessing. The whole feature data is processed at once after it has been extracted
from the video sequences (Fig.3).

2.2.1 Pre-filtering of the Features
The video processing and feature extraction provide features at a rate of 25
datasets per second. Actually we do not need to detect falls at such a rate so
the features are filtered and under-sampled before the detection. The angle αn

and height to width ratio ρn are averaged over 50 samples every 25 samples
and hence we obtain αt and ρt at a rate of 1 dataset per second. In order to
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Fig. 3. Data pre-processing, classification and post-processing of states S1 =”non-fall”
and S2 =”fall”

remove spurs the speed of the head V hn is first filtered by a Butterworth filter
using the general formula yn = b0xn+ b1xn−1−a1yn−1 where a1 = −0.7265 and
b0 = b1 = 0.13675, then max(V hn) is kept over 50 samples every 25 samples so
that we obtain V ht at a rate of one dataset per second.

2.2.2 Detection
In our work we assume that the postures of a person with time follows a Markov
process. The observation is formed by the ρt and αt information and the two
hidden states (or classes) are lebelled ”fall” and ”non-fall” with two parame-
ters per class corresponding to the average and standard deviation of the nor-
mal distribution of the observation given the class. The labeling process is per-
formed using the Baum-Welch procedure[2] and an Expectation Maximization
(EM) algorithm[15] is used for the hyper-parameters estimation. These hyper-
parameters are initialized with {μρ = 3; σ2

ρ = 1; μα = 90; σ2
α = 10} for the

”non-fall” label and {μρ = 0; σ2
ρ = 1; μα = 0; σ2

α = 100} for the ”fall” label,
where μ and σ2 are the average and variance of the features. Each iteration
of the loop is performed as following. The forward probabilities are calculated
using scaling. Then the backward probabilities are calculated and the product
of forward and backward variables is maximized in order to retrieve the hidden
states chain. This is the ”Maximization” step. The Log-Likelihood of the data
driven term is calculated by summing the scaling variables over the whole chain.
The ”Expectation” step consists in re-evaluating the parameters of the Markov
model. First the gaussian parameters of the data driven term are evaluated given
the new sequence of hidden states (i.e. the average values and covariances ma-
trices), and second the transition probabilities and state initial probabilities are
calculated.

The loop of the EM algorithm ends when the Log-Likelihood has converged to
a steady value or when 100 iterations have been performed. Then the sequence
of labels that maximize the likelihood of each observation is returned.

This procedure returns the maximum a posteriori hidden states sequence given
the observation {ρt; αt}.
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2.2.3 Data Post-Processing and Performance Evaluation
The classification takes into account only static labels such as “non-fall” and
“fall”. Hence the speed of the head V ht and the duration of a posteriori oc-
currence of ”fall” states are used after classification in order to remove false
positives. A true positive is obtained when the duration of the occurrence of the
“fall” state is greater than 5 seconds, and when the speed V ht is greater than 5
at the very beginning of the state occurrence.

As the video sequences are manually annotated, the result of the classification
process is compared with the ground truth. This is done by combining them with
a finite state machine, in order to prevent multiple detection of a fall during
an actual “fall” state. So the real number of actual falls in video sequences is
estimated.

3 Experimental Results

The video processing and feature extraction part of the program is written in
C++ using the OpenCV2.2 library and the classification and fall detection is
performed using Matlab. The method has been tested on a set of 24 video clips
available at http://lsiit-miv.u-strasbg.fr/lsiit/perso/collet/Images/
videosENSPS/. The videos have a standard format of 640 × 480 pixels at a
framerate of 25 images per second. We obtained a 34 images per second process
rate on an intel core i5 750 processor. Different kinds of situations have been
simulated with the help of actors, such as walking, falling with different angles,
bending down, sitting on a chair, carrying an object, etc. These actions are
combined with lighting variations and partial occlusions.

We performed the classification on the whole video set and we obtained 90%
sensitivity and 100% specificity. Some falls have not been detected because our
system is not able to deal with complete occlusion. If we do not take into account
the speed of the head V ht, the specificity drops to 96%. Therefore the speed of
the head helps to eliminate false positives.

The Fig.4 gives examples of falls properly detected. Even if the fall occurs in
the camera axis, the fall is detected as long as the head speed is high enough.
The fall will be detected too if the fall occurs in another direction and the body
is masked by small object only, so the angle of the fitted ellipse will correspond
to the angle of the entire body. Small object displaced in the scene will do not
affect the behavior of the background segmentation algorithm because they do
not move once put down, so they are quickly absorbed in the background model.
However strong illumination changes or hard shadows can lead to false positives
or false negatives because in these cases the fitted ellipse surrounds both the
body of the person and the undesirable artifacts.

An example of fall positive is given with Fig.5 where the person fall behind a
big object. As the body is partially or totally hidden, the ellipse fitting can not
perform properly.
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a.

b.

c.

Fig. 4. Examples of true positives and true negatives: falling in the camera axis(a),
falling with slight occlusion(b) carrying an object(c)

Fig. 5. Example of false negative: falling with strong occlusion
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4 Discussion and Conclusion

After we read the different papers related to our work, we retain that the com-
plexity of the methods varies a lot depending on which goal the authors expected
to reach. If we want to follow several people in the scene or deal with strong oc-
clusions, hard shadows and strong illumination changes, we have to implement
tracking and/or pattern recognition algorithms. These techniques tend to use a
lot of computing and memory resources.

In our case the aim was to verify that we can implement a reliable fall detection
system with robust and fast techniques and thus we use the simple background
modelling and motion detection, in combination with a Bayesian classification.
Therefore we show that combining them wisely gives good classification results
and a high video processing rate. In the meantime a video system cannot be used
alone for reliable care of elderly people. Good performance and security can be
achieved by a use of our algorithm in combination with other external sensors
integrated into the home environment such as Passive-InfraRed (PIR) detectors.

We would like to thank Region Alsace for funding and partial support of this
work.
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Abstract. This paper presents a new method to detect and accurately locate a 
rectangular form object in any given image. In order to find the right coordi-
nates of those objects in the image, we develop the Generalized Multi Direc-
tional Discrete Radon Transform (GMDRT). The GMDRT can detect any given 
shape whatever its form and orientation are. Experimental results on high reso-
lution QuickBird image to extract rectangular buildings form show the efficien-
cy of our method. 

Keywords: Generalized multi Directional Discrete Radon Transform, High-
Resolution QuickBird images, Rectangular Buildings. 

1 Introduction 

The  recognition of objects whatever  its sizes, scales, positions or orientations in 
images like humans do,  is still a challenge for computer vision systems. In recent 
years, the Radon Transform has received much attention. This transform projects a 
two dimensional image along straight lines within different directions and  then 
transforms the image into a parameters space where each line in the initial image 
gives a peak positioned at the corresponding line parameters [1]. This have lead to 
many line detection applications on image processing [3, 4,8], medical imaging [5] 
and seismic applications [2]. The Radon Transform was also widely used in satellite 
image area such as ship wakes detection [5,6], or buildings detection[14]. 

 Especially, the authors in [9] extract buildings from high resolution images by ap-
plying the classical Radon Transform. Then, they use the Forstner operator in the 
Radon transform parameters space to detect peaks. The inconvenience of this ap-
proach is its dependence on the buildings size to detect peaks. In addition, this method 
needs a post-treatment to extract building contours due to the use of the classical Ra-
don Transform which detects only lines.  

Here in, we use our Generalized Multi Directional Discrete Radon  
Transform (GMDRT) to extract directly the rectangular form buildings from an  
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One condition on ( )I n is that it must be periodic, with period N, such that:  

 ( ) ( )                            I n I n N= +             (2) 

M represents the number of neighboring vectors (i.e., columns of the image) either 

side of the input vector ( )I n involved in calculating ( )y nθ where N = 2M + 1. 

[ [, 0, 2θ θ π∈ denotes the projection angle of GMDRT. ( , )y j nθ presents the sum 

of the pixels centered on the curve starting at the position ( , )j n  and rotated accord-

ing to  the angle θ. ,mR θ  are (2 1) (2 1)L L+ × +  matrices whose non-zero entries 

select which elements of I(n+m) contribute to the projection ( )y nθ . Each row  

,j L j L− ≤ ≤  in ,mR θ samples the pixels from I(n+m) belonging to the curve start-

ing at the position (j,n) in the image I. The principle of the transform is illustrated in 

the figure 2.The transform matrix ,mR θ    is constructed as follows:   
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Where ,l L l L− ≤ ≤   and ,j L j L− ≤ ≤  . δ( )  is the kronecker delta function  

and < μ >x denotes μ(mod x) since l j−  is restricted to be included in the [ ],L L−  

interval to avoid  to exceed the image borders.  j  presents the vertical translation 

step of the curveφ  along y-axis. 1Rtθ
−  means the inverse plane rotation according to 

a certain angle θ .More details about the GMDRT method  is provided in [13] and it 
is to note that for j=0 and for θ=0, the GMDRT formalism is equivalent to the formal-
ism proposed by Beylkin [2] where the curves  are uniquely projected according to 
the horizontal direction and is not vertically translated. Figure2 presents R0,0 and R1,0 

selecting  pixels  belonging to a parabolic curves  from respectively the columns  
I(0) and I(1) and starting both at columns 0. 
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5 Conclusion 

This paper describes the GMDRT approach and its application in building extraction. 
The results showed that our approach has good performance in detecting rectangular 
building shapes in the image but the user interfere to setting the dimensions interval 
of rectangles is a problem itself. In the future work we will try to make the Rectangu-
lar GMDRT fully automatic method in the way that the sizes of the rectangles in the 
image will be extracted with the help of the GMDRT itself. 
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Abstract. This paper introduces a framework by which multi-modal
sensory data can be efficiently and meaningfully combined in the appli-
cation of speaker tracking. This framework fuses together four different
observation types taken from multi-modal sensors. The advantages of
this fusion are that weak sensory data from either modality can be rein-
forced, and the presence of noise can be reduced. We propose a method
of combining these modalities by employing a particle filter. This method
offers satisfied real-time performance.

Keywords: Speaker tracking, Skin detection, Face detection, Particle
filter, Time difference of arrival.

1 Introduction

This work represents an example of using multiple modalities within a particle
filter. We then describe a particle filter by which multi-modal sensory data is
fused together to track a speaker in a scene. For designing a particle filter for an
application, it is necessary to introduce feedback to the system. This feedback
should describe the scene. In the case of speaker tracking, we have two types of
sensory input: video and audio input devices. Image processing methods operate
on image sequence captured from the video input to detect the speaker and other
approaches use the audio input for the speaker localization.

Tracking the speaker using audio-visual information is an active research topic
in the computer vision due to its importance to various applications such as
smart video-conferencing and surveillance security systems. Shivappa et al. [1]
explored different strategies for audio-visual fusion. Vermaak et al. [2] described
a method in which a standard contour tracking algorithm, consisting of an edge
detector and a particle filter, is used in conjunction with a Time Difference of
Arrival (TDOA) calculation to deduce the speaker location from auditory data
received by a pair of microphones. The audio data are used for initialization
and video data for localization in an attempt to utilize the strengths of each
modality. This method enhances the existing visual tracking successfully and
can detect speaker ’ping-pong’. However, this implementation is not a real-time
solution. Zhou et al. [3] employed a histogram matching based technique for
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image based speaker detection and a TDOA algorithm once again for audio
localization. The audio undergoes pre-processing to remove noise and a Kalman
filter is used to further reduce spurious detections before both audio and video
observations are passed to a Weighted Probabilistic Data Association (WPDA)
filter for fusion and tracking. The aforementioned approach fused deferent types
of sensory data; however, it did not provide real-time level of performance. In
this paper, we address the speaker tracking with the help of audio-visual sensory
data in real-time level.

We extract two observation data types from the video modality. The first
one represents skin blobs that fit human face shape. The second observation
type is the output of a human face detector. Additionally, two observation types
are extracted from audio modality: the first one utilizes the time-difference of
arrival of audio signal at two microphones, and the second one uses Received
Signal Strength (RSS) to estimate the speaker location. These four observation
types from the two modalities will then be combined in a useful and meaningful
fashion using a particle filter and then used to detect and track the speaker in
the scene.

The remainder of this paper is structured as follows. In section 2, we describe
the video modality. Audio modality is explained in section 3. Overview of the
particle filter implementation is detailed in section 4. Experimental results are
discussed in section 5. Finally, the conclusion and future perspectives are given
in section 6.

2 Video Modality

The sensor configuration used in this work is a mono-camera centered between
two microphones. In the video modality, we segment the human face using two
methods. The first one utilizes human skin color, while the second approach uses
texture features.

2.1 Face Detection Using Skin Color

Several approaches were proposed to classify each pixel as skin or non-skin.
Multivariate Gaussian mixture model (GMM) is an example of those approaches.
Two GMMs could be built for skin and non-skin pixels. Then, each pixel with
likelihood ratio exceeding an experimentally set threshold value is classified as
skin [4]. However, this method is time-consuming in contrast to other methods
that compare the pixel value with pre-learnt threshold values. This comparison
could be carried out in different color spaces such as RGB, HSL, HSV, YCrCb,
etc. [5]. In this paper, a combination of threshold filters in HSV and YCrCb is
used to segment the skin pixels. The threshold values define boundaries for the
pre-learnt skin color [6]. As we mentioned, we chose this skin detection technique
due to its efficiency and to meet our requirement for building real-time speaker
tracking approach. We chose chrominance channels (cr, cb) from YCrCb color
space and the Hue channel (h) from HSV color space [6]. Each pixel I(h, cr, cb)
is classified as follows.
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I(h, cr, cb) =

{
1 HSV (h) ∧ CbCr(cr, cb)
0 otherwise

, (1)

where HSV (h) represents the skin segmentation in HSV color space. The Hue
component is proven to be a good discriminator for the human skin tone.HSV (h)
is calculated by

HSV (h) = (h < 25) ∨ (h > 230). (2)

CbCr(cr, cb) represents the skin segmentation in YCrCb color space. The lumi-
nance component (Y) is ignored to have skin detection immune to the luminance
variation. CbCr(cr, cb) is calculated by

CbCr(cr, cb) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(cr ≤ 1.5862× cb+ 20)∧
(cr ≥ 0.3448× cb+ 76.2069)∧
(cr ≥ −4.5652× cb+ 234.5652)∧
(cr ≤ −1.15× cb+ 301.75)∧
(cr ≤ −2.2857× cb+ 432.85)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (3)

At the end of skin pixel classification, we operate morphology operations to
remove the outlier skin detection and to close misdetected pixels. The resulting
skin regions are then examined for contours which may describe faces in the
scene. The contours which do not fit the facial characteristics will be discarded.

2.2 Face Detection Using Texture Features

The face detected by skin color is error-prone due to cluttered environments
and due to the existence of objects that are human skin colored with same face
shape. Hence, we enhance the face detection by the use of texture features. This
detection is more accurate; however, it detects the face only in a frontal upright
pose with ±20 head rotation angles (yaw, pitch, and roll). Thus, the two methods
of face detection will complement each other using the particle filter framework.
We assign the detection using texture features more weight than that using skin
color. We pass the same video frame, which is processed by skin segmentation,
into a well-trained Haarcascade classifier [7,8]. This classifier utilizes the Haar-
like features, which are defined as the ratio of intensities of adjacent rectangles
of different locations [9].

3 Audio Modality

The audio data are processed by fast but rather imprecise Received Signal
Strength RSS based location scheme and by much slower but far more accu-
rate TDOA algorithm. Different precision and confidence factors are assigned to
the locations estimated by TDOA and RSS according to the algorithms accuracy
and reliability.
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3.1 Audio TDOA

It is possible to locate the origin of a sound source by observing the TDOA of sig-
nal at audio sensors placed in differing locations. The number of the used audio
sensors determines the accuracy and dimensionality as well as the performance
of the system. The processing using TDOA method is relatively costly, increas-
ing exponentially with sensor count. To maintain real-time levels of performance,
only two audio sensors are used in this implementation. This limits the output of
the modality to a single dimension (the x-coordinate). However, as this dimen-
sion has the most variance, the chosen configuration gave an excellent balance
of performance versus contribution. The algorithms used to estimate (TDOA)
exploit the fact that the sound arriving at each microphone will be delayed ac-
cording to the speaker position, given that the position of the microphones is
known. To find this time delay, a cross-correlation function is used. Due to the
nature of audio sensory information, multiple detections are possible for a single
source. These ghost detections are the result of reverberations being interpreted
falsely as signals originating directly from the source. To minimize the effect
of these reverberations, we used a Generalized Cross Correlation function using
a Phase Transform (GCC-PHAT), which was introduced by Knapp et al. [10].
This is a computationally expensive operation so the Discrete Fourier Trans-
form (DFT) is used for efficiency. Given two signals S1 and S2, the weighted
correlation function at time delay τ is

GCCPHAT (τ) = FFT−1

(
F1(f)[F2(f)]

∗

|F1(f)[F2(f)]∗|
)
, (4)

where F1 and F2 are the Fourier transforms of S1 and S2, respectively. FFT
−1

is the inverse Fourier Transform and [ ]∗ denotes the complex conjugate. Only
the frames containing speech will be processed. To determine the speech frames,
we used Signal to Noise Ratio (SNR) along with Zero Crossing Rate [11].

3.2 Audio RSS

This Audio signal strength is far simpler than the previously described TDOA
routine. However, in most cases it gives a decent approximation of the speaker
position. It is not precise as TDOA. Consequently, this will be reflected in the
particle filter parameters. Similar to TDOA, audio RSS is used to estimate the
speaker position just in one dimension (x-coordinate). To measure audio RSS,
the total energy is calculated for the signals contained in both left and right
audio buffers. A signal contained in a buffer of size N samples is defined as

s =
(
s(0), ..., s(N)

)
.

Hence, the energy of a signal of size N samples is

e(s) =

N∑
n=0

[s(n)]2. (5)
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By comparing the energy of each buffer, we can arrive at x-coordinate represent-
ing the relative position of a speaker in the scene. While being less precise, a
greater confidence is placed in this Audio RSS compared to TDOA. This is due
to the fact that RSS is less prone to noise such as reverberations.

The audio signals are continuously measured and buffered for (10ms-41ms)
before using them for the location estimation by TDOA and RSS. Obviously,
the buffers are cleared after each estimation, and the process iterates.

4 Particle Filter Implementation

Before discussing the fusion of multiple modalities, it is necessary to under-
stand the means by which sensory data is incorporated into a particle filter. The
points within a filter where sensory data is used are the measurement and selec-
tion stages. In the measurement stage, the particle set generated by the filter is
examined and each particle is given a score, or weight, based on how accurately
said the particle describes the scene. During the selection stage, the particle set
is refined to accentuate those particles which best describe the scene, and new
particles are introduced based on the current sensory data. The parameters of
these steps vary on what the purpose of the filter is. In the case of the filter im-
plementation given in this paper, it is intended that the particles should describe
a bounding box relative to a camera snapshot showing where the current speaker
is. In this case, each particle needs to be given some form of score based on how
accurate the bounding box describes the real speaker position. The location of
this real speaker from the raw sensory data and the choice of what weight to
assign to each particle is our concern.

The general particle filtering scheme in [12,13] is used in this work. The ap-
proach is particularly effective at tracking objects in substantial cluttered en-
vironments, which is very desirable when dealing with multiple modalities each
potentially generates many observations and hence noise. The problem of speaker
tracking can be formulated as a continues estimation of speaker state xt at each
time t. The state forms a vector containing a union of relevant parameters ob-
tained from all modalities of feature extractors. The state xt is defined here as

xt =
(
xt(1), xt(2), xt(3), xt(4), xt(5)

)
. (6)(

xt(1), . . . , xt(5)
)
denote x-position, y-position, head width, head height, and

head orientation angle, respectively. Particle Filters, a Quasi-Monte Carlo so-
lution, solve the tracking issue. Let state xt in the Markov state-space model
represent a possible speaker configuration at time t. And yt is the observation
obtained using the two modalities, as discussed in sections (3 and 2). Then, the
distribution p(xt|y1:t) can be calculated by

p(xt|y1:t) ∝ p(yt|xt)

∫
xt−1

p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (7)

Eq. 7 consists of likelihood function p(yt|xt) multiplied by an integral rep-
resenting the prediction step. The particle filtering method used here is an
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approximation to Eq. 7. At each time t, there are N samples {x(i)
t , i = 1, ..., N}

each associated with weight value w
(i)
t . To avoid the degeneracy problem caused

in re-sampling, the weight value is calculated as follows [14].

w
(i)
t ∝ p(yt|x(i)

t ). (8)

In the particle prediction step, the state of each particle is altered according to
an underlying temporal model, as given in Eq. 9.

xt = Axt−1 +Bnt. (9)

Where A and B are experimentally set parameters for the model. n is a nor-
malized white Gaussian noise vector. Within the update step, we assign each

sample x
(i)
t new weight value according to the observation likelihood as in Eq.

8. Where the observation likelihood function is defined as an averaged sum of
likelihood functions of the particle components,

p(yt|xt) =
1

5

5∑
i=1

p(yt|xt(i)). (10)

As we mentioned in sections (3 and 2), we have four different observation types.
In addition, we could have multiple observations from each type. For example,
more than one face could be detected and may be many locations could be es-
timated for the speaker in each observation type. The component x(1) is fused
from the four observation types, while the other four components are fused only
from the video modality. Each component x(i) has precision factors σi,m and
confidence factors γi,m reflecting the observation type (m) accuracy and relia-
bility, respectively. Let us have Z observations for the component xt(i). These
observations are denoted by (ymt,1(i), . . . , y

m
t,Z(i)), where m denotes the obser-

vation type. Then, we formulate the observation likelihood function for each
component as GMM given by

p(yt|xt(i)) = K

Z∑
o=1

γi,m√
2πσ2

i,m

exp

(
−
(
ymt,o(i)− xt(i)

)2
2σ2

i,m

)
, (11)

where K is a normalization factor, which depends on the observation number Z.
Obviously, K is the reciprocal of the sum of the confidence factors γi,m for all
observations. Finally, the density distribution p(xt|y1:t) in Eq. 7 is approximated
by a sum of N Dirac functions as follows.

p(xt|y1:t) ≈

N∑
i=1

w(i)δ(xt − x
(i)
t ). (12)

5 Experimental Results

The performance of the particle filter is more than sufficient for real-time opera-
tion. This filter is employing the four input data, as described in sections (2 and 3).
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An internal timer of the application iterates the filter every 10ms, which is enough
for most iterations; however, when a slowdown occurs due to the presence of more
observations, it has never been significant enough to go beyond the 24 frames per
second ( 41ms per iteration) limit. The main observable distinction between the
multi-modal approach as opposed to single modal one is that the system is much
more robust when dealing with noise or non detection. For example, the Haar-
like face detection observations are not always present due to the orientation of
speaker face in the scene; however, both the audio and skin color modalities allow
tracking to continue. Conversely, over abundance of observations generated by the
skin color segmentation is complemented by the accuracy Haar-like face detection
meaning that the tracker does not get distracted by the multiple false positives.
Fig. 1 (a,b) shows two samples of our experiment. The two images are overlaid
with data extracted from the audio and video modalities. The probability density
distribution of x-component is given below each image. The speaker was detected
and tracked successfully.

Fig. 1. Images showing the particle filter performance. The red and yellow rectangles
show measurements from the video modality and the vertical blue and red lines from
the audio modality. Below each image is the probability density distributions for the
x-component given the measurements shown. The green rectangle is the filter output
corresponding to the greatest peak in the probability distribution. In (a), the center
person is speaking whereas in (b) the right person is doing the majority of the speaking
with some sound coming from the left.

6 Conclusions and Future Work

We have shown an approach for speaker tracking. We combined four observation
types from two modalities (audio-visual). Each observation could not be used
alone; however, when we combined them within a particle filter, we achieved a
robust performance. The observations are modeled by GMMs with experimen-
tally set parameters. Our proposed approach is able to perform in real time
on standard workstation. In future, we will consider adding more microphones.
Hence, we will be able to estimate the speaker location in y-coordinate as well.
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Abstract. The paper presents a new algorithm for efficient compression of 
front-end feature extracted parameters used in distributed speech recognition 
systems (DSR). In the proposed method the source encoder is mainly based on 
discrete time Fourier series (DTFS) by interpolation using Fourier coefficients 
with conventional vector quantization. The system provides a compression bit 
rate as low as 4 kbps; the experiments were carried out on the TIDigits Aurora2 
database [1]. The simulation results show good recognition performance with-
out dramatic change comparing with ETSI STQ-AURORA standard front-end 
feature compression algorithm with quantized features at 4.4 kbps [2].  

Keywords: Distributed speech recognition, Vector quantization, Discrete time 
Fourier series, Aurora2 database.  

1 Introduction 

The growth in wireless communication and mobile devices has supported the devel-
opment of distributed speech recognition systems. Being developed and standardized 
by ETSI [2]. The basic idea of DSR consists of using a local Front end (FE) from 
which speech features are extracted and transmitted through a data channel to a  
remote Back end (BE) or remote server recognizer. The speech features used for rec-
ognition are the first 12 mel frequency cepstral coefficients (MFCCs) (c1-c12), the 
zeroth cepstral coefficient (c0) and the log energy (log E) in the frame. The 14-
dimentional feature vector is split into seven sub vectors; each of the sub vectors is 
encoded with a different 2-dim VQ. 

The standard computes a feature vector every 10ms and allocates 44 bits to each 
vector to achieve a total bit rate of 4400 bps [2]. The number of bits allocated to each 
sub vector is shown in Table 1; with 8 bits are allocated to the (c0-log E) sub vector 
and 6 bits are allocated to the rest of each sub vector. 

The Aurora 2 database consists of connected digit sequences for American English 
Talkers. It provides speech samples and scripts to perform speaker independent 
speech recognition experiments in clean and noisy conditions. This database has been 
prepared by down sampling to 8 kHz, filtering with the G.712 characteristic; noise is  
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Table 1. Bits allocation used by Aurora 

Sub-vector c1, c2 c3, c4 c5, c6 c7, c8 c9, c10 c11, c12 c0, log E 

Bits allocated 6 6 6 6 6 6 8 

artificially added to the filtered TIDigits at a desired SNR (clean, 20, 15, 10, 5, 0, -
5dB) and eight different noise conditions - Subway - Babble - Car - Exhibition hall – 
Restaurant - Street - Airport - Train station. Furthermore, a full description of the 
Aurora2 database is given in [1]. 

Various schemes for compressing the MFCC vectors have been proposed in the li-
terature. Among these methods are the coding based on discrete cosine transforms 
(DCT) [3] [4], another method that uses the predictive vector quantization [5]. Also, 
by analysis the statistical properties of the MFCC vectors a series of quantization 
schemes have been described in [6].            

In this paper we have derived an interpolation method which operates in discrete 
time Fourier series domain (DTFS). This transform is widely used in signal 
processing such as spectral analysis and filter design.  

In the proposed algorithm we exploit the temporal correlation characteristic be-
tween consecutive MFCC vectors extracted at regular period and transformed into 
DTFS domain, suggests that we do not have to transmit every spectral component 
(magnitudes and phases) of MFCC vector to the decoder; instead, we could transmit 
only one part of the spectral component at regular interval. However, at the decoder, 
the non transmitted spectral component could then be derived by means of linear in-
terpolation from the adjacent components.  

2 Overall Description of the Algorithm 

At the client side, speech is first segmented into frames; features are computed for 
each frame of 10 ms. As shown in figure 1 a normalized DTFS is performed and con-
verted to the polar form with N=14 (c1,…, c12, c0, log E) and k=0, …, N/2, where the 
phase spectrum is discarded according to the following equations [7] [8] and [9]: 
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The polar components are S= (s0, s1,… , s7 ) and Φ= (φ0, φ1,…, φ7 ). Since the equa-
tion (2), for k=0, we can demonstrate that φ0 = 0. For the set of two successive feature 
vectors MFCCn and MFCCn+1 we transmit both phase and amplitude spectra for 
MFCCn and just the phase spectrum for MFCCn+1. 
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Fig. 1. DTFS transforming and quantization block 

The choice to transmit the phase instead of the amplitude in the case of  MFCCn+1 

is approved by an experiment with comparing the SNRs average (sets A, B and C) for 
interpolated DTFS components without quantization; as shown in figure below for the 
following cases: 1) Both amplitude and phase interpolation. 2) Amplitude interpola-
tion. 3) Phase interpolation. 
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Fig. 2. SNR measurements average without quantization 
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The SNRs average for the case of amplitude interpolation shows a greatest value 
comparing with the two other cases. We have also compared the SNRs average be-
tween interpolated amplitude spectra and Aurora encoder [2]. It can be seen from 
figure 3 that the SNR degrees in the case of amplitude interpolation are higher than 
the Aurora encoder for the first four coefficients (c1-c4) and are decreasing from the 
coefficient c5; for (c0, log E) the values are smoothly increased comparing with Au-
rora encoder. As it is well known that the lower feature coefficients provide the great-
est contribution to the recognition performance [10]; therefore a DTFS transform with 
amplitude interpolation can lead to a minor influence in the recognition performance. 
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Fig. 3. SNR measurements average comparing with aurora encoder 

In the quantization step, for two successive MFCC vectors the amplitude spectrum 
vectors (s0, s1,… , s7 ) are encoded using split vector quantizer SVQ with the same 
codebooks, in which each vector is split equally into four sub-vectors and each one is 
quantized using its own VQ codebook trained with LBG algorithm [11] with code-
books of size 128 each.    

The phase spectrum (φ1,…, φ7 ) is encoded using SVQ quantizer in which the vec-
tor is split into three sub vectors of ranks 2, 2 and 3 respectively, with codebooks of 
size 256 each in the case of 3.8 kbps and 512 each in the case of 4.1 kbps. 

The reason to choose more bits for encoding the phase of Fourier transform coeffi-
cients than encoding of spectral amplitude it’s proved in reference [12]. The Table 2 
shows the bits allocation for both cases of 3.8 and 4.1 kbps.  

The decoding process at the back end consists of the inverse operations of the en-
coding in reverse order. However, the non-transmitted spectral component could then 
be derived by means of linear interpolation from adjacent components by: 

2
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+
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S          (3) 
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Table 2. Bits allocation at 3.8 & 4.1 kbps 

  Bits allocation at 3.8 kpbs Bits allocation at 4.1 kpbs 
Polar form Sub-vector MFCCn  MFCCn+1  MFCCn MFCCn+1 

Phase 
(φ1, φ2) 8 8 9 9 
(φ3, φ4) 8 8 9 9 

(φ5, φ6, φ7) 8 8 9 9 

Amplitude 

(s0, s1) 7 - 7 - 
(s2, s3) 7 - 7 - 
(s4, s5) 7 - 7 - 
(s6, s7) 7 - 7 - 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. DTFS de-quantization and interpolation block 

3 Recognition Results 

The experiments were carried out on the TIDigits Aurora corpus (sets A, B and C) 
with MFCCs extracted using the Aurora2 front-end [2] for both multi-condition and 
clean trainings. In the figure 5 we compared the SNR results for the following cases: 
• Aurora encoder working at 4.4 kbps [2]. 
• Proposed DTFS working at 3.8 kbps. 
• Proposed DTFS working at 4.1 kbps. 
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Fig. 5. SNR measurements average with quantization 

It can be noticed a minor degradation from SNR levels after quantization; but for 
the first five MFCC coefficients we got an acceptable SNR values comparing with 
Aurora encoder. We note likewise when comparing (c0, log E). 

The recognition were done using HTK 3.4 speech recognizer [13] to the coded 
MFCCs, while the c0 and log E coefficients are both used in the recognition task; 
however, the results are compared for both compressed and uncompressed Aurora 
recognition.  

In order to confirm our alternative the recognition accuracies average were firstly 
preformed on the uncompressed  DTFS features, the Tables 3 and 4 show that trans-
mitting DTFS coefficients with amplitude interpolation can lead to the good recogni-
tion performance.  

Table 3. Recognition Accuracies in multi condition (uncompressed features) 

 Test set A Test set B Test set C 

Aurora 89.60 88.31 86.24 

Aurora encoding 89.58 87.91 85.30 
Amplitude interpolation 89.02 88.00 85.56 
Phase interpolation 80.09 78.13 80.60 

Amplitude & phase interpolation 79.56 77.84 79.81 

Table 4. Recognition Accuracy in clean condition  (uncompressed features) 

 Test set A Test set B Test set C 

Aurora 67.62 62.96 71.62 

Aurora encoding 66.65 62.29 69.80 
Amplitude interpolation 66.92 62.31 70.46 
Phase interpolation 57.63 52.36 65.41 

Amplitude & phase interpolation 57.49 52.40 64.62 
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We can see from Table below, in comparison with the compressed Aurora features, 
the proposed DTFS encoder with amplitude interpolation working at 3.8 and 4.1 kbps 
maintains the same word level accuracies in the case of multi-condition, and the rec-
ognition accuracies are slightly inferior in the case of clean-condition.  

Table 5. Word accuracy average (SNR: 0-20 dB), for test Sets A,B and C 

 Set  Training mode Aurora standard Aurora at 4.4 kbps DTFS at 3.8 kbps DTFS at 4.1 kbps 

A 
Clean 67.62 66.65 65.70 65.70 
Multi 89.60 89.58 88.70 88.69 

B 
Clean 62.96 62.29 61.07 61.15 
Multi 88.31 87.91 87.49 87.54 

C 
Clean 71.62 69.80 68.90 69.17 
Multi 86.24 85.30 85.22 85.34 

 
The experiment results show that the proposed algorithm at low bit rates slightly 

affect the final speech recognition accuracy only by less than 1% , so there is no sig-
nificant difference in term of recognition accuracy.  

4 Conclusion 

The proposed algorithm working on DTFS domain focuses on reducing bit rate lower 
than 4 kbps; generally this encoder maintains the recognition performance without 
dramatic change comparing with Aurora encoder, with relatively more computational 
cost.  

Also, the proposed technique can be extended to compress another kind of parame-
ters that highly correlated with each other like LPC coefficients. Further work will 
involve improving both computational cost by proposing a new quantization tech-
niques for the DTFS coefficients and recognition performance. 

 
Acknowledgments. The authors would like to thank the LCPTS team, for providing 
contribution to carry out this research work.  
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Abstract. A satellite image classifier scheme by using a Fuzzy c-Means
(FcM) algorithm is proposed in this paper. The FcM algorithm adopted
in this paper is a Gradient-based FcM with Divergence measure
(GFcM(D)) and it utilizes the Divergence measure to exploit the sta-
tistical nature of the image data and thereby improves the classification
accuracy. Experiments and results on a set of satellite images demon-
strate that the proposed GFcM(D)-based classifier outperforms conven-
tional algorithms such as the traditional Self-Organizing Map (SOM)
and Fuzzy c-Means (FcM) in terms of classification accuracy.

1 Introduction

Traditionally, conventional clustering algorithms such as the Self Organizing Map
(SOM)[1] and the k-means algorithm [2] have seen the widest use in practice.
However, they assign an object to a single class and ignore the possibility that
the object may also belong to other classes. Fuzzy clustering techniques have also
been proposed for clustering problems. One of the most widely used algorithms
employing fuzzy clustering techniques is the Fuzzy c-Means (FcM) algorithm.
The FcM algorithm was originally introduced by Bezdek in 1981 as an improve-
ment on earlier clustering algorithms such as the SOM and the k-Means [3]-[5].
In the FcM, an object can belong to several classes at the same time but with
different degrees of certainty, which are measured by the membership function.
The FcM algorithm has more robust capabilities in comparison with the SOM
and k-means and has been successfully applied to many clustering applications.

The Gradient-based Fuzzy c-Means (GFcM) algorithm introduced by Park[6,7]
overcomes the drawback that each iteration requires the use of all the data at
once. GFcM combines the characteristics of the SOM (presenting one datum
at a time and applying the gradient descent method) and the FcM algorithm
(continuous values of the membership grades in the range [0, 1]). In the FcM
algorithm, all the data are present in the objective function, and the gradients
are set to zero in order to obtain the equations necessary for minimization. In
contrast, only one datum at a time is required in the GFcM.

In this paper, a classification method for satellite image data by employing the
GFcM algorithm with Divergence measure (GFcM(D)) [8],[9] is proposed. While

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 555–561, 2012.
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the GFcM algorithm has been shown to give high clustering accuracy [6], it is
also been demonstrated that the divergence measure can provide better modeling
of statistic data such as image data. Therefore, this combination is expected to
yield an improvement for image classification in terms of classification.

The remainder of this paper is organized as follows. Section 2 summarizes
the Fuzzy c-Means and Gradient-based Fuzzy c-Means algorithms. Section 3
describes the Gradient-based Fuzzy c-Means algorithm with Divergence measure.
Section 4 presents experiments and results on satellite image data sets including
comparisons with other conventional algorithms. Conclusions are presented in
Section 5.

2 Gradient-Based Fuzzy c-Means(GFcM) Algorithm

2.1 Fuzzy c-Means(FcM) Algorithm

Bezdek first generalized the fuzzy ISODATA by defining a family of objective
functions Jm, 1 < m < ∞, and established a convergence theorem for that family
of objective functions [3,4]. For FcM, the objective function is defined as :

Jm(U, v) =
n∑

k=1

c∑
i=1

(μki)m(di(xk))2 (1)

where di(xk) denotes the distance from the input data xk to vi, the center of
the cluster i, μki is the membership value of the data xk to the cluster i, and m
is the weighting exponent, m ∈ 1, · · · ,∞, while n and c are the number of input
data and clusters, respectively. Note that the distance measure used in FcM is
the Euclidean distance.

Bezdek defined a condition for minimizing the objective function with the
following two equations [3,4]:

μki =
1∑c

j=1(
di(xk)
dj(xk) )

2
m−1

(2)

vi =
∑n

k=1(μki)mxk∑n
k=1(μki)m

(3)

The FcM finds the optimal values of group centers iteratively by applying Eq.
(2) and Eq. (3) in an alternating fashion.

2.2 Gradient-Based Fuzzy c-Means(GFcM) Algorithm

The FcM in Eq. (2) and Eq. (3) uses all data to update the center value of the
cluster, but the GFcM that is used in this paper was developed to update the
center value of the cluster with a given individual data sequentially [6,7]. Given
one datum xk and c clusters with centers at vj , (j = 1, 2, · · · , c), the objective
function to be minimized is:

Jk = μ2
k1(v1 − xk)2 + μ2

k2(v2 − xk)2 + · · · + μ2
kc(vc − xk)2 (4)
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with the following constraint:

μk1 + μk2 + · · · + μkc = 1 (5)

The basic procedure of the gradient descent method is that starting from an
initial center vector, vi(0), the gradient ΔJk of the current objective function
can be computed. The next value of vi is obtained by moving to the direction
of the negative gradient along the error surface such that:

vi(n + 1) = vi(n) − η
∂Jk

∂vi(n)

where n is the iteration index and

∂Jk

∂vi(n)
= 2μ2

ki(vi(n) − xk)

Equivalently,
vi(n + 1) = vi(n) − 2ημ2

ki(vi(n) − xk) (6)

where η is a learning constant.
A necessary condition for optimal positions of the centers for the groups can

be found by the following:
∂Jk

∂μ
= 0 (7)

After applying the condition of Eq. (7) , the membership grades can be found
as:

μki =
1∑c

j=1(
di(xk)
dj(xk) )

2
(8)

More detailed explanation about GFcM can be found in [6,7].

3 GFcM with Divergence Measure

In addition to the advantages of GFcM, GFcM was extended to another version
that can deal with the probabilistic data. In the extended version, the selection
of a proper distance measure between two data vectors should be extremely im-
portant since the performance of the algorithm largely depends on the distance
measure to be adopted[4]. After evaluating various distance measures, the Diver-
gence distance (Kullback-Leibler Divergence) between two Gaussian Probability
Density Functions(GPDFs), x = (xμ

i , xσ2

i ) and v = (vμ
i , vσ2

i ), i = 1, · · · , d , has
been chosen as the distance measure in GFcM(D) [4,11]:

D(x, v)

=
d∑

i=1

(
xσ2

i + (xμ
i − vμ

i )2

vσ2

i

+
vσ2

i + (xμ
i − vμ

i )2

xσ2

i

− 2)
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=
d∑

i=1

(
(xσ2

i − vσ2

i )2

xσ2

i vσ2

i

+
(xμ

i − vμ
i )2

xσ2

i

+
(xμ

i − vμ
i )2

vσ2

i

(9)

where xμ
i and xσ2

i denote μ and σ2 values of the ith component of x , respectively,
while vμ

i and vσ2

i denote μ and σ2 values of the ith component of v, respectively.
The GFcM used in this paper is based on the FcM algorithm. However, in-

stead of calculating the center parameters of the clusters after applying all the
data vectors in the FcM, the GFcM updates their center parameters at every
presentation of data vectors. By doing so, the GFcM can converge faster than
the FcM [6,7]. To deal with probabilistic data such as the GPDF, the GFcM(D)
updates the center parameters, mean and variance, according to the distance
measure shown in Eq. (9). That is, the membership grade for each data vector
x to the cluster i is calculated by the following equation:

μi(x) =
1∑c

j=1(
D(x,vi)
D(x,vj)

)2
(10)

After finding the proper membership grade from an input data vector x to each
cluster i, the GFcM(D) updates the mean and variance of each center as follows:

vμ
i (n + 1) = vμ

i (n) − ημ2
i (x)(vμ

i (n) − xμ) (11)

vσ2

i (n + 1) =

∑Ni

k=1(x
σ2

k,i(n) + (xμ
k,i(n) − vμ

i (n))2)
Ni

(12)

where

– vμ
i (n) and vσ2

i (n) : the mean and variance of the cluster i at the time of
iteration n

– xμ
k,i(n) and xσ2

k,i(n) : the mean and variance of the kth data in the cluster i
at the time of iteration n

– • η and Ni : the learning gain and the number of data in the cluster i

GFcM(D) has been successfully applied to various data classification problems
[8]- [10].

4 Experiments and Results

For the evaluation of the proposed image data classifier based on GFcM(D),
satellite image data sets collected. The satellite image data set consists of differ-
ent image classes (categories) in which each class contains different areas[15,15].
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Examples of satellite image data set:(a) Mountain area, (b) Factory area
(c)Farm area, (d) Harbor area, (e) Urban area, and (f) Desert Area

Fig. 1 shows examples of mountain area, factory area, farming area, harbor
area, urban area, and desert area. Each class consists of 100 images with different
views resulting in a total of 600 images in the data set.

In order to obtain the texture information from the image, conventional tex-
ture descriptors based on a frequency domain analysis such as Gabor filters [12]
and wavelet filters [13] are often used. However, these algorithms often induce a
high computational load for feature extraction and are not suitable for real-time
applications. In this paper, the Discrete Cosine Transform (DCT) is adopted for
extracting the texture information from each block of the image [14]. The DCT
transforms the image from the spatial domain into the frequency domain.

For the localized representation, images are transformed into a collection of 8×
8 blocks. Each block is then shifted by an increment of 2 pixels horizontally and
vertically. The DCT coefficients of each block are then computed and returned in
64 dimensional coefficients. Only the 32 lowest frequency DCT coefficients that
are visible to the human eye are kept. Finally, a GPDF with a 32-dimensional
mean vector and a 32× 32 covariance matrix is used to represent the content of
the image.

For each image class, the distribution of its feature vectors by a number of code
vectors is calculated. Each code vector represents a group with its own mean and
covariance matrix. During testing, the class of each image is decided by using
a Bayesian classifier. To evaluate the proposed algorithm, its performance is
compared with the performances of conventional algorithms such as SOM and
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Fig. 2. Overall classification accuracies using different algorithms

Table 1. Classification accuracy (%) of different algorithms using 12 code vectors

Mountain Factory Farm Harbor Urban Desert Overall

SOM 58.3 67.1 66.3 73.2 81.5 69.2 69.3%

FcM 63.6 70.2 65.7 75.6 83.2 70.0 71.4%

GFcM(D) 70.3 72.5 70.4 85.6 90.4 82.1 78.6%

FcM. Fig. 2 shows the performance in terms of the correct classification for three
algorithms with several numbers of code vectors in a range from 4 to 14. Table
1 shows the performance for each image class, using different algorithms with 12
code vectors. The classification performances for different algorithms are fairly
saturated with 12 code vectors. Note that the SOM and the FcM algorithm do
not use the covariance information. From the result shown in Fig. 2 and Table 1,
we can infer that the algorithm that uses the covariance information, GFcM(D),
usually outperforms the SOM and the FcM which use the Euclidean distance as
their distance measure. The results also show that GFcM(D) provides far better
accuracy over the other two algorithms.

5 Conclusion

In this paper, a new approach for classification of satellite images using a clus-
tering algorithm is proposed. This paper shows how the mean and variance
information of satellite image data are utilised using the Gradient-Based Fuzzy
c-Means algorithm with Divergence measure. Experiments are successfully per-
formed on a database with each image class such as mountain area, factory area,,
farm area, harbor area, urban area, and desert area. Based on the results of this
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experiment and previous experiments, it is expected that the GFcM(D) algo-
rithm will have broad applicability. However, the classification results between
mountain area and farm area or between urban area and factory area are far
from satisfactory. More research on the selection of feature values in addition
to the DCT values will help to discriminate some areas. Future work will in-
clude some standard evaluation protocols and baseline algorithms for the object
recognition task in addition to FcM and SOM.
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Abstract. In this paper, we present a global recognition system for Arabic 
handwritten words; we focus on the two phases of feature extraction and 
classification. In our system, we have retained three feature sets. The Zernike 
moments and the structural features of the word are extracted from the binary 
image, the Freeman code is established from the contour image of the word and 
the zoning is given from the skeleton image. These features, representing the 
words, are extracted to be used as input, in an individual or combined way, of 
the four classifiers used in our system: the Fuzzy C-Means algorithm (FCM), 
the K-Means algorithm, the K Nearest Neighbor algorithm (KNN) and a 
Probabilistic Neural Network (PNN). The system architecture is a parallel one 
where each expert (classifier) gives his point of view and we combine the 
results to make a final decision. The classifier results are combined using two 
methods: the simple vote and the weighted sum.  

Keywords: Arabic handwriting recognition, Fuzzy C-Means (FCM), K Nearest 
Neighbor algorithm (KNN), K-Means algorithm, Probabilistic Neural Network 
(PNN), zernike moments, zoning, Freeman chain code. 

1 Introduction 

Communicate by writing has always been a first concern for humans who want to 
create an easy and direct interaction with a computer. This gives labor to the 
researchers in the “writing recognition” field, especially for handwriting recognition, 
which is the dream of all those who need to enter data in a computer. 

The first research in this field was done more than thirty years ago. Nowadays, 
there are several applications in which the recognition of handwritten writing is 
required like the automatic mail sorting, the automatic processing of administrative 
documents, the investigation forms or the automatic reading of postal addresses and 
bank checks [1]. Contrary to Latin, the recognition of the handwritten or printed 
Arabic writing is, till now, in the research and experimentation level.  

Unconstrained off-line handwriting recognition remains a challenging problem. 
Word recognition algorithms suffer from two major problems. One is the 
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segmentation error given by the word segmentation process, especially for cursive 
handwriting documents. The other is that the accuracy of recognition drops when the 
size of the lexicon increases [2]. 

On the other hand, given the number and variety of methods used in pattern 
recognition, there is no single method that can be called the best. Each approach has 
strengths and weaknesses, good ideas and bad. One way to take advantage of this 
variety is to build multiple sources of information based systems. This direction is 
given more attention in pattern recognition and more work is being done, especially 
for handwriting recognition applications. The reported results show the efficiency of 
such techniques including hybrid approaches and multiple classifier schemes, 
especially for Arabic recognition [3, 4]. 

The hybrid approaches are represented by those recognition systems that use 
different sources of information either at the feature extraction level, by using several 
types of primitives to better describe the input word/character, or at the classification 
stage by integrating two (or more) complementary classification paradigms, or at both 
feature extraction and classification levels. The multiple classifier approach is defined 
as a system consisting of a set of classifiers and a decision combination function. It 
applies a number of generally independent classifiers and combines their results to 
generate a single decision.  

In our previous works, we dealt with the recognition of handwritten Arabic words 
in literal amounts [5] using single classifiers (structural, neural, statistical…) having 
as input several kinds of features. We focused later on multiple classifiers and hybrid 
systems; we were particularly attracted by the integration of neural and symbolic 
approaches. We built neuro-symbolic hybrid and multiple classifiers for Arabic literal 
amounts [6, 7, 8]. 

In this article, we focus on classifier combination, we propose a system (see  
figure 1) to recognize handwritten words in Algerian city names lexicon. This system 
combines several types of classifiers and features to enhance the recognition accuracy.  

This article is structured into seven sections. We first describe the overall 
architecture of the proposed system in the Arabic handwritten words recognition. In 
the third section, we present the preprocessing operations performed on word images. 
The fourth section is devoted to the description of our choices for the feature 
extraction phase while section six is dedicated to the recognition phase. In the last 
sections, we present the results followed by some conclusions and perspectives. 

2 Overview of the Proposed System 

An operational pattern recognition system contains a set of processing modules where 
feature extraction and classification stages are the most important for its overall 
performance. The feature extraction methods are generally specific to each particular 
pattern recognition problem, whereas the same classification algorithms can be used 
in various applications. 

There are three ways to approach word recognition problems [9]. The system 
recognizes the word as an entire and indivisible entity, it is the global or holistic 
approach, or it recognizes the word starting from its previously segmented characters, 
it is the analytical approach. The third way consists in the one used by human reading 
based systems which use only some properties and refine gradually, in loops, the word 
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description [10]. In our work, we have focused on the holistic approach because the 
considered vocabulary is limited to the Algerian city-names.  

Many works show that the combination of classifiers (sequential, parallel or 
hybrid) improves significantly the performances of the recognition system compared 
with each classifier separately [7, 11, 12]. In our work, we focus on the parallel 
combination because it is the most used one in the pattern recognition problems and it 
proved its effectiveness in many classification tasks [8, 12, 13]. This success is due to 
its implementation simplicity and its capacity to explore the answers of different 
classifiers to be combined, by taking into account (or not) the behavior of each 
classifiers. In this parallel combination, each classifier has to recognize the entire 
word using its global features. The difference between these classifiers is their word 
processing manner according to their functional principles. The figure 1 gives the 
general scheme of the proposed system components which will be described in the 
following sections.This classifier fusion is made either by a democratic way where 
there is no superiority of any classifier compared to another, or in a directed manner 
where the answer of each classifier is weighted according to its performances. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 1. Overview of the proposed handwritten word recognition system 

3 Acquisition and Preprocessing 

In our work, we use the Algerian city-names images database, built in the LRI 
laboratory at Annaba University [14]. The images acquisition was done a scanner and, 
before being analyzed, the images are submitted to some preprocessing operations. 
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Fig. 2. Image preprocessing 

Preprocessing poses major problems: some loops can be opened or not detected and 
some diacritic dots can be eliminated or confused with noise. 

4 Extraction of Global Features and Word Description 

The feature extraction problem consists in extracting, from data, the information 
which is most relevant for classification purposes, in the sense of minimizing the 
intra-class pattern variability while enhancing the inter class pattern variability [2, 4]. 

Handwriting recognition systems typically involve two steps: feature extraction in 
which the patterns are represented by a set of features and classification in which 
decision rules for separating pattern classes are defined. 

The feature extraction phase must ensure a maximum of reliability, because the later 
phases will not handle the original image but use the results provided by this module.   

In the literature, several works concern the elaboration of new features which have 
an increasing discriminative capacity while minimizing intra-class variability. These 
features are generally classified in two families: structural features (like strokes, 
concavities, end points, intersections of line segments, loops, stroke relations . . .) and 
the statistical features which derive from spatial measurements of the pixels (zoning, 
invariants moments, Fourier descriptors, Freeman chain code… etc).  

We can represent image in different forms: gray-scale, binary, contour, skeleton… 
and different features can be extracted from each form. Our goal, in this work is to find 

Gray level image Threshold 

Smoothing 

Skeletonization Contour extraction 
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the best image representation for the considered Arabic words. Three sets of features are 
retained (see figure 3), our choice was based on the work done by Arrivault [10]. 

In our system, we retained the global features from the three image representation 
forms, for each one we choose the appropriate feature extraction methods. The 
Zernike moments are extracted from binary image, the Freeman chain code is 
extracted from the image contour, and zoning is done on the image skeleton. We have 
also retrained 9 global structural features: 

• The number of ascenders in each connected component. 
• The number of descenders in each connected component. 
• The number of loops in each connected component. 

And the diacritic dots which are: 

• The number of a high single dot in each connected component. 
• The number of two high dependent dots in each connected component. 
• The number of three high dependent dots in each connected component. 
• The number of a low single dot in each connected component. 
• The number of two low dependent dots in each related component. 
• And a statistical characteristic which represents the percentage of each 

component connected in the word (the number of the connected components).  
 

4.1  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 3. Chosen features for Arabic handwritten word description 
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In our work, the extraction of these structural features consists in processing on 
connected component detected in the preprocessing phase, on the labeled image, from 
right to left according to the orientation of Arabic writing. The figure 3 illustrates 
these features. At the end of the feature extraction phase, a word is described by a 
features vector containing 133 elements: 

- 9 structural features. 
- 100 Zernike moments. 
- 8 Freeman chain code.    
- 16 zoning features. 

5 Recognition 

There are broadly two main approaches for classification: the statistical approach 
consisting in representing a pattern as an ordered, fixed-length list of numerical values 
and the structural approach describing the pattern as an unordered, variable-length list 
of simple shapes. The statistical approach relies on firmly established elements of 
statistical decision theory, even though viewing a pattern in an n-dimensional space is 
rather difficult. On the contrary, the structural approach is intuitively appealing 
because it appears closer to human recognition strategy. Unfortunately, this approach 
is usually difficult to implement in a fast, trainable and robust way over a large 
variety of shapes. 

As a structural classifier is naturally well-suited to the use of structural features but 
cannot easily handle statistical features, we have chosen the frame of statistical 
classification to investigate the combination of both structural and statistical features 
in a one-shot classifier. In the other way we have chosen the neural networks because 
several neural network models have been proposed for various difficult problems, 
especially classification ones. Traditional classifiers test the competing hypothesis 
sequentially, whereas neural network classifiers test the competing hypothesis in 
parallel, thus providing high computational rates [15]. 

As each classification method has its advantages and shortcomings, we can deduce 
that the performance of system can be increased significantly by combining multiple 
classifiers. Thus, as shown in figure 1, we propose a system which combines, with 
two parallel combination methods, four classifiers: 

- A K Nearest Neighbor (KNN) classifier. 
- A K-Means classifier. 
- A Fuzzy C-Means (FCM) classifier. 
- A Probabilistic Neural Network (PNN). 

We have chosen these four types of classifiers for several reasons. We used the FCM 
method because it doesn’t require prior information about the classes; this algorithm 
has been already used successfully in image segmentation. In addition, FCM is a  
 



568 S. Nemouchi, L.S. Meslati, and N. Farah 

classification method which allows a data sample belonging to two classes or more  
(with a membership degree for each class) contrary to the K-MEANS algorithm 
where the data sample must belong or not to one class. We thought to implement 
these two methods for comparing performances between the obtained results to 
deduce the influence of fuzzy logic in the area of images classification (in our case, 
the images represent handwriting Arabic words). The third implemented algorithm is 
KNN, opposing to FCM, it requires a reference base (word images already classified). 
The latter chosen approach is the neural one because neural networks have a large 
capacity of classification and showed their skills in handwriting recognition. 

6 Results and Discussion 

In this paragraph, we give some classification results with different pairs of (features 
types/ classifiers). The aim of our work is to find the most interesting combinations at 
feature and classification levels. The results are summarized in tables1 and 2. 

Note that we have divided our base into two parts, one for training (270 images for 
each city name) and the second for the test (30 images for each city name). 

Table 1. Recognition rates for individual classifiers 

 

The table 1 gives the recognition rates for the four individual classifiers using 
different feature sets. From these results, we can conclude that the most interesting 
features are the structural and zoning features. In addition, we note that Gaussian 
parametric evaluation (PNN) gets good results with zoning. Overall, the two 
classifiers KNN and PNN reach comparable results which are more interesting than 
the two others. 

At the end of our work, we combined the four classifiers. This combination is 
made either in a democratic way, in the sense that  it does not prefer any classifier 
compared to another, or by attributing, to the answer of each classifier, a weight 
according to its performances generally based on the rate obtained in training phase. 
According to the obtained results (Table 1) we have given priority to the PNN and 
KNN classifiers while the two others have the same priority. The results are 
summarized in the following table: 

Features                      Classifiers FCM(%) KMeans(%) KNN (%) PNN (%) 

Zoning features 65.24 67.32 76.76 78.00 
Zernike moments 59.95 58.91 61.80 74.50 

Freeman chain code 69.50 66.63 74.87 77.21 
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Table 2. Classifiers combination results 

 

We have evaluated the performance of our system; we have tested it on database 
containing 1440 words images. Approximately 80% of these words were properly 
assigned to the correct class when using all features. This result is very encouraging in 
handwriting word recognition. 

7 Conclusion and Perspectives 

In this paper, we have presented a system for holistic (global) handwritten Arabic 
words recognition, which combines the strengths of both statistical and structural 
feature extractors thanks to a combination of four complementary families of features 
(ranging from pure structural to pure statistical and including both local and global 
features). In the classification phase, our system combines four different types of 
classifiers in order to get a better recognition rate. The obtained results are interesting 
and encouraging. They experimentally confirm the assumption that the combination 
of multiple classifiers decisions and the use of different feature types enhance the 
overall accuracy of a recognition system. However, for each new pattern recognition 
systems, problems still remain: How many classifiers and what kind of classifiers 
should be used? For each classifier, what types of features should be chosen?. 
Moreover, this involves multiple tedious learning steps for both the chosen features, 
classifiers and combination rules. We have several possibilities for the evolution of 
our work: we think that the performance of the system can be increased by combining 
an analytical approach with the holistic proposed one. We can also increase the 
performance of our system by automatically selecting the most relevant features with 
the use of feature selection methods. We can also investigate the field of classifiers 
ensembles and dynamic classifier selection. 
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Abstract. In this paper, the framework of multi-stream combination has been 
explored to improve the noise robustness of automatic speech recognition 
systems. The main important issues of multi-stream systems are which features 
representation to combine and what importance (weights) be given to each one. 
Two stream features have been investigated, namely the MFCC features and a 
set of complementary features which consists of pitch frequency, energy and 
the first three formants. Empiric optimum weights are fixed for each stream.  
The multi-stream vectors are modeled by Hidden Markov Models (HMMs) 
with Gaussian Mixture Models (GMMs) state distributions. Our ASR is 
implemented using HTK toolkit and ARADIGIT corpus which is data base of 
Arabic spoken words. The obtained results show that for highly noisy speech, 
the proposed multi-stream vectors leads to a significant improvement in 
recognition accuracy. 

Keywords: Multi-stream speech recognition, HMM, noisy environments.  

1 Introduction 

Improve the robustness of automatic speech recognition in presence of additive noise 
has become an active topic and a number of techniques has been proposed to improve 
word accuracies in noisy environments.  The use of multi-stream models is one such 
technique [1].  A multi-stream speech recognizer is based on the combination of 
multiple feature streams each containing complementary information. The 
performance of such system depends on the fact that the selected features for every 
stream must not go through the same distortion in presence of noise. The weight given 
to each stream is another important aspect in multi-stream combination system. The 
rule should be such that the streams that are reliable should get more weight 
compared to the stream corrupted by noise [2], [3], [4].  

We can refer to many works that tried to improve the robustness of ASR system by 
using several streams of features that rely on different underlying assumptions and 
exhibit different properties. Shimmer and jitter are used in [5], and formant and 
auditory-based acoustic cues are used together with MFCC in [6], [7]. In [8], [9], a 
multi-stream approach is used to combine MFCC features with formant estimates and 
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a selection of acoustic cues such as acute/grave, open/close, tense/lax, etc. Pitch has 
been also taken into account in many works for the recognition of tonal languages 
[10], [11]. For the same purpose, many works in audio-visual domain have 
investigated the contribution of the visual information on the acoustic recognition 
system in noisy environments [12], [13]. 

This work aims to improve ASR system in noisy environments by using a new 
multi stream vector based on MFCC, pitch, energy and the three first formants.  The 
remainder of the paper is organized as follows: the multi-stream HMM based ASR 
systems are presented in section 2. In section 3, the experiments setup and results are 
given. Finally, we draw conclusions in Section 4. 

2 Multi-stream HMM Based ASR System 

The schematic overview of the multi-stream system is shown in Fig.1. Where γi   
(i=1,2,..N) is the stream weight of stream i, and it can be fixed statically [14]  or 
estimated dynamically [3], [4]. Each stream is composed of a set of features and the N 
streams are combined to form a multi-stream vector at the input of the multi-stream 
modeling unit. In the test step the multi-stream features are decoded by a usual 
decoding ASR system unit. 
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Fig. 1. Multi-stream HMM based ASR system 

2.1 Multi stream Features 

We describe in this section some of the theoretical background of the two stream 
features used in this work. 
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2.1.1 Stream1:  MFCC Features 
Our first stream is make up from the Mel-Frequency Cepstral Coefficients (MFCCs) 
[15] and their first ( Δ ) and second ( Δ Δ ) derivatives. For each analysis window, the 
MFCCs coefficients are calculated by equation (1), as follows: 
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where M  is the number of filter bank channels and E[m] is the energy of a given 
filter. 

2.1.2 Stream 2: Complementary Features 
The second stream consists of three kinds of features, namely pitch, energy and the 
first three formants. To complete the stream, the first and the second order derivatives 
of the five features are added. 

According to the literature [16], [17], [18], those features are less affected by noise 
comparing to the usual features such as MFCC [15], PLP[19] and LPC [20] which 
represent the vocal tract characteristics and are very susceptible to noise. 

2.1.2.1 Pitch. Its estimation is based on autocorrelation function [21].Giving a 
speech window {s(n), n = 0, 1, ...,Ns − 1}  the autocorrelation function is defined as 
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where sN  is the number of autocorrelation points to be computed. 

2.1.2.2 Formant frequencies. In this paper we choose to use the frequencies of the 
first three formants which are estimated from the maxima of the LPC spectrum model 
[22]. These maxima are defined as the complex roots of the following polynomial: 
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where p is the LPC order. 

2.1.2.3 Energy. Is defined as the variation of the signal amplitude caused by the 
force coming from the pharynx. The energy was computed by taking the logarithm of 
the windowed signal Ttts ,1)( =  [23]:
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where T is the window signal Ttts ,1)( =  
size. 

2.2 Multi-stream Modeling 

A multi-stream model is a product model of the different feature streams. For S 
independent streams, the output distribution for state j using a Gaussian mixture is 
defined as 
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where Ms is the number of mixture components for stream s, cjsm is the weight of the 
m-th component and N(o; μ, Σ) is a multivariate Gaussian with mean μ and covariance 
Σ [23]. The exponent γs is the weight for stream s. 

2.3 Decoding 

The decoding unit calculates the likelihood between the word to recognize and all the 
acoustic models which are already trained in the training step. The recognized word is 
the one which corresponds to the acoustic model according to the maximum 
likelihood. This likelihood was performed using the Viterbi algorithm [23]. 

3 Experimental Setup 

This section presents the database and the experimental setup used for the evaluation 
of the proposal multi-stream HMM based ASR system. 

3.1 Database Description 

The speech database used in this work is the isolated ARADIGIT corpus [24]. It is 
composed of Arabic isolated digits from 0 until 9. This database is divided into the 
following corpuses: 

• Train corpus: consisting of 1800 utterances pronounced by 60 speakers 
including the two genders, where, each speaker repeats the same digit 3 times. 

• Test corpus: consisting of 1000 utterances pronounced by 50 speakers 
including the two genders, where, each speaker repeats the same digit 2 times. 
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3.2 Muti-stream Feature Extraction 

• Stream1: For the first stream, MFCC features are extracted by HTK [23]. The 
speech signal is   divided into a number of overlapping time windows of 25 ms 
with a frame period of 10 ms. For each analysis window, 12 MFCC features 
with their delta and acceleration coefficients, resulting in a feature vector of 36 
acoustic features (MFCC_D_A) has been extracted. 

• Stream2: The complementary features of the second stream which are:  pitch, 
energy and the first three formants are extracted by the Praat package [25] 
based o n algorithms described in section 2.1.2.  Delta and accelerations 
coefficients are added to this stream by HTK, making a total vector stream size 
of 15 coefficients (Comp_D_A).  

3.3 Experimental Methodology 

Our experiments were developed using HTK package (Hidden Markov Toolkit) [23], 
from Cambridge University. With the aim to show the advantage of using multi-
stream features in speech recognition under real-life test conditions, we carried out a 
set of experiments.  Four ASR systems are built: 

 1. Single stream1 ASR system: uses as observation vectors, features of 
stream1. 

 2. Single stream2 ASR system: uses as observation vectors, features of 
stream1. 

 3. Equally-weighted multi-stream ASR system: uses as observation vectors, 
features of stream1 concatenated to stream2 features. The two stream are 
equally-weighted (γ1 = γ2=1 )  . 

 4. Optimally-weighted multi-stream ASR system: uses as observation 
vectors, features of stream1 concatenated to stream2 features. The two streams 
are optimally weighted. The optimum weights are chosen empirically from 
experiences.  Stream1 weights for each of the SNR's are as shown in Table 1. 
The weights of the second stream may be computed from this table 

using 12 2 γγ −= . 

Table 1. Stream1 weights 

 
SNR(dB) 

 
20dB 

 
15dB 

 
10dB 

 
5dB 

 
0dB 

 
-5dB 

1γ   
1.1 

 
1.1 

 
1.1 

 
1.1

 
0.9 

 
0.9 

 
The HMM models used for the all systems are a left-to-right HMM with 

continuous observation densities. Each model consists of 3 states, in which, each state 
is modeled by 1 Gaussian mixture with a diagonal covariance matrices defined as in 
equation (5). 
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To simulate the adverse conditions of test, we have corrupted the database by an 
airport noise extracted from the NOISEX92 database [26] and added to the speech 
signal with SNR ranging from -5 dB to 20 dB. 

The acoustic models’ training uses the clean speech database; the noise is only 
added for testing the recognition performance. 

Table 2. Comparative speech recognition results 

SNR (dB) 20dB 15dB 10dB 5dB 0dB -5dB 

Single stream1 

ASR system 

 

80.81% 

 

67.99% 

 

49.91% 

 

30.35% 

 

17.99% 

 

9.96% 

Single stream2 

ASR  system 

 

59.32% 

 

56.09% 

 

52.82% 

 

41.97% 

 

26.66% 

 

18.36% 

Equally-weightedmulti-
stream ASR system

 

84.96% 

 

75.92% 

 

65.41% 

 

46.68% 

 

32.75% 

 

20.76% 

Optimally-weighted multi-
stream ASR system 

85.89% 76.38% 66.05% 47.51% 32.93% 21.49% 

3.4 Results 

Table 2 gives the results for the implemented ASR systems in different test 
conditions. Best results in terms of word recognition accuracy are edited in bold. For 
single stream systems, the ASR system based on stream1 (MFCC) outperform the one 
based on stream2 in quite noisy environments (20dB, 15 dB). In highly noisy 
environments, it is the single stream2 system which performs better than the single 
stream1 one. for instance, at 5 dB  41.97vs. 30.35. This is due to the fact that the 
proposed complementary features were more robust to noise comparing to the MFCC 
features. 

As it can be observed, overall (SNR = -5 to 20 dB), the multi-stream systems, 
either equally-weighted or optimally-weighted, shows an improvements in word 
accuracy over the single stream systems. Another interesting aspect of these results is 
that the improvement in word accuracies is more pronounced in cases of low SNRs. 
For example, with 5dB : 47.51%% vs. 30.35%, i.e., an improvement of 17.16%is 
noticed.  

It can be seen that the optimally-weighted system gives a better word accuracy 
when compared to the equally weighted system by about 1%. This shows the 
important role of weights in multi-stream framework.  

4 Conclusions 

In this paper, we have studied the contribution of a new multi-stream vector for 
Arabic speech recognition system based on Hidden Markov Model. The new multi-
stream vector is consisted of the standard cepstral features MFCC, and a set of 
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complementary features namely, pitch, energy and the first three formants. Results 
show that with these complementary features we can get significant word accuracy 
improvement over both single and multi stream ASR systems. 
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Abstract. Feature extraction is an important step for speaker recogni-
tion systems. In this paper, we generated MFCC (Mel Frequency Cep-
stral Coefficients) and LPCC (Linear Predictive Cepstral Coefficients)
from LP residual of speech signal, instead their calculation directly from
speech samples. These features represent complementary vocal cord
information’s. In this work, Universal Background Gaussian Mixture
Models (GMM-UBM) and Gaussian Supervector (GMM-SVM ) based
speaker modeling have been used. Experimental results, using, ARADIG-
ITS data-base, show the efficiency of the GMM-SVM based approach
associated with feature vectors issued from LP residual signal.

Keywords: LPC, LPCC, LP residual, MFCC, GMM-UBM, GMM-SVM,
Speaker Recognition.

1 Introduction

Voiced speech is usually used for speaker recognition. But in text-independent
speaker recognition it would be better to use special voiced phonems which are
present in all words. In the source-filter model of human speech production, the
speech signal is modeled as the convolutional output of a vocal source excita-
tion signal and the impulse response of a vocal tract filter system [1]. Cepstral
features [2] such as Mel-frequency cepstral coefficients (MFCCs) and linear pre-
dictive cepstral coefficients (LPCCs) have been the dominant features for a long
time in speaker recognition. These features are believed to provide pertinent
cues for phonetic classification and have been successfully implemented in most
existing speaker recognition systems [3]. This indicates that MFCC and LPCC
features capture properties of vocal tract and contain important speaker-specific
information. Since MFCCs capture a mixture of phonemic and speaker-related
information, their use has resulted in good performance in speaker recognition.
In [4], the standard procedures for extracting MFCC and LPCC features were
applied to LP residual signals, resulting in a set of residual features for speaker
recognition. In linear predictive (LP) modeling of speech signals, the vocal tract
system is represented by an all-pole filter. The prediction error, which is named
the LP residual signal, contains useful information about the source excitation.

A. Elmoataz et al. (Eds.): ICISP 2012, LNCS 7340, pp. 579–586, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In [5], the speaker information present in LP residual signals was captured us-
ing an auto-associative neural network model and in [6] features extracted from
linear predictive (LP) analysis were used. Despite these investigations, state-of-
art systems are mostly based on the Mel cepstral frequency coding (MFCC) or
the linear predictive cepstral coding (LPCC). Indeed, these short-term features
have proven their efficiency in terms of performances and are adapted for the
Gaussian mixture models (GMMs).

Current state of the art systems for text-independent speaker recognition use
cepstral coefficients as base features, and speaker modeling techniques, such as
Universal Backgrounds Gaussian Mixture Models (GMM-UBM) and Gaussian
Supervector (GMM-SVM). These later are two successful approaches recently
used. The first approach uses a speaker model which is formed by MAP adapta-
tion of the means of the UBM. In the second approach, the GMM supervector is
formed by stacking all mean vectors of the adapted model and is classified using
a Support Vector Machines (SVM)[7], [8], [9].

This paper deals with the MFCC and LPCC feature extraction techniques
based on LP residual signal. Section 2 provides feature extraction technique.
Then, Sections 3 elaborates speaker modeling principles. In Section 4, we discuss
the evaluation of speaker recognition performance, followed by conclusion in
Section 5.

2 Feature Extraction

2.1 Linear Prediction (LP) Residual

Linear prediction (LP) is the process of predicting future sample values of a
digital signal from a linear system. It is therefore about predicting the signal
x(n) at instant n from p previous samples as in Eq. (1)

x(n) =

p∑
i=1

aixn−i +Ge(n) (1)

Where a1, a2, ..., ap are the Linear Prediction Coefficients (LPCs), p is the model
order, G and e(n) are the excitation gain and source, respectively. The LPCs are
derived adaptively for each 20-30 ms speech frame by minimization of excitation
mean square energy. For simplicity, we will assume that the order of LP model
is uneven, p = 2m − 1. The LPC spectrum or the transfer function of the LP
filtering is defined by:

H(z) =
G

A(z)
(2)

Where

A(z) = 1−
2m−1∑
i=1

aiz
−1 (3)
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2.2 Cepstral Linear Prediction Coding (LPCC)

The cepstrum coefficients {cepsq}Qq=0 can be estimated from the LPC coefficients

{aq}pq=1 using a recursion procedure:

cepsq =

⎧⎪⎨⎪⎩
ln(G), q = 0

aq +
∑q−1

k=1
k−q
q akcepsq−k, 1 �q�p∑p

k=1
k−q
q akcepsq−k, p <q�Q

(4)

Where G is the gain term in the LPC model, p the LPC model order, and Q+1
the number of cepstrum coefficients.

2.3 Mel Frequency Cepstral Coefficients (MFCC)

The most commonly used feature vector in speech recognition is composed of
Mel-Frequency Cepstral Coefficients (MFCC). The MFCC extraction is done in
three steps:

1. Step 1-a: Cut up the signal in several overlapping windows;

2. Step 1-b: To decrease the spectral distortion, a Hamming windowing is ap-
plied to signal frames;

W (n) = 0.54− 0.46 ∗ cos( 2πn

N − 1
) (5)

Where N is the window size.

3. Step 2-a: Apply the FFT ;

4. Step 2-b: The Mel-frequency scale is applied using the following transforma-
tion formula;

Mel(f) = 2595 ∗ log10(1 + f

700
) (6)

5. Step 2-c: Apply the logarithm after the Mel scale;

6. Step 3: Finally, obtain the discrete cosine transform (DCT) of the output
signal.

3 Classifiers

3.1 Gaussian Mixture Model Universal Background (GMM-UBM)

The speaker recognition system is a Gaussian mixture model-universal back-
ground. The GMM-UBM approach is the state of the art system in text- inde-
pendent speaker recognition [10]. This approach is based on a statistical modeling
paradigm, where a hypothesis is modeled by a GMM model:
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p(x|λ) =
i<m∑
i=1

αiN(x|μi,
∑
i

) (7)

Where αi, μi and
∑

i respectively, the weights, the mean vectors, and the covari-
ance matrices (generally diagonal) of the mixture components. During a test, the
system has to determine whether the recording Y was pronounced by a given
speaker S. This question is modeled by the likelihood ratio;

p(x|λhyp)

p(x|λhyp)
≥ τ (8)

Where Y is the test speech recording, λhyp is the model of the hypothesis where
S pronounced Y , λhyp corresponds to the model of the negated hypothesis ( S
did not pronounce Y ), p(y|m) is the GMM likelihood function, and τ is the
decision threshold. The model λhyp is a generic background model, the so-called
UBM, and is usually trained during the development phase using a large set
of recordings coming from a large set of speakers. The model λhyp is trained
using a speech record obtained from the speaker S. It is generally derived from
the UBM by moving only the mean parameters of the UBM, using a Bayesian
adaptation function.

In this study The GMM-UBM system is the LIA SpkDet system [11] based on
the ALIZE platform3 and distributed under an open source license. This system
produces speaker models using MAP adaptation by adapting only the means
from a UBM. The UBM component was trained on a selection of 60 corpus.
For all the experiments, the model size is 128 and the performances are assessed
using DET plots and measured in terms of equal error rate (EER) and minimum
of detection cost (minDCF).

3.2 Support Vector Machines (SVM)

The support vector machine (SVM ) [8] is a two-class classier constructed from
sums of a kernel function k(·, ·),

f(x) =

L∑
i=1

αitik(x, xi) + d (9)

Where ti are the ideal outputs,
∑L

i=1 αiti = 0, i = 0 and α > 0. The vectors
xi are support vectors and obtained from the training set by an optimization
process [11]. The ideal output are either 1 or −1, depending upon whether the
corresponding support vector is in class 0 or class 1, respectively. For classifica-
tion, a class decision is based upon whether the value, f(x) , is above or below
a threshold. The kernel k(·, ·) is constrained to have certain properties, so that
k(·, ·) can be expressed as :

k(x, y) = b(x)tb(y) (10)
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Where b(x) is a mapping from the input space (where x lives). For a sepa-
rable data set, SVM optimization chooses a hyperplane in the expansion space
with maximum margin [7], [8]. The data points from the training set lying on
the boundaries are the support vectors in equation (1). The focus of the SVM
training process is to model the boundary between classes in [7], [8].

3.3 GMM Supervector (GMM-SVM)

Gaussian mixture models with universal backgrounds is constructed by MAP
adaptation of the means of the UBM. A GMM supervector is constructed by
stacking the means of the adapted mixture components. We assume we are given
a Gaussian mixture model universal background model (GMM-UBM):

p(x|λ) =
i<m∑
i=1

αiN(x|μi,
∑
i

) (11)

Where αi are the mixture weights, m indicates a Gaussian density and , μi and∑
i are the corresponding mean and covariance. From a speaker utterance, the

GMM-UBM model is adapted by Maximum A Posteriori (MAP) adaptation to
provide the speaker GMM model. Generally, only the means 1i of Gaussian com-
ponents are adapted. In this case, all GMMs have the same covariance matrices∑

i and differ only in means. As a consequence, for SVM classification, each
model is represented only by the concatenation of all GMM Gaussians mean
vectors, that is, a GMM supervector [12].

4 Results and Discussions

4.1 Speech Database and Features Extraction

Arabic digits, which are polysyllabic, can be considered as representative elements
of language, because more than half of the phonemes of the Arabic language are
included in the ten digits. The speech database used in this paper is a part of
the database ARADIGITS [13]. It consists of a set of 10 digits of the Arabic lan-
guage (zero to nine) spoken by 60 speakers of both genders with three repetitions
for each digit. This database was recorded by Algerian speakers from different re-
gions aged between 18 and 50 years in a quiet environment with an ambient noise
level below 35 dB, in WAV format, with a sampling frequency equal to 16 kHz.
In this work we used the ”long training / short test” for speaker recognition on
ARADIGITS. The features corresponding to the six digits (from zero to five, with
concatenation of three repetitions ) are used for training each speakermodel. Only
60 speakers of the database are used in the speaker identification system for test-
ing. Four digits( from six to nine) of every speaker is tested separately (60x4=240
test patterns of seconds each, in average). The experiments are totally text inde-
pendent. Speaker utterances were represented by 19 coefficients LPCC or MFCC,
with their first derivatives and the delta energy.Altogether, a 40 coefficients vector
is extracted from each LP residual, based speech signal frame. Mean subtraction
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and variance normalization were applied to all features. Figure 1 shows the speech
waveforms and the corresponding LP residual signals, of the vowel /a/ from the
sound /wahid/ uttered by two different female speakers. We can see the differ-
ences between the two segments of residual signals. In addition to the difference
between their pitch periods, the residual signal of speaker A shows much stronger
periodicity than that of speaker B.
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Fig. 1. Speech waveform, LP residual signals and Fourier spectra of LP residual signal
of two female speakers; Speaker A in the left and speaker B in the right

4.2 Experimental Results

We evaluate the speaker recognition performances of MFCC and LPCC individ-
ually like baseline system, using both GMM-UBM and GMM-SVM classifiers.
In addition, we evaluate these classifiers with MFCC or LPCC extracted from
LP residual signal, using the same evaluation database. The EER performance
of the baseline system are shown in Figure 2. The best performance are obtained
with MFCC based GMM-SVM, 91% in average. Figure 3 shows the recognition
performance of MFCC and LPCC features extracted from LP residual signal.
The MFCC extracted from LP residual and based GMM-SVM achieved the
best performance (it is found at 88% in average). Experimental results show
that the GMM-SVM using MFCC features gives the best performances, and
MFCC features outperform the MFCC extracted from LP residual, because in
frequency domain, the useful temporal information, the amplitudes and the time
locations of pitch pulses, are not represented in the Fourier spectra of LP resid-
ual. To characterize the time-frequency characteristics of the pitch pulses, others
transformations like wavelet are more appropriate than the short-time Fourier
transform.
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Fig. 2. The performance of GMM-UBM and GMM-SVM systems with MFCC and
LPCC features extracted from ARADIGITS database
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Fig. 3. The performance of GMM-UBM and GMM-SVM systems with MFCC and
LPCC features extracted from LP residual signal

5 Conclusion

This paper investigates MFCC and LPCC features extraction from LP residual
signal based on both GMM-UBM and GMM-SVM classifiers. We have shown
that the MFCC and LPCC features based LP residual contain speaker-specific
information for speaker recognition applications, and the MFCC features provide
additional information in speaker recognition. This work shows the possibility of
performing speaker recognition by extracting features directly from LP residual
signal.
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Abstract. The objective of this work is the conception and the realization of a 
recommendatory system, using concepts of the web usage mining and being in-
spired by approaches to information filtering. This system includes a new hybr-
id method to rank documents web, in order to propose to the Webmaster (or 
admin) of platform e- learning the best available documents based of the histor-
ical to research done by learners. 

It is, actually a meta-search engine on the web, integrated into the e-learning 
platform to keep surfing traces of the learner during his searching. This will 
permit to have a usage basis that will be used by the system to help webmaster 
(admin) to make decisions about the documents to be added to the platform.  
The elaborated system will make it passible to propose help and assistance to 
learners of the platform. 

Keywords: e-learning, web usage mining, information filtering, ranking, rec-
ommendation system, Moodle, classification. 

1 Introduction 

Due to the exponential increase in the amount of resources available and accessible on 
the web, Recommendation systems have seen their popularity grow in recent years. 
Combining techniques of information filtering, personalization, artificial intelligence, 
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social networks and human-computer interaction, recommendation systems provide 
users with suggestions to meet their informational needs and preferences. Indeed, 
recommendation systems are particularly in demand in e-commerce applications. For 
example, the Amazon site recommends all kinds of products (movies, music, books, 
etc...) [1, 2]. 

To Produce recommendations, a number of approaches is possible: (i) the approach 
by content [3] which makes recommendations by comparing the semantic content of 
resources with the user’s tastes, (ii) the approach based on knowledge [4] that makes 
recommendations by exploiting knowledge about the user and pre-established heuris-
tics, and (iii) the approach by collaborative filtering [5], which makes recommenda-
tions by analyzing, at the same time, the user’s opinions and those of other users 
about  the resources they have consulted. 

All these approaches require a ranking of documents before presented to the user 
system. For example, in the latest approach that we interests the most (collaborative 
filtering), documents is presented in order of decreasing evaluation, the latter is usual-
ly given as a vote.  

This paper, proposes a Plugin what can integrate on any platform e-Learning (in 
our case, we used the platform open source moodle) to keep tracks of the web 
searches made by learners (student), in order to use it for the recommendation. This 
Plugin also includes a new hybrid method to rank documents web before presenting to 
the learner.  

This ranking is given according to order of decreasing relevance score of docu-
ments deemed relevant. This score is calculated according three phases. First, we in-
spired from the collaborative filtering to calculate the score of vote for the document. 
Second, we use the formula chan to measure the degree of appreciation of the docu-
ment by the learner. Finally, we develop a new function called λ method to combine 
these two measures (score of vote, formula chan) to calculate the relevance score. 

The results show the quality of recommendations by contribution to our former 
work [6, 7] mainly through the addition of other criteria that have improved the results 
in order to help learners in their learning while trying to overcome the major problems 
of recommender systems(Critical Mass, Cold Start, Principle of induction)  [ 7]. 

The rest of the article is organized as follows: 
In section 2, we describe the working process of the proposed solution as well as 

the methodologies of ranking.  In Section 3, we evaluated our Plugin by analyzing 
the learners’ behaviors of the platform e-learning moodle. We terminate by conclu-
sions and perspectives of our work in the section 4.  

2 Process of Operation and Methodologie for Ranking  
of Document  

2.1 Process of Operation 

The system (Plugin) that was integrated in the platform e-learning to study the       
behavior of learners and produce recommendations is named MX-Search.  
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Fig. 1. Process of operation of MX-Search 

MX-Search retrieves and displays the search results returned by the search engines 
(Google, Yahoo, Bing) while keeping track of the learner to make recommendations 
(figure1). 

2.2 Allocation of the Link Visited in a Category of Courses 

Before raking documents, we must classify the links returned by the search engine 
web. This will allow categorizing all the documents requested by all learners of the 
platform during their navigation. 

To achieve this categorization, we utilize the method of classification using           
K-means [8]. We consider the categories of courses as classes that we attribute ob-
jects (web documents visited by the learner). 

To calculate the similarity between a document and a category of course, we utilize 
the lexical similarity [9]. 

Algorithm of attribution of a link to a category of courses:  

Algorithm classification 
 Var  A,B,C,D,E : table of strings; 
              H : table of table of strings ; 
Begin  
 H←∪ hi ;/i∈[1.. number  of  modules] where hi  is the            
             whole of keywords of each  module  
 A ← extract keywords (query learning); 
 B ← extract keywords (title of the link visited) ; 
 C ← extract keywords ( link visited) ; 
 D ← extract keywords (description of the link visited) ; 
 E ← A∪B∪C∪D ; 
 Calculation _of_ similarity_ between (E, hi) (we used 
Jaccard’s index  [9]) ; 
assign the link visited at the class (category of courses    
or  module) which corresponds to hi ; 
End. 
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2.3 Methodology Followed for Ranking of Documents   

How to Calculate the Score of Vote? 

To get the preferences of users, the collaborative filtering approach uses either the 
preference relation or the utility function (eg voting). Indeed in the second case which 
interests, us most is proposed to the user to give his opinion on a scale of integer val-
ues and relatively reduced task (usually a value between 1 and 5 or 1 and 7) [1]. But 
this voting task with note is very hard for the learner. This prompted us to propose a 
new scale of assessment instead of the whole scale of values. 

To do this, we ask the learner for example: 

How do you find the document? 

Useless, Poor, Average, Good or Excellent 

The response will be closer to the real context and facilitates the assessment of the 
learner. Then, we assign for each assessment a note (Useless=1, Poor=2, Passable =3, 
Good=4, Excellent=5). 

Finally, we calculate the score of vote defined by: 

 score of vote(doc)  = sum(αi vote(i)) / sum(αi ) (1) 

With αi: weight of vote according to the level of the learner 

How to Calculate Formula Chan? 

Explicit evaluations require more users’ effort. As a result, users often tend to avoid 
this burden by leaving the system permanently or providing erroneous         as-
sessments. 

In contrast, the deduction of such assessments by the single observation of user   
behavior is much less intrusive. 

A real example of inference implicit evaluations is the formula proposed by Chan 
(1999) [2], to predict whether a web page has been appreciated or not. 

This formula is based largely on information that can be harvested from the data 
protocol communication. Indeed, it is calculated based on the history, the bookmark, 
the contents of pages and the access log. 

Finally, Chan (1999) defines the degree of interest in a page: 

 Interest(Page)=Frequency(Page)*(1+IsBookmark(Page)+Duration(Page)+ 
                 Recency(Page) + LinkVisitPercent(Page)) (2) 

In our system this formula was modified by adding weights to the variables in order to 
promote and give prominence to a variable contribution to the other. 
Formula Chan becomes: 

 Interest(Page)=Frequency(Page)* (1 + α*IsBookmark(Page) + β*  
             Duration(Page) + δ* Recency(Page) +  γ* LinkVisitPercent(Page)) (3) 

With α, β, δ, γ: the weight of the variable and   0< α, β, δ, γ <1 and                               
α+ β+ δ+ γ=1 
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Fig. 5. Interface to choose the criteria of knowledge extraction  

After having chosen the java module for example, the system ranks the documents 
according to their relevance according to the point of view of the learner and | or for-
mula chan (figure 6, 7, 8,). This ranking will allow learners to have additional re-
sources to understand the module. 

 

 

Fig. 6. Result obtained for the module java according to the criterion: Score of vote 
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The solution suggested MX-Search is based on a system of search of information 
web, on the concepts of web usage mining, on novel method hybrid of ranking of 
documents, K-means, and the filtering of information to keep track about navigation 
learners during their research in the web while involving then: (vote, click ...). 

This will have a basis of use that will be used by the system to assist the adminis-
trator (Webmaster or teacher) to take decisions on the best documents existing on the 
web so to add them as additional resources in the platform, so that these learners or 
other promotions can benefit of them.  

The hybrid method of ranking that we propose also increases the quality of rec-
ommendations in relation to use only techniques of the collaborative filtering. 

This work is still being improved, as regards the topics and the features. 
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Sâıd, El Abdellaoui 200
Said, Yahia 85
Saidani, Taoufik 85
Saidi, Mohamed Nabil 261
Salahshoor, Sadegh 253
Saoud, Sahar 65
Saylani, Hicham 157, 191
Selouani, Sid-Ahmed 432
Serir, Amina 122
Shrestha, Raju 45
Singh, Rajiv 93
Sitnik, Robert 27
Skoudarli, Abdellah 122
Smach, Fethi 85
Snoussi, Hichem 85
Soraghan, John J. 459
Souici-Meslati, Labiba 493
Srivastava, Richa 93



Author Index 599

Tadonki, Claude 391, 485
Tahri, Layla 352
Tairi, Hamid 307
Taleb, Nasreddine 442
Taleb-Ahmed, Abdelmalik 397
Tayebi, Mohamed 142
Teffahi, Hocine 131
Touazi, Azzedine 547

Uhl, Andreas 217, 362

Voisin, Yvon 9

Wakrim, Mohamed 352

Yessad, Dalila 579
Youssef, Fakhri 200

Zahid, Jalal 65
Zhang, Hui 1
Zirari, Fattah 424


	Title
	Preface
	ICISP 2012 Organization
	Table of Contents
	Multi/Hyperspectral Imaging
	Bayesian Image Matting Using Infrared and Color Cues
	Introduction
	The Matting Problem
	Matting Equations
	Trimap Based Techniques

	Bayesian Image Matting Using Infrared and Color Cues
	Overview
	Automatic Trimap Generation
	Joint Bayesian Matting

	Experimental Results
	Conclusion
	References

	Salient Pixels and Dimensionality Reduction for Display of Multi/Hyperspectral Images
	Introduction
	Pixel Selection
	Experiments and Results
	Datasets
	Pre-processing and Normalization
	Dimensionality Reduction Techniques
	Results

	Conclusions
	References

	SVM and Haralick Features for Classification of High Resolution Satellite Images from Urban Areas
	Introduction
	Extraction of Information and Classification
	Spectral Information
	Spatial Information
	SVM Classification
	The Proposed Workflow

	Experimentations and Results
	The Data
	The Results

	Conclusion
	References

	Data Acquisition Enhancement in Shape and Multispectral Color Measurements of 3D Objects
	Introduction
	MeasurementSetup
	Data Acquisition Procedure
	Evaluation of Color Measurement Results
	Evaluation of Shape Measurement Results
	Conclusions
	References

	Multi-model Approach for Multicomponent Texture Classification
	Introduction
	Statistical Modeling of Multicomponent Textures
	DTCWT Representation of Color Textures in HSV Color Space
	Copulas Theory
	Multivariate Model for Luminance
	Bivariate Model for Chrominance

	Classification Results
	Experimental Setup
	Similarity Measurement Based on Rao Distance
	The Multi-model
	Results

	Conclusion
	References

	Simultaneous Multispectral Imaging and Illuminant Estimation Using a Stereo Camera
	Introduction
	ProposedSystem
	Multispectral System Model
	Illuminant Estimation

	Experiments
	Experimental Setup
	Experiment I: Filter Selection
	Experiment II: Multispectral Imaging
	Experiment III: Illuminant Estimation

	Discussion
	Conclusion
	References

	Multisource Fusion/Classification Using ICM and DSmT with New Decision Rule
	Introduction
	Dezert - Smarandache Theory (DSmT)
	Principles of the DSmT
	Proposed Decision Rule

	Result and Discussion
	Study Area and Used Data
	ICM Classification with Constraints
	Multidates and Multi-source Fusion by the Hybrid DSmT Model

	Conclusion
	References


	Image Filtering and Coding
	Text Enhancement by PDE’s Based Methods
	Introduction
	Description
	The Model
	Natural Criterion
	A Direct PDE Based Method

	Discretization
	Numerical Results
	Conclusion
	References

	Kernel-Based Laplacian Smoothing Methodfor 3D Mesh Denoising
	Introduction
	Problem Formulation
	Laplacian Smoothing
	ProposedMethod
	Kernel Based Laplacian Smoothing
	Linear Combination

	Experimental Results
	Conclusion
	References

	Embedded Real-Time Video Processing System on FPGA
	Introduction
	System Architecture
	Sobel Edge Detector
	Experimental Results
	Conclusion
	References

	Edge Preserving Image Fusion Based on Contourlet Transform
	Introduction
	The Contourlet Transform
	The Proposed Method
	Results and Discussions
	Conclusions
	References

	Selecting Vision Operators and Fixing Their Optimal Parameters Values Using Reinforcement Learning
	Introduction
	Reinforcement Learning
	Multi-Agent Systems
	Proposed Appro oach
	User Agent (UA)
	Operator Agent (O OA)
	Parameter Agent (P PA)

	Results and Discussion
	The Agent UA
	The Agent OA
	The Agent PA

	Conclusion
	References

	A Phase Congruency Based Document Binarization
	Introduction
	Related Works
	Phase Congruency Based ROI Selection
	The Proposed Adaptive Thresholding Method
	Early Exclusion Criterion Enhancement
	Experimental Results
	Conclusion
	References

	Porting a H264/AVC Adaptive in Loop Deblocking Filter to a TI DM6437EVM DSP
	Introduction
	Adaptive Deblocking Filter
	Deblocking Filters
	ADF Algorithm
	Complexity

	Overview of DM6437EVM DSP
	The Proposed Optimisation Approach
	Using Intrinsics to Replace Complicated C Code
	Using Word Access to Operate on 16-Bit Data Stored in the High and Low Parts of a 32-Bit Register
	Memory Management

	Experimental Results
	Conclusion
	References


	Signal Processing 1
	Methodology for Acoustic Characterization of a Labial Constraint in Speech Production
	Introduction
	Experimental Setup for Labial Constraint Realization
	The Sentences Corpus
	The Units Analyzed
	Analysis of Labial Constraint Influence on the Timing of "VCiV"
	Constraint Influence Analysis on the Vocalic Space
	Methodology for Calculating Formants Based on Complex Continuous Wavelets Transform

	Labial Constraint Influence Analysis on Intonation F0 and on Mouth Aperture
	Analysis Effects of the Constraint on the Coarticulation Degree
	Conclusion
	References

	Performance of OFDM in Radio Mobile Channel
	Introduction
	Frequency Shifts in a Mobile Radio Channel
	Inter-carrier Interferences
	System Performances
	Conclusion
	References

	Spatial Correlation Characterization for UWB Indoor Channel Based on Measurements
	Introduction
	Measurement Specification and Set-Up
	Configuration and Set-Up
	Channel and Time Stationarity

	Proposed Statistical Distributions Description
	Evaluation

	Spatial Correlation
	Correlation Evaluation

	Conclusion
	References

	Nonlinear Blind Source SeparationApplied to a Simple Bijective Model
	Applied to a Simple Bijective Model
	Introduction
	Problem Statement
	A Simple Bijective Model
	Local Minima and Separability of the Model
	Simulation Results
	Conclusion
	References

	Seismic Signal Discrimination between Earthquakes and Quarry Blasts Using Fuzzy Logic Approach
	Introduction
	Data
	Method
	Feature Extraction
	Fuzzy Classifier

	Results and Discussion
	Conclusion
	References


	Signal Processing 2
	Ultra Wide-Band Channel Characterization Using Generalized Gamma Distributions
	Introduction
	Measurement C Campaign
	Generalized Gamma Distribution
	Simulations and Results
	Conclusion
	References

	Design of an Antenna Array for GNSS/GPS Network
	Introduction
	Simple Element Design
	Antenna Array Design
	Conclusion
	References

	Blind Separation of Convolutive Mixtures of Non-stationary and Temporally Uncorrelated Sources Based on Joint Diagonalization
	Introduction
	Proposed Approach
	Simulation Results
	Conclusion and Perspectives
	References

	Maximizing Network Lifetime through Optimal Power Consumption in Wireless Sensor Networks
	Introduction
	Background and Definitions
	Non-orthogonal Channel (Known Channel States)
	Non-orthogonal Channel (Unknown Channel States)

	Simulation
	Non-orthogonal Channel (Known Channel States)
	Non-orthogonal Channel (Unknown Channel States)

	Conclusion
	References

	Evolutionary Spectrum for Random Field and Missing Observations
	Introduction
	The Amplitude Modulating Function, Yt1,
	Estimation of the Evolutionary Spectral Density
	Numerical Studies
	Conclusion
	References


	Biometric
	Iris-Biometric Fuzzy Commitment Schemes under Signal Degradation
	Introduction
	Fuzzy Committment Schemes
	A Case Study on Iris-Biometric FCSs
	Experimental Setup
	Iris-Biometric FCSs
	Signal Degradation
	Performance Evaluation

	Conclusion
	References

	Sfax-Miracl Hand Database for Contactless Hand Biometrics Applications
	Introduction
	Data Collection: “Sfax-Miracl Hand Database”
	The Proposed Hand Detection Approach
	Learning Step
	Detection Step

	Experimental Results and Evaluation
	Conclusions and Futures Works
	References

	Spiral Cube for Biometric Template Protection
	Introduction
	Overview of Template Protection Approaches
	Proposed Approach
	Random Projection
	Logistic Map
	Proposed Approach
	Analysis Study

	Experimental Results
	Conclusions and Perspectives
	References

	Sparse Representation Based Classification for Face Recognition by k-LiMapS Algorithm
	Introduction
	Sparse Recovery by k-LiMapS
	Sparse Recovery
	k-LiMapS Algorithm

	Face Recognition via k-LiMapS
	LDA Subspace Analysis and Image Embeddings
	FRS Based on k-LiMapS

	Experimental Results
	Conclusions
	References

	3D Face Recognition Using an Expression Insensitive Dynamic Mask
	Introduction
	Preprocessing
	Face Recognition Using Dynamic Mask
	Artificial Neural Network (ANN)
	Dynamic Mask
	Classification

	Experimental Result and Discussions
	Bosphorus 3D Face Database
	Identification Result

	Conclusions
	References

	Score Fusion in Multibiometric Identification Based on Fuzzy Set Theory
	Introduction
	Fuzzy Set Theory and Multibiometric Identification
	System
	Fuzzy Set Theory
	Score Fusion in Multibiometric Identification System
	Proposed Fusion Approach

	Multimodal Biometric System
	Face Recognition
	Iris Recognition

	Experimental Results
	Conclusion
	References

	Security Analysis of Key Binding Biometric Cryptosystems
	Introduction
	Biometric Cryptosystems
	Security Analysis of Biometrics Cryptosystems
	Measure of the Usability of a System
	Measure of the Security of Intrusion Threats
	Measure of the Security of Binding Threats

	Experiments
	Experimental Settings
	Security Analysis Results of Fuzzy Commitment Technique
	Security Analysis Results of Fuzzy Vault Technique

	Conclusion
	References


	Watermarking and Texture
	Improved Watermark Extraction Exploiting Undeterminated Source Separation Methods
	Introduction
	Generic Spread Spectrum Watermarking Scheme
	Embedding Process
	Equalization Techniques

	The Proposed Watermark Extraction Method
	Performance Evaluation of the Proposed Method
	Experimental Protocol
	Test Results

	Conclusion
	References

	Texture Analysis for Trabecular Bone X-Ray Images Using Anisotropic Morlet Wavelet and R´enyi Entropy
	Introduction
	Methods and Materials
	Preprocessing
	A Fully-Anisotropic Morlet Wavelet
	Histogram of Fully-Anisotropic Morlet Wavelet
	R´enyi Entropy for 2D Histogram

	Experimental Results
	Conclusion
	References

	Improving of Gesture Recognition Using Multi-hypotheses Object Association
	Introduction
	System Architecture
	Hand Detection and Tracking
	Feature Extraction and Classification

	Experimental Results
	Conclusions
	References

	An Improved Images Watermarking Scheme Using FABEMD Decomposition and DCT
	Introduction
	FABEMD (Fast and Adaptive Bidimensional Empirical Mode Decomposition)
	FABEMD Overview
	FABEMD Algorithm

	Proposed Approach
	Watermark Embedding
	Watermark Detection

	Experimental Results
	Invisibility of the Watermark
	Robustness of the Method against Attacks

	Conclusion
	References

	A Fragile Watermarking Scheme Based CRC Checksum and Public Key Cryptosystem for RGB Color Image Authentication
	Introduction
	Cyclic Redundancy Check
	Proposed Method
	Generator Polynomial Generation Algorithm
	Watermark Generation Algorithm
	Embedding Algorithm
	Detection Algorithm

	Simulation and Experimental Results
	Conclusion
	References

	Maximum Likelihood Estimation, Interpolation and Prediction for Fractional Brownian Motion
	Introduction
	FBm Properties
	ML H Parameter Estimation
	Prediction
	Interpolation
	Discussion

	Conclusion
	References

	Gabor Filter-Based Texture Features to Archaeological Ceramic Materials Characterization
	Introduction
	Related Work
	Archaeological Site
	Ceramic Pastes and Surfaces Characterization
	Ceramic Texture Characterization Based Gabor Filter
	Ceramic Texture Classification

	Results
	Conclusion
	References

	RGB Color Distribution Analysis Using Volumetric Fractal Dimension
	Introduction
	Materials and Methods
	RGB Color Cube Transform
	Volumetric Fractal Dimension
	Data Analysis
	Database

	Results and Discussion
	Comparison with Methods That Do Not Use Spacial Information
	Comparison with Methods That Use Spatial Information

	Conclusion
	References


	Segmentation and Retieval
	Multiobjective Genetic Algorithm for Image Thresholding
	Introduction
	Otsu’s Thresholding algorithm
	Shannon Entropy
	Bi-level Thresholding
	Multilevel Thresholding

	Formulation of Image Segmentation Problem as a Multiobjective Optimization Problem:
	Non Domination Sorting Algorithm II (NSGAII)
	The Proposed Multiobjective Method
	Initialization
	Selection
	Crossover
	Mutation

	Results and Discussion
	Conclusion
	References

	Dual-Resolution Active Contours Segmentation of Vickers Indentation Images with Shape Prior Initialization
	Introduction
	The Level-Set Approach
	The Shape-Prior Gradient Descent Method
	Dual-Resolution Level-Set with Hough Postprocessing
	Experiments
	Conclusion
	References

	Matching Noisy Outline Contours Using a Descriptor Reduction Approach
	Introduction
	Silhouettes Description
	Sensitiveness to Noise of XLWDOS Descriptors
	Matching Descriptors of Silhouettes
	Experimentation
	Conclusion
	References

	Brain MRI Image Segmentation in View of Tumor Detection: Application to Multiple Sclerosis
	Introduction
	The Processing Chain
	The Brain Extraction
	The Segmentation Method: The Algorithm Expectation-Maximization (EM)
	Extracting the Lesions: The Mahalanobis Distance

	Experiments
	Evaluation and Validation of Results
	Quantitative Evaluation of Segmentation of MS Lesions
	The ROC (Receiver Operating Characteristics)

	Conclusion
	References

	3D shape Retrieval Using Bag-of-Feature Method Basing on Local Codebooks
	Introduction
	The BF-SIFT Method
	Proposed Improvements Based on Local Codebooks
	Experiments and Results
	Conclusion and Perspectives
	References

	Segmentation of Prostate Using Interactive Finsler Active Contours and Shape Prior
	Introduction
	Segmentation Method
	Finsler Active Contours in the Total Variation Framework

	Results
	Data and Protocol
	Segmentation Results

	Conclusion
	References

	Tracking Moving Objects in Road Traffic Sequences
	Introduction
	State of the Art in Object Tracking
	Proposed Method
	Short-Term Processing (STP)
	Long- Term Processing (LTP)

	Experimental Results
	Conclusions
	References

	Eigen Combination of Colour and Texture Informations for Image Segmentation
	Introduction
	Image Segmentation Using Colour and Texture Informations Collectively
	Watershed Algorithm Based on Colour-Texture Gradients
	PCA Based Colour-Texture Combination : Eigen Combination

	Experiments and Discussion
	Conclusion
	References

	A Graph Based Approach for Heterogeneous Document Segmentation
	Introduction
	Proposed Method
	Used Formalism
	Labelling of the Segmented Components

	Experiment and Results
	Conclusion
	References

	Rotation Invariant Fuzzy Shape Contexts Based on Eigenshapes and Fourier Transforms for Efficient Radiological Image Retrieval
	Introduction
	Rotation Invariant Fuzzy Shape Contexts Based on
	Eigenshapes and Fourier Transforms
	Previous Work
	Fuzzy Shape Contexts
	Eigenshapes

	Experiments
	Image Collection
	Experimental Results
	Discussion

	Conclusion
	References


	Image Processing
	A 2D Rigid Point Registration for Satellite Imaging Using Genetic Algorithms
	Introduction
	Genetic Algorithms Overview
	Registration Strategy
	Similarity Metric
	Chromosome Encoding

	Feature Points Extraction
	Simulation Results
	Conclusion
	References

	Image Quality Assessment Measure Based on Natural Image Statistics in the Tetrolet Domain
	Introduction
	Tetrolet Transform
	Computing Tetrolet Transform

	Joint Statistics of Tetrolet Coefficients
	Distortion Measure
	Experimental Results
	Conclusion
	References

	Real Time Door Access Event Detection and Notification in a Reactive Smart Surveillance System
	Introduction
	System Architecture
	Camera Processor Description
	Door Open Detection
	Face Detection
	StereoMatching and 3D Location Estimation
	PTZ Controller
	Event Notification

	Results and Discussion
	Conclusion
	References

	Optical Flow Estimation on Omnidirectional Images: An Adapted Phase Based Method
	Introduction
	Phase Based Method for Optical Flow Estimation
	Filters Setting
	Optical Flow Estimation

	Optical Flow in Omnidirectional Images
	Projection on the Sphere
	Optical Flow on the Sphere

	Experiment and Results
	Conclusion
	References

	DWT Based-Approach for Color Image Compression Using Genetic Algorithm
	Introduction
	BasicConcepts
	Genetic Algorithm
	Discrete Wavelet Transform
	Performances Criterion

	GA-DWT Based Compression Approach
	GA-DWT Based Compression Phase
	GA-DWT Based Decompression Phase

	Experimental Results and Performance Comparison
	Conclusion
	References


	Pattern Recognition
	Accelerator-Based implementation of the Harris Algorithm
	Introduction
	The CELL Broadband Engine
	The Harris-Stephen Algorithm
	Tiling Consideration
	DMA Issue with Standard Tiles
	Experimental Results
	Conclusion
	References

	Writer Recognition on Arabic Handwritten Documents
	Introduction
	Arabic Writer Recognition: A Survey
	Feature Extraction
	Run-Length Features
	Edge-Hinge Features

	Writer Recognition
	Experimental Study
	Conclusion and Future Work
	References

	Outline Matching of the 2D Shapes Using Extracting XML Data
	Introduction
	Proposed Method
	Corner Detector
	Symbolic Representation and Storing XML
	Matching Shape

	Experiments
	Conclusion
	References

	Texture Classification Based on Lacunarity Descriptors
	Introduction
	Lacunarity
	Lacunarity Texture Descriptors
	Experiments
	Results
	Conclusion
	References

	Real-Time Fall Detection Method Based on Hidden Markov Modelling
	Introduction
	Context
	Related Work

	Fast Fall Detection Method
	Video Processing and Feature Extraction
	Fall Detection

	Experimental Results
	Discussion and Conclusion
	References

	Extracting Buildings by Using the Generalized Multi Directional Discrete Radon Transform
	Introduction
	Generalized Dis screte Radon Transform
	Buildings Extra ction
	Pretreatment Phase e
	Extracting rs Contour
	Applying GMDRT
	Local Maximas

	Experiments
	Conclusion
	References

	Speaker Tracking Using Multi-modal Fusion Framework
	Introduction
	Video Modality
	Face Detection Using Skin Color
	Face Detection Using Texture Features

	Audio Modality
	Audio TDOA
	Audio RSS

	Particle Filter Implementation
	Experimental Results
	Conclusions and Future Work
	References

	New Encoding Algorithm for Distributed Speech Recognition Based on DTFS Transform
	Introduction
	Overall Description of the Algorithm
	Recognition Results
	Conclusion
	References

	Satellite Image Classification Using a Divergence-Based Fuzzy c-Means Algorithm
	Introduction
	Gradient-Based Fuzzy c-Means(GFcM) Algorithm
	Fuzzy c-Means(FcM) Algorithm
	Gradient-Based Fuzzy c-Means(GFcM) Algorithm

	GFcM with Divergence Measure
	Experiments and Results
	Conclusion
	References

	Classifiers Combination for Arabic Words Recognition: Application to Handwritten Algerian City Names
	Introduction
	Overview of the Proposed System
	Acquisition and Preprocessing
	Extraction of Global Features and Word Description
	Recognition
	Results and Discussion
	Conclusion and Perspectives
	References

	Robust Arabic Multi-stream Speech Recognition System in Noisy Environment
	Introduction
	Multi-stream HMM Based ASR System
	Multi stream Features
	Multi-stream Modeling
	Decoding

	Experimental Setup
	Database Description
	Muti-stream Feature Extraction
	Experimental Methodology
	Results

	Conclusions
	References

	SVM Based GMM Supervector Speaker Recognition Using LP Residual Signal
	Introduction
	Feature Extraction
	Linear Prediction (LP) Residual
	Cepstral Linear Prediction Coding (LPCC)
	Mel Frequency Cepstral Coefficients (MFCC)

	Classifiers
	Gaussian Mixture Model Universal Background (GMM-UBM)
	Support Vector Machines (SVM)
	GMM Supervector (GMM-SVM)

	Results and Discussions
	Speech Database and Features Extraction
	Experimental Results

	Conclusion
	References

	Plugin of Recommendation Based on a Hybrid Method for the Ranking of Documents in the E-Learning Platforms
	Introduction
	Process of Operation and Methodologie for Ranking of Document 
	Process of Operation
	Allocation of the Link Visited in a Category of Courses
	Methodology Followed for Ranking of Documents

	Exploration  and Analysis of the Behavior of Students of the Platform E-Learning Moodle: LP Java/C++ 
	Assist the Learner to Browse the Result of His Research on the Web
	Guide the Administ trator of the Platform to Extract Knowledge

	Conclusion and Perspective
	References


	Author Index



